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INTRODUCTION

Originally launched for long-distance telephony
and for television broadcasting, communication
satellites are more and more used for Internet
access [2–6]. In its infancy, due to its poor per-
formance, Internet access via satellite has tradi-
tionally been chosen by users — often in rural
areas — not served by other access networks
(e.g. 3G, cable, or ADSL), having special needs
(e.g. bank communications) or as a backup and
secure link. The first commercial services for
residential satellite Internet access were mono-
directional, requiring another technology (e.g.
the telephone) for the uplink direction. The
poor performance (few hundred kb/s) and the
necessity of another Internet access strongly lim-
ited their spread. Later on, bidirectional com-
mercial services were launched, but still their
performance was poor and the costs high. In the
following years, however, a great effort has been
put on this technology and several improvements

have been achieved. Among the most relevant,
we cite the new TCP versions and improved
TCP acceleration mechanisms, which highly
increased the performance of TCP (and then of
applications relying on it) over the satellite link
[7–10] and the launch of satellites with a set of
features specifically designed for Internet access. 

For example, new satellites launched recently
(e.g. in the 2011) have Internet connectivity as a
primary target and promise high individual and
aggregated performance, thanks to several improve-
ments such as multi-spot illumination/frequency
reuse, TCP accelerators, robust terrestrial network
(based on MPLS), and so on. As a consequence,
recent commercial services for Internet access via
satellite promise tens of Mb/s user data rates and
stable performance, and therefore reopen the
debate on the possibility to use satellite networks
for Internet access on a larger scale. The several
advantages of Internet access via satellite (quick
and easy installation and deployment of terminals,
low environmental impact, etc.) are counterbal-
anced by a number of disadvantages, including high
latency, necessity to employ middleboxes and accel-
erators, impact of the weather conditions, and so
on. These aspects and the need for real and updat-
ed performance figures when referring to opera-
tional satellite networks were the main motivations
of the work described in this article. 

To this end we have set up a testbed and we
have experimentally measured and analyzed the
performance of two satellite broadband Internet
access services: a first- and a second-generation
bidirectional satellite connection. Also, we have
built a simulator for the black-box analysis of the
behavior of the Fair Access Policy, a traffic
shaping mechanism used by the operator. Our
results provide a fresh sketch of actual perfor-
mance (in terms of throughput, delay, jitter, and
loss) of both the first and latest generation Inter-
net satellite services, and they show when and
how they are a promising way to provide Inter-
net connection to users. Also, the proposed sim-
ulator sheds light on the mechanisms employed
by the operator for shaping user traffic.

This article is organized as follows. In the next
section we introduce the technologies subject of
this study. Following that we present the testbed
we set up for it. We describe the results of the
performance measurements in the next section
and the results of the FAP analysis in the section
following that. Finally we draw conclusions. 

ABSTRACT

In the context of Internet access technologies,
satellite networks have traditionally been consid-
ered for specific purposes or as a backup tech-
nology for users not reached by traditional access
networks, such as 3G, cable or ADSL. In recent
years, however, new satellite technologies have
been pushed to the market, reopening the debate
on the possibilities of having high-performance
satellite access networks. Therefore, the perfor-
mance monitoring and analysis of such networks
is of great interest and importance for both
industry and academia.

In this article we present experiments we con-
ducted for and results we obtained from the per-
formance monitoring and measurement of two
satellite broadband Internet access services.
Moreover, we describe the simulator we built for
the black-box analysis of the traffic shaping
mechanism employed by the satellite operator.

We quantify the real performance achievable
with these technologies. Our unique results show
when and how new-generation Internet satellite
services can be a promising way to provide
broadband Internet connections to users, and
shed light on the traffic shaping mechanism
employed by the operator and the possibilities
left for the users. 
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BROADBAND SATELLITE
IP NETWORKS

In this section we briefly review the two satellite
broadband Internet access services that are the
subject of our study: the first-generation satellite
network, or FGS for short, and the second-gen-
eration satellite network, or SGS for short. Then
we describe the mechanism to control the vol-
ume of traffic allowed to the users employed in
both FGS and SGS. 

FIRST AND SECOND GENERATION
SATELLITE NETWORKS

FGS — This service was deployed in 2007 and has
a number of users of the order of ten/hundred
thousand. The connection is bidirectional,  and
the satellite has a single spot covering Europe and
some countries in the Mediterranean area. The
network operates through wireless links working
in the Ku and Ka frequency bands, using adaptive
coding and modulation on the forward link and
rate adaptable, multi-carrier TDMA on the return
link. The operator advertises about 3.6 Mb/s of
maximum downlink throughput and 384 Æ 512
kb/s of maximum uplink throughput per user.
Three different profiles are offered to the users,
mainly differing in terms of maximum volume of
traffic allowed (see subsection below). 

SGS — This service is based on a new geosta-
tionary satellite deployed recently (mid 2011) by
the same operator of FGS. The satellite operates
in the Ka band and it is equipped with highly
directional antennas, with spot size of the order
of a few hundred kilometers. Thanks to this fea-
ture the satellite is able to cover a large part of
Europe using about a hundred spots. The con-
cept of spatial reuse of the frequencies (as done
in the cellular network) has been used, reaching
an aggregated satellite throughput of the order of
a hundred Gb/s. The satellite link uses adaptive
coding and modulation on the forward link and
automatic power control and rate adaptation on
the return link. The commercial service for bidi-
rectional Internet access, launched in late 2011,
comprises different profiles, with advertised max-
imum throughput in the range of 6 Æ 10 Mb/s in
the downlink and in the range of 1 Æ 4 Mb/s in
the uplink. The different profiles are also charac-
terized by a different volume of traffic allowed to
the users. As the satellites are geostationary, the
minimum one-way delay (i.e. time to go from the
earth to the satellite, and back) of these two
access technologies is on the order of 250 ms. 

Both FGS and SGS employ Performance
Enhancement Proxies (PEPs) to speed-up TCP
traffic [10]. PEPs can employ different tech-
niques to enhance performance. Very common-
ly, PEPs split the TCP connection established by
and toward the host connected via satellite into
two or more parts. This allows the client to use a
standard TCP and the PEPs to use a special
transport protocol (e.g. a custom TCP version)
specifically designed for the satellite link. In this
way it is possible to strongly increase the perfor-
mance of the end-to-end connection. For both
FGS and SGS the PEP is located inside the

satellite modem, that is, in the LAN of the user,
so that the TCP connection is closed very near
to the user and a new TCP connection (with a
special TCP version) is opened just before the
satellite link. In the following sections we ana-
lyze the impact of the PEP on performance mea-
surements, using both FGS and SGS. Further
studies on the PEP are also reported in [11]. 

THE FAIR ACCESS POLICY (FAP)
To carefully share the aggregated satellite band-
width among the users, both FGS and SGS limit
the maximum traffic volume allowed to the
users. The technique used by the operator is
called Fair Access Policy (FAP). It operates as
follows. It periodically checks the volume of traf-
fic produced by the user in different sliding time
windows (one hour, four hours, one day, etc.). If
one of these volumes exceeds a threshold (that is
larger for larger time windows), the maximum
allowed throughput is limited (the limitation is
more sever for larger time windows. For exam-
ple, the maximum allowed throughput is about
250 kb/s if the user exceeds the 1–h threshold; it
is about 150 kb/s if the user exceeds the 4–h
threshold, and so on). The limitation is removed
when the volume in the sliding time window
becomes smaller than the threshold. Below we
present a methodology and a simulator we
devised for the black-box analysis of the FAP
behavior, useful to study other similar approaches. 

THE TESTBED
As shown in Fig. 1, the testbed is composed of
Linux servers connected to the Internet through
our University network as well as through FGS
or SGS. FGS and SGS are based on different
technologies. For the former the testbed is
equipped with offset Gregorian parabolic anten-
nas with diameter of the main dish of 65 cm,
connected to the satellite modems located in our
server room, connected to the FGS measure-
ment clients. For SGS there are front-feed
parabolic antennas with diameter of 77 cm, con-
nected to the satellite modems located in our
server room, connected to the SGS measure-
ment clients. The testbed comprises clients that
are both subjected to the FAP and not (i.e. with
no limits on the volume of traffic). The non-lim-
ited clients have been used to measure the per-
formance of the satellite connections, while the
FAP-limited clients have been used to test the
shaping mechanism. We believe this testbed has
unique characteristics that makes it possible
both to deeply test these connections, and exper-
iment the same conditions of the standard users. 

As illustrated in Fig. 1, we generated traffic
through the connections under test, from a host
using this connection to another host in our Uni-
versity. We used D-ITG [12] for traffic generation
and performance measurement, with different
traffic profiles (VBR and CBR), rates (from
about 5 kb/s to 12 Mb/s), and protocols (TCP and
UDP), measuring the throughput, delay (both
one way and round trip), jitter, and loss. The
experimental campaigns were performed between
February 2010 and July 2012, involving a few
thousands of minutes-long measurement experi-
ments and collecting about 1 TByte of measure-
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ment data. Traces collected during the measure-
ment campaigns are available on demand.1

ON THE PERFORMANCE OF
IP SATELLITE SERVICES

Here we present the most interesting results
obtained:
• The throughput of FGS to draw a baseline.
• The impact of the PEP (see above) on mea-

surement and monitoring procedures and
results.

• The throughput and one way delay of SGS,
underlying also the PEP impact here.

• The impact of the TCP version on the
throughput of SGS, and performance
results obtained with video, game, and voice
applications.

• A comparison between SGS and FGS using
real applications and users. 

PERFORMANCE OF FGS
Throughput — Figure 2a reports the through-
put obtained in the uplink and the downlink on
FGS with both UDP and TCP as a function of
the packet size (each point represents the aver-
age of 100 measurements conducted in different
days and daytimes, and the standard deviation is
reported with the vertical segment). For the
downlink we report the results obtained with a
packet rate of 1000 pps, while for the uplink we
report those with a packet rate of 100 pps. With
these packet rates and starting from some packet
sizes, we saturated the downlink and the uplink
of FGS respectively, showing the maximum
throughput. Figure 2a shows that FGS is able to
achieve about 300 kb/s of throughput in the
uplink with both TCP and UDP. The saturation
is obtained with packet sizes larger than 512
Bytes. Before that, the throughput measured
equals the expected one. In the downlink, FGS
is able to achieve about 3.5 Mb/s with UDP and
about 2.5 Mb/s with TCP, with the latter also
having larger variance. This is due to the sensi-
tivity of TCP to competing traffic: the high num-
ber of users of FGS, and consequently the high
volume of traffic competing for resources cause
the TCP throughput to be lower than that of
UDP on average and also more variable. This

important result will be considered in the analy-
sis of the FAP below.

Figure 2b shows the throughput behavior
during the day. The plot is obtained measuring
the maximum throughput in both the uplink and
the downlink with TCP every half hour for two
entire weeks, and then grouping and averaging the
results for each hour of the day (i.e. the result
related to each of the hours reported on the x
axis is obtained averaging the results for that
particular hour in all 14 days). The right plot of
Fig. 2b shows that the throughput in the down-
link is characterized by a very strong diurnal
pattern, with average values that range from 1.6
Mb/s during the day to 3.2 Mb/s during the night.
The left plot of Fig. 2b shows that this behavior
is less evident in the uplink. The main reason is
that FGS uses multi-carrier TDMA in the uplink,
making it possible to isolate the uplink channels
of the users. Moreover, the aggregate volume of
all downlink traffic is much larger than the
uplink one, and this can also cause congestion in
the terrestrial network of the operator. 

PEP Impact — As already said, an important
aspect to consider is the presence of the PEP
[10], which can severely impact the performance
measurements and results. Figure 2c shows the
RTT estimated with three different approaches:
ICMP Ping, TCP on port 80 (syn-ack time, TCP80
in the following), and TCP on port 81 (syn-reset
time, TCP81 in the following). The effect of the
PEP is notable: the RTT with TCP80 is on the
order of 100 ms, while with the other two
approaches it is on the order of 102/103 ms. The
reason is that the PEP operates only on TCP traf-
fic on port 80, and the RTT estimated with TCP80
only regards the network path between the user
and the PEP (i.e. the LAN connecting the mea-
surement client and the satellite modem). This
result can have important consequences on delay
measurements: if the tools and methodologies are
not chosen and operated carefully, the measures can
be severely impacted and strongly misleading.
This aspect has been investigated in the following
(see One Way Delay) and in our previous paper [11].

PERFORMANCE OF SGS
Throughput — Figure 3a shows the results in the
uplink and downlink of SGS, using the same for-
mat as in Fig. 2a. In this case, we report the results
obtained with a packet rate of 1000 pps also in the
uplink because at 100 pps the SGS uplink was not
saturated. Figure 3a shows that SGS is able to
achieve much higher and more stable perfor-
mance than FGS. The uplink throughput is about
3.9 Mb/s and the downlink throughput is about 9.5
Mb/s with both TCP and UDP. The better perfor-
mance is mainly due to two causes:
• SGS employs state-of-the-art TCP perfor-

mance accelerators that help TCP traffic
cope with the satellite link.

• Being very new, SGS has many fewer users,
and the network, also thanks to the high
aggregated throughput available, is far from
being congested. 

We measured the throughput behavior during
the day also for SGS, and we verified that the
throughput is stable during all the hours, as also
witnessed by the small variance in Fig. 3. 

Figure 1. Testbed used for the experiments.
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One Way Delay — An important performance
parameter for long-distance wireless networks is
the latency, often evaluated through the round
trip time (RTT) to overcome the clock synchro-
nization issues. The RTT, however, is influenced
by both uplink and downlink directions, which
can be an issue on asymmetrical network con-
nections such as satellite connections. To mea-
sure the One Way Delay (OWD) overcoming
the clock synchronization issues, we set up the

testbed to receive the packets on the same hosts
that generated them, as reported in Fig. 1 (see
OWD probing traffic). The measurement clients
are both senders and receivers of measurement
traffic, which is routed through the satellite net-
work thanks to a host acting as a NAT (i.e. one
of the measurement servers in Fig. 1). We exper-
imentally verified that the impact of such opera-
tion is negligible with respect to the OWD of the
link under test. 

Figure 2. Performance of FGS.
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The left plot of Fig. 3b shows the cumulative
distribution function of the OWD samples col-
lected with TCP and UDP, using a packet rate
of 100 pps and three different packet sizes.
Counter intuitively, with TCP the OWD decreas-
es with the packet size: the larger the packet
size, the smaller the OWD. This behavior is due
to a buffer in the satellite network that operates
on TCP traffic (very likely being the PEP), work-
ing on bytes rather than on packets, which justi-
fies the larger OWD values with smaller packet
sizes. This is also confirmed by the fact that with
UDP we did not observe this behavior, and the

OWD is always very concentrated around 0.3 s.
Such buffer causes the OWD with TCP and
small packet sizes to increase up to 0.6 s. This
high RTT does not cause throughput degrada-
tion in Fig. 3a because the link is still not satu-
rated with packet sizes smaller than 512 Bytes
and TCP is able to achieve the expected through-
put even with this RTT. It is worth recalling that
we already saw some possibly negative conse-
quences of the PEP on delay measurements,
RTT in that case. In conclusion, the PEP can be
a serious issue when performing network mea-
surements, and these results (see also [11]) can

Figure 3. Performance of SGS.
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help guide the experimenter to use the proper
tools and methodologies. 

Impact of TCP Versions — SGS is characterized
by high bandwidth-delay product, and there are
various TCP versions optimized for these kinds of
networks. Moreover, the PEP used by SGS termi-
nates the TCP connections of the clients just
before the satellite network and opens new TCP
connections, using an optimized TCP version. Fur-
thermore, Internet users have different TCP ver-
sions that may interact in different ways with the
PEP. Driven by these considerations, we tested
the performance of different TCP versions on
SGS to understand the impact of the various con-
gestion control algorithms on throughput, jitter,
and delay. In particular we used the TCP versions
supported by the latest Linux kernel that are more
indicated for this connection (westwood,2 illinois,3
high speed,4 hybla,5 and cubic6). We generated
CBR and VBR traffic in the uplink and the down-
link with different packet rates (PR) and packet
sizes (PS), and we measured the throughput, jitter,
and OWD. For space constraints, we only report
the throughput (average and standard deviation
over 100 experiments) obtained with the consid-
ered TCP versions, shown in the right plot of Fig.
3b; minor differences are only notable in satura-
tion (see the zoom in right plot of Fig. 3b). This
means that the PEP is actually able to decouple
the satellite connection from the LAN of the
client, so that its TCP version does not impact the
performance. Among the minor differences, we
can note that cubic, the default TCP version of
Linux, obtains on average the best performance. 

Video, Game, and Voice Performance — We
also tested the performance achieved by SGS with
other applications. In particular, we tested if and
how video, game, and voice applications can
properly work on this network. Using D-ITG, we
generated traffic emulating these applications and
we measured the OWD, jitter, and losses.  The
left plot of Fig. 3c shows the average values (over
100 measurements) of these parameters with
video and game traffic in the uplink. For video
traffic (VBR in the figure), we used a measure-
ment methodology based on the model presented
in [13]: PR equal to 720 pkt/s and random PS
with Normal distribution. With this traffic on SGS
we measured about 8 ms of jitter, 1.3s of delay,
and 25 percent of packet loss, which may severely
impact the quality of the video and therefore the
Quality of Experience (QoE). For game traffic,
we used the parameters from the models present-
ed in [14]: bimodal PS and Student inter-packet
times (IPT) for Counter Strike (CSA in the fig-
ure) and Normal PS and Exponential PR for
Quake3. These applications obtained better per-
formance than the video: the jitter is about 16 ms
for Counter Strike and 12 ms for Quake3, the
delay is about 400 ms, and the packet loss is 0 for
both games. This behavior is mainly due to the
smaller bitrate and packet rate of game traffic
with respect to video traffic. The performance of
voice applications in the downlink are reported in
the right plot of Fig. 3c. For this application we
tested different codecs (G711.1, G711.2, G723.1,
G729.2), according to the VoIP models of D-ITG.
In the tri-dimensional plot we also report the

planes related to the Mean Opinion Score (MOS)
using a simple model7 based on the ITU E-model.
As shown, with all the codecs we obtain a MOS
between 2 and 3. However, with codec 723.1 we
observe a small packet loss of about 0.2 percent.
Therefore, as for video, game, and voice, the QoS
of satellite IP services seems to be still far from
the expectations. In the following section we will
see what happens when real applications and real
users are involved in the tests. 

PERFORMANCE OF SATELLITE IP SERVICES WITH
REAL APPLICATIONS AND REAL USERS:

FGS VS SGS

In this section we present the results of measure-
ment experiments conducted with the aim to
compare SGS and FGS and to test if real users
are satisfied when using real applications on these
access networks. In particular, Table 1 shows the
MOS obtained using Skype with voice only or
voice and video. The test was conducted with 70
users and with different kinds of access connec-
tions (ADSL, corporate networks, etc.) toward
FGS and SGS. The users were asked to make a
two-minute voice only, and voice+video call
toward the same user connected through the
satellite networks and then to assign a quality
score between 1 and 5. Table 1 shows that the
two satellite access networks provide a very high
MOS (average values of 4.25 and 4.35), and there-
fore QoE, when making voice calls through Skype.
The standard deviation shows also that the MOS
is consistent among the users. SGS shows a slight-
ly higher MOS than FGS. However, when making
video calls through Skype, the experience is much
less appreciated by the users, with the average
MOS going down to 2.55 with FGS and 2.72 with
SGS. The small standard deviation value, again,
shows that these values are consistent among the
users. Thus, our performance measurements
highlight how multimedia applications (especially
when using video too) are still hardly supported
by new generation satellite services. 

BLACK-BOX ANALYSIS OF THE FAP
As introduced above, both FGS and SGS employ
a bitrate limiter (called FAP), which starts oper-
ating when the user exceeds certain thresholds
on volume of traffic produced. In this section we
report results of our black-box analysis conduct-
ed to: test how the FAP calculates the volumes
of user traffic; test how the FAP limits the bitrate
allowed to the user; and explore possible ways for
the user to best use the available traffic volume. 

To answer the first two questions we per-
formed a six-month experimental campaign
using a measurement client with the FAP
enabled. The left plot of Fig. 4 reports the vol-
ume of traffic generated with D-ITG and the
volume of traffic seen by the FAP (accessible
through the OSS of the satellite operator). As
shown, the tests revealed that the FAP operates
on 15-minute sliding time windows (updated every
15 minutes) and has a 15-minute delay with
respect to when the actual volume has been pro-
duced (i.e. if x MB have been produced up to
time ti, such volume will be seen by the FAP at
time ti + 15min). This means that the user can

2 http://c3lab.poliba.it/
index.php/
Westwood:Linux

3 http://www.cs.fsu.edu/
~baker/devices/lxr/http/
source/linux/net/ipv4/
tcpillinois.c

4 http://www.icir.org/floyd/
hstcp.html

5 http://hybla.deis.unibo.it

6 http://research.csc.ncsu.
edu/netsrv/?q=content/
bic-and-cubic

7 TeKtronix, Common
VoIP Service Quality
Thresholds, http://www.
tek.com/document/poster/
common-voip-service-
quality-thresholds.
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actually exceed the traffic volume for 15 minutes
before being capped by the FAP, and the FAP
requires 15 minutes of additional time before
removing the cap from the user. Other important
considerations have also been drawn from these
tests. First, the FAP considers the volume of traf-
fic at the network level (i.e. it looks at the size of
the layer-2 payload). Second, and more impor-
tant, the cap introduced by the FAP operates as
a drop-tail queue with packet granularity. This
causes bursty losses, which can severely impact
the performance of TCP [15] of capped users.

Having characterized the behavior of the FAP,
we developed a simulator in which we implemented
a FAP to investigate the possible ways to interact
with it. For example, the simulator allows us to
understand how a user can make the best of the
available traffic volume (i.e. to find an answer to
the third question), to understand how the opera-
tors can set the thresholds in the most convenient
way, and so on. The simulator is written in Matlab
and allows us to reproduce the behavior of a user
that has to download/upload a certain volume of
traffic and that of the FAP that limits the through-
put in case of threshold violation. Adopting the
point of view of the user, we then performed a set
of experiments aimed at exploring how the user can
best use its available volume of traffic. For studying
such interesting case, we use values consistent with
those of a typical contract from the satellite opera-
tor and we refer to a particular working real exam-
ple. We aimed at answering questions such as the
following: given that the user has a maximum
allowed volume of 15 GB of traffic per month
before being severely capped, how can he/she
download8 such volume in the shortest time?

The right plot of Fig. 4 reports the time
required to download 15 GB on FGS using three
different approaches:
1 Standard-free, which consists of download-

ing without stopping until the 15GB are fin-
ished, and it implies that the download rate
will vary, depending on the caps imposed by
the FAP when exceeding the thresholds.

2 Standard-block, which consists of download-
ing only when not capped (i.e. the user
stops when the cap is enforced and resumes
the download when the cap is removed),
and it implies that the download rate will
always be equal to the maximum (i.e. the
available bandwidth).

3 Advanced, which consists of downloading,
in each 15-minutes time slot, a volume of
bytes that allows the user not to be capped
in the current and the following time slot.
We performed this analysis instrumenting the

simulator for considering different values of the

maximum download rate allowed by the network
when not capped (i.e. the available bandwidth of
the connection). The reason is that we verified
that the available bandwidth of FGS is often
below the nominal bandwidth of 3.6 Mb/s. As
shown in the right plot of Fig. 4, the advanced
approach makes it possible to reduce the down-
load time to about 55 hours, while the minimum
time is about 170 with the standard-block
approach and 125 hours with the standard-free
approach. However, if the network does not pro-
vide more than 2.75 Mb/s of available bandwidth,
the standard-block approach makes it possible to
obtain minimum download times. Summarizing,
smart download approaches can help cope with
the FAP if the available bandwidth is higher than
2.75 Mb/s. This result is clearly depending on the
specific values of the FAP configuration parame-
ters (mainly being the cap thresholds and rates)
chosen by the operator. Changing these parame-
ters may result in changing the best way to down-
load a specific volume of Bytes or, in more
general terms, may affect more or less the experi-
ence of the users. Moreover, as the conditions of
the network are variable, dynamic parameter val-
ues (e.g. depending on the network status) may
provide improved network conditions and user
experience. In conclusion, the simulator allows
the user and the operator to understand how to
properly interact with and operate the FAP. 

CONCLUSION
During the past few years we have set up a testbed
and we have conducted a measurement campaign
also comprising real users. To the best of our
knowledge this is the first article providing quan-
titative results of a comprehensive performance
measurement of new generation satellite Internet
access comprising: real operational satellite net-
works; real users; both synthetic (but realistic)
and real traffic. Also, for the first time in the lit-
erature our black-box analysis of the FAP sheds
light on its behavior. In particular, we showed
how new-generation satellite networks have much
higher performance with respect to the previous
generation, reaching throughput values up to
about 4 Mb/s in the uplink and 10 Mb/s in the
downlink. Thus, the integration of new-generation
satellite Internet services with high speed wireless
backbones [16] can be a way to connect people
and communities, especially in rural areas. We
saw how the PEP impacts measurement results,
especially in terms of latency. We observed that
real applications can obtain good performance on
SGS, even though multimedia applications, espe-
cially with video, are still hardly supported. Final-
ly, we saw that intelligent approaches can help
users achieve smaller download times when sub-
jected to the FAP. Thanks to this work we have
real and updated figures regarding the perfor-
mance of new-generation satellite access tech-
nologies, also quantifying the performance
limitations with isochronous applications. 
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Figure 4. Black-box analysis of the FAP: capping behavior (left) and download time for 15 GB data versus the available bandwidth
(right).
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