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A B S T R A C T

Internet streaming is responsible for a significant fraction of Internet traffic. It has been reported to account up to
70% of peak traffic in North American fixed access networks, and this figure is expected to reach 80% by
2020 [1]. Regarding such a killer service of the Internet, much has been discussed regarding if and how video
hosting providers violate or may violate neutrality principles, in order to give users a “better” service compared
to their competitors or other services. In this paper, we provide a contribution to this discussion studying three
video hosting providers (i.e. YouTube, Vimeo, and Dailymotion). Specifically, we analyze their delivery infra-
structures, including where the servers that provide videos are located, and the performance from a user
viewpoint. To assess the performance, we measure throughput and RTT as experienced by users watching real
videos of different popularity from several locations around the world and at different day hours.

We uncover the performance differences of these providers as a function of the different variables under
control and move a step forward to understand what causes such differences. We also study the changes in the
infrastructures and related performance over time, performing different measurement campaigns over different
years.

Our results allow to understand what are the real performance users currently get from these providers and if
the performance differences observed can be due or considered as a violation of network neutrality principles.

1. Introduction

There is a long ongoing debate on the so-called “network neu-
trality”. Several definitions exist for this term, and they all share the
common idea that data on the Internet should be treated in the same
way despite several its characteristics such as technology, device, ap-
plication, service, user, provider, and the country they come from or go
to. An early debate about network neutrality regarding Internet traffic
management policies appeared in 2003 [2], but concerns about possible
threats to the end-to-end nature of the Internet raised already in the late
1990s [3]. Nowadays the debate has gained momentum also because of
recent events such as the one involving the provider Comcast, which
was slowing down uploads from peer-to-peer file sharing applica-
tions [4]. The discussion on whether the Internet should be fully neu-
tral, or rather providers should be allowed to use techniques to differ-
entiate traffic does not concern only economic aspects, but also and
increasingly both legal and regulatory ones. For example, a research
work regarding legal aspects was presented in 2011 [5]. In our paper,
we do not want to advocate a position pro or against network neu-
trality. We rather aim at providing a contribution to understanding the
current situation from a user viewpoint.

Our work focuses on three Video Hosting Services, YouTube, Vimeo,
and Dailymotion, for which we measured the performance achievable
by end users depending on video popularity and user location (i.e. the
country) and inferred the characteristics of the infrastructure used for
video delivery. The choice of these providers was driven by two prop-
erties: the global diffusion of the service, in order to identify every
possible country-specific violations of network neutrality (e.g. due to
censorship issues), and the service model of the providers, not asking
subscription fees to the users. We analyze traffic related to video
streaming because this service accounts a very high share of Internet
traffic (about 70% according to CISCO [6]). The highlights of our work
could be summarized as follow:

• We introduce a provider-independent methodology that allows to
capture, analyze, and compare the performance statistics of the
video hosting services.

• We measure, analyze, and compare these statistics for YouTube,
Vimeo, and Dailymotion, from several locations around the world.

• We compare the performance obtained by the different providers.

• We provide insights on the topology of the infrastructures and
routing policies used by the video hosting services to deliver their
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content.

• We compare the results obtained over different years to investigate
recent changes to the performance and the infrastructure.

The remainder of the paper is structured as follows. Related work
and highlights of the novel aspects of this work are presented in the
next section. Available information regarding the infrastructures of
video hosting providers is given in Section 3. In Section 4, we present
the way we collected the dataset and our analysis methodology.
Section 5 describes in detail the results of two measurement campaigns
and with a longitudinal comparison. This section is followed by a dis-
cussion about geographical location (Section 6). Finally, we conclude
the paper in Section 7.

2. Related work

There are several interesting works related to OTT streaming video
services. A comparison of the content delivery frameworks of YouTube,
Dailymotion, and Metacafe was provided by Saxena et al. [7]. The
performance measures were collected using PlanetLab [8] nodes de-
ployed in 9 different countries to have a global perspective. This work
covered three aspects: the measurement of QoS, the investigation of the
service delay variation, and the analysis of QoE. These evaluations
considered the different geographical locations of end-users and how
video content storage and distribution were impacted by the meta in-
formation associated with videos, such as popularity (i.e. the number of
views) and video ages. Finally, the authors inferred the content delivery
frameworks of the providers, showing that all providers relied on one or
more CDNs (Content Delivery Network) to deliver their contents. With
respect to this work, our measurements comprise Dailymotion, for
which several sources of information revealed a “centralized” infra-
structure with all its servers deployed in France.

Often in literature, the analysis of video hosting services is focused
only on YouTube, since it generates a significant share of Internet
traffic. An extensive data-driven analysis of YouTube concerning users
behavior, video popularity, and their evolution was presented in
2007 [9]. Firstly, the authors compared YouTube and Daum, two video
providers of User Generated Content (UGC), with non-UGC video pro-
viders (such as Netflix and Yahoo! Movies). Secondly, the authors made
an extensive analysis of meta-information of videos, to investigate user
behavior and video popularity distribution patterns. The data collection
was related to several years and involved video information both fixed
(such as category and length), and time-varying (such as the number of
views and ratings). A tool to measure QoS and QoE of YouTube was
designed in 2012 by Plissonneau et al. [10]. Metrics collected by a
hundred of volunteers were analyzed by the authors to infer the video
delivery policies of YouTube and understand how these metrics were
impacted by Internet Service Providers (ISPs). Finally, a comparison of
YouTube policies in the US and Europe was presented. One of the
earliest analysis of HTTP video streaming with a comparison between
YouTube and Dailymotion was presented in 2012 [11]. The authors
performed passive measurements from a residential ISP network
(i.e. Orange) to infer video characteristics (such as duration and en-
coding rate) and TCP-level performance (such as RTT and packet loss
rate). A recent work [12] studied Netflix and Hulu, two leading pro-
viders of subscription-based video streaming services in the US. Both
providers use the same three CDNs (i.e. Akamai, Limelight, and Level3)
for video content delivery. The authors performed passive and active
measurements using both residential users and PlanetLab nodes as
vantage points. The aim was to uncover the provider architectures and
their different CDN selection strategies. Results show that neither
Netflix nor Hulu used the network conditions to choose the CDN.
Consequently, the authors proposed an alternative CDN selection
strategy to improve QoE to end-users. Unlike our work, all the vantage
points were located in the US and both services needed a subscription
fee to be accessed. Furthermore, rather than studying the QoE

perceived by end-users and how to improve it, we aim to understand
the reasons behind the performance differences experienced by end-
users when accessing videos of different providers from different geo-
graphical locations around the world.

To the best of our knowledge, only our previous work [13] eval-
uated the performance of Vimeo. At the time of that measurement
campaign (from 2014 to early 2015), Vimeo used only Akamai CDN as
the content delivery platform. In the first quarter of 2016, during our
second measurement campaign, describe in this paper, Vimeo has
switched to Fastly CDN. For this reason, we also relate our work with
ones regarding the evaluation of these two CDNs. For a comprehensive
description on CDN in general and more specifically on the Akamai
infrastructure the reader is referred to [14] and [15]. The former work
gave the first insights into the overall infrastructure of Akamai. The
authors presented an overview of the Akamai network, describing the
mechanisms used for redirect user requests and the approaches to op-
timize the content delivery to end-users. Moreover, this paper provided
an “agenda” of technical issues encountered in the development of the
Akamai CDN. Several aspects of Akamai infrastructure with an over-
view of all components composing its platform and their capabilities
were reported by the latter. Moreover, a comprehensive description of
how Akamai redirects client requests to the “nearest” available server
(load balancing system) and how its servers deliver content including
video streaming (delivery policy) was provided. An extensive mea-
surement of the Akamai network was performed in 2009 [16]. The aim
of this work was to infer information about network condition, mea-
suring network paths and refresh frequency of Akamai DNS server. The
probing phase relied on 140 PlanetLab vantage points. Measurements
were performed sending DNS requests to Akamai customers and then
gathering the IP address of the Akamai edge servers. The analysis
showed that redirection depends on the latency between clients and
edge servers. Using DipZoom, a peer-to-peer Internet measurement
platform, authors of [17] exposed the distribution of Akamai edge
servers and performed active measurements to estimate the perfor-
mance of Akamai infrastructure. Furthermore, a performance compar-
ison between the Akamai CDN configuration and a possible con-
solidated configuration was presented, where a high amount of servers
were clustered.

More focused on the geographic location of the infrastructures,
Padmanabhan and Subramanian [18] built a service that pairs the IP
address of an Internet host with its geographical location. The authors
proposed three techniques to infer the target host position. GeoTrack,
based on information provided by DNS server about the target and its
“neighbors”. GeoPing, exploiting the correlation between RTT and
geographic distance between target and vantage points with a well-
known location. Finally, GeoCluster, grouping IP addresses into clusters
assuming that all hosts in a cluster are geographically near, and com-
bining partial host-to-location mapping information and BGP prefix to
infer the host location. A recent work gathered all servers of Google
infrastructure in serving sites then localize them using a technique
called Client-Centric Geolocation (CCG). The CCG is based on the hy-
pothesis that clients that are directed to the server are likely to be to-
pologically, and probably geographically, close to the server [19].

Summarizing, studies more relevant to our work investigated either
the CDN infrastructure and performance measures or the geographic
location of such infrastructure. Our work moves a step forward with
respect to existing literature. To the best of our knowledge, our work is
the first study that presents a comparative analysis of the performance
of YouTube, Vimeo, and Dailymotion. We also present the results of a
second measurement campaign made one year after the first one, to
evaluate how the delivery infrastructure of each provider evolved over
time.

Unlike works related to residential ISPs networks, which involve a
large number of volunteers or needs measurements from the network of
the ISPs, we perform active measurements using a globally distributed
research infrastructure (i.e.PlanetLab). Performance indicators
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collected may be different from the ones of residential users. However,
our primary aim of comparing the different services (to understand if
and how they violate or may violate network neutrality principles) is
not affected by this choice.

3. Infrastructures of providers

This section describes the infrastructure of the video hosting ser-
vices we analyzed in this work. Although there are several studies fo-
cused on YouTube (Google) infrastructure (e.g. [19]), that try to
identify the number, structure, and location of caches and servers, less
information is available for the other providers. In general, information
about these infrastructures is not publicly disclosed. We crossed several
sources of information for obtaining the views that follow. Then we
verify and confirm the accuracy of such views with the experiments in
Section 6.

3.1. Dailymotion

Dailymotion was launched in France in 2005. Originally its infra-
structure consisted of one homemade Linux cluster with limited con-
nectivity able to serve only a few thousand users, [20,21]. Afterward, it
moved to a more scalable architecture based on a network file system.
Through this configuration, input/output bandwidth, caching, and la-
tency was shared throughout the whole system and performance scales
linearly with the numbers of nodes. There is no evidence of official
agreements between Dailymotion and third-party CDN until June 2014,
when it advertised that Orange Business Services and Akamai Tech-
nologies were chosen as technical partners to optimize the delivery of
video content for users in Europe, North America, and Asia [22].
Thanks to this agreement, Dailymotion was able to exploit the Akamai
“Media Delivery Solutions” that consists of an extensive network of
servers to accelerate the distribution of video content over the Internet.
The provider used this platform for the delivery of its “premium
channels” dedicated to the live streaming of sports and gaming
events [23]. Hence, Dailymotion differentiated its users, delivering
contents through two different platforms. Contents for “non-paying”
users were provided using data centers in France while videos of the
live premium channels were delivered through a distributed platform.
Our measurements of Dailymotion concerns the first distribution
channel, consequently in the following we consider from our viewpoint
its infrastructure as centralized.

Since February 2016, Dailymotion is using the Limelight (CDN)
Orchestrate Delivery service to deliver broadcast quality videos in Asia
Pacific (APAC) region to all devices connected to the Internet [24].

3.2. Vimeo

Vimeo was founded by a group of filmmakers in 2004. Since 2015, it
used the Akamai CDN to distribute its contents [25]. Akamai has a very
broadly deployed network of edge servers, consisting of tens of thou-
sands of nodes globally deployed in over 120 countries, and within
thousands of networks around the world [15]. Nowadays, it delivers a
significant fraction (i.e. up to 20 percent [26]) of the Internet web
traffic. Akamai’s edge servers are located within thousands of ISPs
networks. Through the partnerships with these providers, a huge au-
dience of Internet users around the world was within a single “network
hop” to an Akamai CDN server. Akamai provides a CDN service dedi-
cated to the streaming media content deployment, named Adaptive
Media Delivery [23]. This service allows the transmission of video
streams with Adaptive Bit Rate and backs up in Akamai NetStorage, for
later viewing [27]. Akamai has also developed a custom version of
TCP/IP to optimize the transmission speed. This protocol called Fast
TCP uses the delay as a measure to control network congestion and
improve the throughput. The CDN exploited it for the acceleration of
both video distribution, and download [28]. During our second

measurement campaign, Vimeo turned from Akamai to Fastly
CDN [25]. Unlike Akamai, it consists of fewer powerful PoPs (about 30
location in only 11 countries) with large amounts of memory (i.e. a
cache server configuration with 768 GB of RAM and 18 TB of SDDs) to
provide a higher cache hit ratio.

3.3. YouTube

YouTube, born in 2005, is the most popular service on which users
can share and watch video content. After Google had acquired it in
2006, the content distribution of YouTube became entirely provided
within the Google network infrastructure. In this infrastructure, the
following elements can be distinguished.

• Core Data Centers: A set of high-efficiency backend servers deployed
in data centers in Americas, Europe, and Asia. They are used for
both computation and storage operation, and a private WAN con-
nects them together. This network is based on Software Defined
Networking (SDN) principles and OpenFlow to manage
switches [29].

• Edge Points of Presence (PoPs): Cache servers distributed world-
wide [30]. PoPs represent the terminal nodes of Google network and
are connected via peering with ISPs to deliver services to users. In
particular, YouTube has a three-tier caching infrastructure (Primary,
Secondary, and Tertiary Cache Cluster) that comprises four different
logical namespaces (lscache, tccache, altcache, and cache). The lo-
gical naming structure of these cache clusters is reported in litera-
ture [31].

• Primary cache: Each primary cache cluster has 192 logical caches
corresponding to the lcache namespace.
a_c.v[1–24].lscache[1–8].c.youtube.com where “a_c” matches the
IATA airport code [32].

• Secondary cache: Each has 192 logical caches corresponding to the
tccache namespace.
tc.v[1–24].cache[1–8].c.youtube.com

• Tertiary cache: Each has 64 logical caches corresponding to the
cache or altcache namespaces.

• Backbone: a global fiber network to interconnect data centers and
deliver traffic to Edge PoPs.

• Edge nodes: also called Google Global Cache (GGC), include Google
servers deployed inside the network of ISPs. Therefore, Edge nodes
represent the tier of infrastructure closest to users. Static, popular
content, such as YouTube video, is stored on edge nodes. Thus, the
user requests are redirected by Google DNS to the edge node that
will provide the best QoE [19].

Expected performance

Summarizing, analyzing the aforementioned knowledge about these
providers we have inferred for each one its delivery infrastructure.
Considering these assumptions, we can hypothesize that providers using
their own (i.e. YouTube) or third-party (i.e. Vimeo) CDNs will have higher
performance than those which have centralized infrastructures, such as
Dailymotion. Specifically, we foresee that the performance gap, both in
terms of RTT and throughput, will result much wider in the countries
geographically farthest from France (the country where the Dailymotion
infrastructure is deployed). Subsequently, we will study more in depth the
network paths from clients to servers that physically contain video files. In
fact, any Server Caches or Peering agreements may have the effect of
placing servers in the same Autonomous Systems of the client. In these
cases, we expect very high throughput (in the order of tens of Mbps, as in a
local network) and very low RTT values (in the order of few milliseconds,
as in a local network), differently from providers that do not have these
kinds of agreements, for which the performance parameter values will be
strongly dependent on the geographical location of the client (i.e. the
distance from the servers).
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4. Methodology and tools

In this section, firstly we describe the meta information of the videos
gathered in the data collection phase. Then we briefly introduce the
infrastructure used to perform the measurements campaign. Finally, we
outline the procedure for downloading the videos, measuring the per-
formance, and discovering the path from clients to providers.

4.1. Scope

The aim of our work is to evaluate the performance of video hosting
services to understand whether performance differences are noticed
and could impact network neutrality. To do that, we evaluate the
performance of video hosting service providers for different kinds of
content and different geographical locations.

The aim of our measurements is to discover:

• Differences in performance of infrastructures depending on the
countries from which the measurement is made;

• If there are cache-servers deployed inside ISP or Internet Exchange
Point (IXP) infrastructures;

• If discriminating routing policies exist, and how and when they are
implemented.

4.2. Collection phases

The data collection phase is divided into two distinct measurement
campaigns. The first campaign covers several months between the end
of 2014 and the beginning of 2015. The second campaign lasted from
March to June 2016.

The results reported in the following sections refer to a single day of
experimental measurements. The choice was guided by the fact that
neither of the two measurement campaigns had pattern behavior de-
pendent on the particular day in which the measurements were made.
Therefore, the results reported are representative of what we observed
in all the other days. In the collection phases, four videos are down-
loaded from each provider. Each video falls into one of four video ca-
tegories. We define these categories depending on video popularity
(i.e. the number of views): less than 500 views, between 10K and 120K
views, between 120K and 1M views, and over a million views.
Furthermore, the providers had made available the same video at dif-
ferent resolutions. We used videos with a resolution of 720 p for all the
categories. Each measurement run is performed over a 24 h period. In
each run, the batch task of video download is started every two hours.

4.3. PlanetLab

A set of geographically distributed vantage points (VP) has been
used in order to measure the performance of providers from all around
the world. We performed our experiment campaigns using PlanetLab
nodes as VP. VP of the first campaign are deployed in 32 countries, for a
total of 200 PlanetLab nodes, The second campaign relies on a fewer
number of VP in 21 countries. For both campaigns, the measurements
involved the countries of 5 continents: North America, South America,
Europe, Asia, and Australia. PlanetLab uses high-speed networks inside
Research Centers and Universities. Therefore, our analysis cannot de-
scribe the behavior of the video providers as seen by residential users.
However, our aim is to compare the performance of such providers,
therefore, the use of PlanetLab nodes as VPs does not affect our eva-
luation.

4.4. Measurements

For each PlanetLab node, we perform a set of simple operations in
batch to acquire the data, as described in the following.

• Running in background youtube-dl to download the video.
In our data-collection workflow, Youtube-dl software is used to
measure the throughput. It provides a periodic throughput estima-
tion (with a period of 1 s) throughout the video download phase.
Each of these estimations is then considered as a throughput sample.
The standard deviation can therefore be computed also for each
video download.

• Using lsof to detect the IPv4 address of the server to which the client
has been redirected through DNS or other means. It guarantees to
identify the server that physically contains the video.

• Given the IPv4 address of the server that physically contains the
video, running ping to evaluate RTT and TTL.

• Finally, using traceroute tool to discover the path from the client to
server and mapping the name of routers in the path and the
Autonomous System where the IP address of the server is mapped.

To give a good approximation of the network status experienced by
the user watching videos, RTT, and TTL measurements, as well as the
path evaluation with traceroute, have also been assessed during the
video download.

4.5. Architectures and techniques for video streaming optimization

Video hosting providers can adopt various approaches to cope the
fragmentation of terminals and network connection issues. On the one
hand, in the last decades, researchers have introduced several
Information-Centric Network (ICN) [33] paradigms to define a more
efficient architecture for the Internet. Among them, Named Data Net-
working (NDN) [34] is one of the promising candidates to deal with the
data-centric nature of many existing Internet services, such as video
streaming [35]. In the literature, there are several papers dealing with
the problem of streaming video exploiting the concepts of the NDN.
Authors of [36] investigated the performance of the principal DAS
techniques in NDN context. The paper has exposed how the streaming
performance could be influenced by the cache sizes and the caching
policies. An application of live video streaming (i.e. NDNVideo) was
implemented by Kulinski and Burke [37] exploiting the NDN archi-
tecture paradigms. To the best of our knowledge, none of the providers
under test uses the NDN solution for its infrastructure. On the other
hand, the state of the art for on-demand and real-time video streaming
services is exploring solutions based on Dynamic Adaptive Streaming
(DAS). With DAS we refer to a set of techniques to adapt the bitrate in
response to changing bandwidth conditions. Among the providers
under test, only Vimeo seems not to use a web player that supports a
DAS technique for video delivery. Therefore, even if youtube-dl supports
two spread DAS standard implementation, namely DASH (Dynamic
Adaptive Streaming over HTTP) [38] and HLS (HTTP Live
Streaming) [39], we have performed video download operations
without taking advantage of these techniques. Only in this way was it
possible to ensure a fair performance comparison of the providers.

5. Evaluation

In this section, we present the performance of the three video
hosting services obtained from two measurement campaigns
(Sections 5.1 and 5.2). Both campaigns aimed at evaluating throughput,
RTT, and distance in hops, related to users downloading videos of dif-
ferent popularity from several locations around the world. In the fol-
lowing, we first report the results of each campaign. Then, a compar-
ison between the campaigns is provided to assess the evolution of the
infrastructures over time. The following are the results of the two
campaign presented with various statistical metrics with the aim of
taking into account also the impact of the high standard deviations,
where present. Hence, the conclusions consider not only the averages
and standard deviations, but also the other calculated statistics, such as
quartiles, minimums and maximums, and medians.
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Figs. 1 and 6 show high standard deviation values of the throughput
for all the providers under measurement regardless the video category
considered. These high values are mainly due to two factors: the data
aggregation by country and the methodology for calculating the
throughput statistics (i.e. average and standard deviation). In the first
case, the throughput values are measured by nodes deployed in dif-
ferent countries with differences between the measures that can reach
up to 1 order of magnitude. These values do not depend on the infra-
structure of the providers but on the different networks where our
PlanetLab nodes are deployed. In fact, such variations are observed for
all the providers. In the second case, as anticipated in Section 4.4, we
used youtube-dl in order to measure the throughput statistics for each
provider. Table 1 shows an example of the throughput measurement for
a single video download.

During these measurements, the trend is not constant throughout
the download period, but the values decrease until they converge to a
constant value, after a transient phase in which very high throughput is
measured. This trend is probably related to buffering policies of pro-
viders, which slow down the bitrate of the download in case such rate is
much larger that the video data rate.

5.1. First measurement campaign

5.1.1. Throughput
Table 2 shows different statistical indicators of throughput

(i.e. minimum, first quartile, median, average, third quartile, and
maximum) calculated over all the clients for each provider and each
video category. This table allows to have a first, gross-grain comparison
of the providers. Vimeo and YouTube show similar metrics while Dai-
lymotion obtained an average throughput value that is one order of

magnitude smaller. The median values of the video different categories
for Dailymotion are about 400 KiB/s and most of the clients do not
reach more than 500 KiB/s. The average value of throughput is influ-
enced by specific cases that we will discuss more in depth in the fol-
lowing. Both Vimeo and YouTube show similar trends, although Vimeo
has larger values of throughput for each video category, as shown in
Table 2. Also in these cases, the average values are affected by spikes
which significantly deviate from the median. For example, regarding
Vimeo, we measured throughput values of about 39MiB/s and RTT
values of about of 0.13 ms, as shown in the following paragraph. This
high performance is related to PlanetLab nodes which are only one
“hop” away from Vimeo servers. A brief discussion about these values
will be presented in Section 6.

5.1.2. Round Trip Time
The performance values related to the delay (i.e. RTT) are shown in

Table 3. Regarding Dailymotion, the interquartile range (IQR) of RTT
varies between 45 and 150 ms, with median values of about 102 ms.
These values are significantly larger than ones recorded by the other
providers and could be related to the centralized nature of Dailymotion

Fig. 1. Average throughput over 24h - 2015.

Table 1
Throughput measurement example.

Time (sec) Download (%) Throughput

1 0.1% 1.57 MiB/s
2 0.5% 2.32 MiB/s
3 1.9% 4.60 MiB/s
4 7.4% 5.95 MiB/s
5 29.7% 1.19 MiB/s
6 40.9% 697.45 KiB/s
7 45.4% 614.91 KiB/s
8 50.0% 570.85 KiB/s
9 54.9% 529.90 KiB/s
10 59.4% 505.70 KiB/s
11 63.9% 484.10 KiB/s
12 68.6% 468.55 KiB/s
13 73.4% 453.73 KiB/s
14 77.7% 442.69 KiB/s
15 82.7% 432.25 KiB/s
16 87.4% 425.79 KiB/s
17 92.0% 418.95 KiB/s
18 96.7% 411.62 KiB/s
19 100% 407.91 KiB/s

Table 2
Throughput (KiB/s)–Statistical indicators 2015.

Provider-Class Min I Quart. Median Average III Quart. Max

dm-1M 26 355 416 525 505 15049
dm-120K 27 353 403 506 476 13797
dm-10K 26 344 379 467 420 16964
dm-500 19 355 403 492 472 9804
vi-1M 24 1788 5368 6935 9763 35013
vi-120K 19 1770 4986 6597 8946 34789
vi-10K 17 1976 6099 7781 10264 38999
vi-500 29 2132 6212 7889 10295 38833
yt-1M 12 1192 4387 5672 8215 23303
yt-120K 34 1125 4145 5901 8453 34686
yt-10K 32 1113 4008 5783 8583 34897
yt-500 7 1535 5013 6788 8997 31763

Table 3
RTT(ms)–Statistical indicators 2015.

Provider-Class Min I Quart. Median Average III Quart. Max

dm-1M 3.38 45.25 103.06 116.57 151.97 1013.37
dm-120K 3.57 44.93 101.62 114.70 147.66 1546.63
dm-10K 3.52 43.87 101.85 113.25 149.50 697.50
dm-500 3.42 45.40 101.68 114.57 148.61 473.36
vi-1M 0.14 2.43 6.72 16.83 16.79 421.08
vi-120K 0.14 2.57 7.25 17.27 18.44 405.12
vi-10K 0.14 1.95 5.68 14.09 15.23 473.73
vi-500 0.14 2.02 5.85 14.30 15.03 358.91
yt-1M 0.22 2.60 7.28 31.15 23.51 510.76
yt-120K 0.21 2.90 7.62 32.41 27.96 492.32
yt-10K 0.24 3.25 7.78 32.40 29.86 420.90
yt-500 0.21 2.45 6.93 28.68 19.33 488.53
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infrastructure (see Section 3.1). Regarding Vimeo, there is a smaller
IQR, from 2 ms to 17 ms, with minimum values that are smaller than
0.142 ms, independently of the video category. The smallest RTT value,
about 0.13 ms, has been recorded by a PlanetLab node (planetlab1.ar-
izona-gigapop.net) located in the United States. YouTube shows a be-
havior similar to the one of Vimeo. Its servers show RTT values com-
parable with those of Vimeo, although on a wider range (from 0.2 ms to
25 ms). The small RTT values reported for Vimeo and YouTube are
basically due to the wide distribution of their delivery infrastructures,
respectively Akamai CDN and Google (see Section 3). These infra-
structures allow to obtain better performance regarding both
throughput and RTT, even when averaged on the several countries from
which the client requests the content.

5.1.3. Jitter
The performance values related to the jitter are shown in Table 4.

Regarding Dailymotion, the interquartile range (IQR) of jitter varies
between 0.15 and 1.99 ms, with median values of about 0.5 ms. As for
RTT values, Dailymotion jitter values are significantly larger than ones
recorded by the other providers. The worst values of jitter have been
recorded by a PlanetLab node located in the Canada. Regarding Vimeo,
there is a smaller value of IQR, from nearly 0 ms to 2 ms, with minimum
values that are zero for all the video category. YouTube shows a be-
havior similar to Vimeo. Its servers show jitter values comparable with
those of Vimeo, on almost the same range (from 0 ms to 1.9 ms). The
small values reported for Vimeo and YouTube are due to the wide
distribution of their delivery infrastructures, as mentioned for RTT.

5.1.4. Temporal behavior
In the following sections, we will point out how performance evolve

over the day. The aim of this kind of analysis was to identify behavioral
patterns in traffic at different day hours.

Fig. 1 shows the throughput achieved by the three providers during
a whole day. Regarding Dailymotion, Fig. 1(a) shows that the average
value is almost constant over the day. On the other hands, values
highlight peculiar behavior at 8h and 12h, which refer to servers de-
ployed in South Korea and Singapore. These values, as opposed to the
assumptions in Section 3, suggest the presence of cache servers near
these countries. A further investigation to understand the behavior of
these PlanetLab nodes is presented in Section 5.1.5. Fig. 1(b) and (c)
show the temporal evolution of the throughput for Vimeo and YouTube
respectively. The mean values of this parameter for both providers are
constantly above 5000 KB/s, an order of magnitude larger than Daily-
motion. The high variability observed for each hour of the day is mainly
due to the aggregation of very different values obtained from all over
the world and to the buffering policies of the providers, as explained at
the beginning of Section 5.

5.1.5. Performance evaluation by country
In this section, the evolution of the throughput and RTT as a

function of the country is presented. Data acquisition is performed over
different one-day (24 hours) periods, with tests carried out at two-hour
intervals, from each of the countries reported below. Fig. 3(a) shows for
Dailymotion the average throughput of each video category in each
country. This figure supports our hypothesis about the centralized lo-
cation of all Dailymotion servers: the performance is better in France
than in all the other countries, and all European countries have better
performance than non-European ones. Servers located in Singapore and
South Korea achieve a maximum throughput of about 12 MiB/s that is
ten times higher than that of the other countries. Values related to all
countries but Singapore and Korea are shown in Fig. 2, where we have
excluded the values of Singapore and South Korea to make the graph
more readable. Fig. 3(b) depicts the average throughput measured for
Vimeo in each country. Due to the wide spreading of Akamai, a plau-
sible explanation for why we observe the high variability of throughput
is the different network quality in each country.

Regarding the analysis of various video categories, there is an
overlap of the values of the average throughput in almost all the
countries, with higher values for the videos having less than 500 views,
denoting the presence of different treatments according to the video
category. Finally, Fig. 3(c) shows mean and standard deviation values
of the throughput of YouTube servers. Google distribution network is
based on peering, anticipated in above mentioned Section 3. In this case,
network infrastructure of the given country strongly influences the
performance. The management through peering has led the CDN to
define supply agreements with third-party companies, in order to ob-
tain the widest possible capillarity. The comparison of mean values of
different countries denotes variability related to the country. As with
other providers, video with fewer views have performance slightly
better than others categories.

5.1.6. RTT by country
The average and standard deviation values of RTT, regarding

Dailymotion, are shown in Fig. 4(a). The overlap of the average values
of RTT means that no treatments to the different categories of videos
are applied. The European countries have smaller RTT values than
other countries. In particular, the average value is in most cases smaller
than 50 ms, while extra-European countries have values always larger
than 100 ms. Specifically, RTT values in South Korea and Singapore are
respectively 300 ms and 350 ms. Using traceroute, we made an analysis
of the paths followed by packets traveling from the clients in South
Korea towards the servers. Firstly, packets pass through hops inside the
network of the Kookmin University (where the PlanetLab nodes are
deployed), then they travel towards Level 3 US and Level 3 Paris, and
finally, they arrive at the Dailymotion server. The same analysis was
repeated for the clients in Singapore and results confirm the hypothesis

Table 4
Jitter(ms)–Statistical indicators 2015.

Provider-Class Min I Quart. Median Average III Quart. Max

dm-1M 0.09 0.18 0.51 2.73 1.56 850.00
dm-120K 0.01 0.22 0.69 3.21 1.99 1863.66
dm-10K 0.01 0.15 0.42 2.14 1.36 213.85
dm-500 0.01 0.16 0.51 2.52 1.61 399.19
vi-1M 0.00 0.08 0.20 1.60 0.67 138.44
vi-120K 0.00 0.08 0.20 1.71 0.63 249.12
vi-10K 0.00 0.08 0.18 1.42 0.62 220.89
vi-500 0.00 0.09 0.21 2.01 0.72 222.57
yt-1M 0.00 0.05 0.17 1.93 0.78 241.94
yt-120K 0.03 0.05 0.17 1.78 0.77 293.25
yt-10K 0.03 0.06 0.17 1.85 0.84 348.39
yt-500 0.00 0.06 0.18 1.85 0.88 184.31

Fig. 2. Average throughput in each country excluded Singapore and Korea.
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of a centralized infrastructure for Dailymotion, as anticipated in
Section 3. Concerning the RTT values of Vimeo, shown in Fig. 4(b), the
majority of countries record values smaller than 20 ms. The average is
similar for each video category. Therefore, we can imagine that every
client is routed to the same servers that contain all videos. It indicates
how effectively distributed is the Akamai infrastructure. Observing the
average values of the RTTs shown in Fig. 4(c), we can assert that
YouTube, thanks to the CDN created by Google, is very globally dis-
tributed, bringing the contents as close as possible to the clients.
However, a high RTT value for Asian countries can be spotted. The
results from China can probably be related to the censorship operations
implemented by the Government.

5.1.7. Jitter by country
Fig. 5 shows the average and standard deviation of the Jitter ag-

gregated by country. More specifically, Fig. 4(a) shows the values re-
garding the measurements for Dailymotion. The average values are
small regardless of the video category and the country involved in the
measurement. The countries with highest Jitter values are Canada,
Italy, and Korea. The average Jitter in these countries is higher than
10 ms, with Canada that shows an average jitter value larger than 30 ms
for 120K views video category. Fig. 5(b) shows the Jitter values re-
garding Vimeo. In this provider, the majority of countries record Jitter
near to 0 ms. The average is similar for each video category, but even in
this provider Canada, Italy, and Korea depict Jitter average higher than
10ms. Fig. 5(c) shows how YouTube have a behavior quite similar to
the previous providers in the same countries.

5.2. Second measurement campaign

We performed another measurement campaign to analyze the evo-
lution over time of these infrastructures and their related performance.

5.2.1. Throughput
As in Section 5.1.1, Table 5 describes the statistical indicators of the

throughput achieved by the PlanetLab nodes for each provider and
video category. In the second campaign, Dailymotion has median va-
lues that do not reach more than 532 KiB/s. This provider shows similar
values of throughput for every video category, except that of 10K views,
which is the category achieving the worst results. Vimeo shows nearly
the same statistical indicators for each video category. YouTube has
similar behavior with the best performance recorded by 1M-views video
category. This provider has obtained the best performance compared to
its competitors. More in depth, YouTube achieves a maximum
throughput value of about 65 MiB/s and a minimum RTT of 0.235 ms.
This value was recorded by a PlanetLab node in the US where the
YouTube cache server is the same Autonomous System.

5.2.2. Round Trip Time
Table 6 shows the statistical values related to the RTT. Regarding

Dailymotion, RTT varies from 2.7 ms to 343 ms, with median values of
about 48 ms. These values are always larger than the ones from the
competitors. Nodes deployed in France achieve minimum values for all
video categories, which confirms the centralized nature of Dailymotion
infrastructure, Section 3.1. Regarding Vimeo, there is a variation from
1 ms to 289 ms, with comparable minimum values independent of the
video category. All the values have been recorded by PlanetLab nodes
located at the University of Denver at only one hop distance from the
nodes of Fastly CDN used by the PlanetLab node. Finally, YouTube
presents better performance than the other providers. Its servers show
RTT values from 0.235 ms to 1214 ms. The minimum RTT values are
reached by nodes that are in the same AS of YouTube cache servers that
physically contain the videos.

5.2.3. Jitter
Table 7 shows the statistical values related to the Jitter. Jitter values

measured for Dailymotion vary from 0.01 ms to 38 ms, with median
values of about 50 ms. These values are better than the ones from the
competitors. Regarding Vimeo, there is a variation from 0.02 ms to
119 ms. Finally, as for RTT values, YouTube presents very similar to

Fig. 3. Average throughput in each country 2015.

Fig. 4. Average RTT in each country 2015.
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Vimeo with jitter values from 0.01 ms to 83 ms. These results confirm
the trend observed for the other performance parameters.

5.2.4. Temporal behavior
In the following sections, the evolution of performance over time is

presented. Fig. 6 shows the performance achieved by the three provi-
ders in a whole day of experimentation. Regarding Dailymotion,
Fig. 6(a), we can notice small standard deviations and almost the same
mean value of throughput independently of the hour of the day for all
the video categories. The temporal evolution of Vimeo and YouTube, in
Fig. 6(b) and (c), show better performance but high variability com-
pared to Dailymotion. These providers do not show an average almost
constant as the former one but they achieve the worst performance
between 4 pm and 10 pm for all video categories. More precisely,
Vimeo presents average values between 2 and 3 MiB/s, and Youtube
values between 5 and 7.5 MiB/s. The high variability observed for each
hour of the day is mainly due to the aggregation of very different values
obtained from all over the world and to the buffering policies of the
providers, as explained at the beginning of Section 5.

5.2.5. Performance evaluation by country
This section presents the evolution of throughput as a function of

the country where nodes are deployed. Dailymotion has recorded al-
most the same throughput for each video category, but three countries
(i.e. Australia, Brazil, Hong Kong, and New Zealand) show lower per-
formance (see Fig. 7(a)) than others. Fig. 7(b) depicts the throughput
achieved by Vimeo in each country. In this case, better performance is
recorded where clients are deployed “near” Fastly PoPs. In fact, in
countries with the highest performance, such as Germany, United
States, and Sweden, Fastly has its servers deployed. Fig. 7(c) shows
throughput per country for YouTube. It depicts a high variability (high
values of standard deviation) in almost all the countries involved in the
measurements. Fig. 7(c) also shows that like previous providers, You-
Tube has almost the same performance regardless video categories in
all countries. However, in Poland and Brazil, the videos with a larger
number of views have better performance.

Finally, for all providers under test, particular traffic management

policy depending on the video category did not emerge from the results.

5.2.6. RTT by country
Average and standard deviation values of RTT, regarding

Dailymotion, are shown in Fig. 8(a). In all countries, these values are

Fig. 5. Average Jitter in each country 2015.

Fig. 6. Average throughput over 24h - 2016.

Table 5
Throughput (KiB/s)–Statistical indicators 2016.

Provider-Class Min I Quart. Median Average III Quart. Max

dm-1M 28 482 485 459 487 517
dm-120K 25 438 440 422 440 532
dm-10K 31 375 375 366 375 390
dm-500 27 430 431 415 432 436
vi-1M 64 1108 2666 3204 4259 24114
vi-120K 64 1085 2657 3089 4229 21929
vi-10K 57 1123 2647 3126 4231 24171
vi-500 54 1136 2598 2963 4064 21514
yt-1M 72 3354 6385 8844 10788 66711
yt-120K 73 3413 5729 8599 10649 43812
yt-10K 74 3287 5815 8180 10496 47921
yt-500 66 3112 6094 8591 10685 49608

Table 6
RTT(ms)–Statistical indicators 2016.

Provider-Class Min I Quart. Median Average III Quart. Max

dm-1M 2.84 26.28 48.00 64.57 87.21 329.91
dm-120K 2.70 26.19 48.71 64.56 87.06 342.82
dm-10K 2.86 26.27 48.36 65.50 86.33 315.04
dm-500 2.70 26.09 48.05 63.65 78.69 331.79
vi-1M 1.11 8.11 12.58 35.55 30.98 277.62
vi-120K 1.08 8.16 12.46 35.45 31.00 289.06
vi-10K 1.09 7.97 12.49 35.59 31.11 277.54
vi-500 1.07 8.13 12.40 35.38 30.99 289.06
yt-1M 0.25 1.60 6.01 9.71 11.61 77.80
yt-120K 0.24 1.66 6.35 9.52 10.89 70.71
yt-10K 0.24 1.74 6.37 10.57 10.87 1213.97
yt-500 0.26 1.55 5.92 12.61 11.60 148.35
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almost overlapped, suggesting that no traffic treatments are applied
depending on video category. Nodes located in European countries
show better performance than ones in other continents. The average
values of RTT for the latter are always larger than 50 ms, up to 200 ms.
Specifically, the worst RTT is recorded in Australia, Brazil, and New
Zeland (more than 150 ms) while the client deployed in France record
the best value (about 0.2 ms). Results confirm the hypothesis of a
centralized infrastructure for Dailymotion, as anticipated in Section 3.
Some exceptions are PlanetLab nodes located in the United States and
Asia. These clients connect to servers with nameservers that suggest the
presence of a CDN localized respectively in New York and Singapore
(i.e. *.nyc.dailymotion.com and *.sg.dailymotion.com). In the following
section, a further analysis using traceroute is provided to confirm the
geographic location of these servers. Concerning the RTT values of
Vimeo, shown in Fig. 8(b), in each country the value of RTT recorded
are almost the same regardless of video category. Therefore, it can be
assumed that every client in a county is routed to the same PoP that
contains the videos. As for throughput measurements, the worst RTT
values are recorded by nodes in Australia, Brazil, Hong Kong, and New
Zealand. The low value of RTT in Germany, the United States, and
Sweden confirm the presence of Fastly PoPs in these countries, as
suggested the previous section. Except for Brazil (Video 500), Spain
(Video 10K), and Mexico, Fig. 8(c) shows that clients register RTT
smaller than 25 ms in all countries when connecting to YouTube,
confirming that using Google as CDN, it exploits a more globally dis-
tributed infrastructure than its competitors.

5.2.7. Jitter by country
Fig. 9 shows for each provider the jitter values aggregated for

country. Jitter values do not differ between providers and high values
generally repeat in the same countries for all providers. Therefore, we
can suppose that the high jitter values are not due to the behaviors of
the different video hosting providers but simply to the state of the
network of the country where the PlanetLab node is deployed.

5.3. Campaigns comparison

In this section, it is provided a comparison between the two cam-
paigns of measurement. Fig. 10 summarizes the actual throughput by
video category, showing the results of first measurement campaign in
Fig. 10(a) and the ones of the second campaign in Fig. 10(b)). We report
four box plots for each provider: From videos with more than one
million of views to ones with less than 500 views. The boxplot re-
presents the minimum, 1st quartile, mean, median, 3rd quartile and the
maximum of the throughput. All providers show median values smaller
than mean ones. The comparison indicates that Dailymotion has in both
campaigns comparable minimum, median, and mean values. Compared
to the first campaign, the campaign of 2016 depicts smaller maximum
values bounded around 500KiB/s; Vimeo records similar behaviors over
the years but overall worst performance. The opposite is true for You-
Tube, which performance slightly improves for each video category.

Regarding the RTT, the same kind of comparison is shown in
Fig. 11. All providers has statistical indicators comparable among the
video categories as for the previous comparison (Fig. 11(a) and (b)). On
the one hand, the second campaign shows better RTT value over the
years for Dailymotion and YouTube regardless the video category. That
can be due to improvements in the delivery infrastructure and new
peering agreements with ISP (and research institutions for PlanetLab).
On the other hand, even if Vimeo presents improvements of the
minimum values, its overall performance is worse for all video cate-
gory. This may be caused by the fact that this provided moved from
Akamai to Fastly CDN. In fact, though Fastly has PoPs more powerful
than Akamai, it has less peering with ISPs and research entity than the
Akamai (see Section 3).

More in depth, Tables 8–10 report respectively the percentage dif-
ferences of throughput, RTT, and jitter statistical indicators, compared
to that of the first campaign. To estimate the performance evolution
from the first to the second campaign, we have calculated the percen-
tage differences of all three performance parameters. These results are
reported in –10 respectively. In Table 8, the first four rows reveal that
Dailymotion has maximum values of throughput decreased 98%, but its
median values slightly deviate from the ones recorded in the second
campaign. The second block of rows shows that Vimeo has higher
minimum values, with an increase up to 245% compared to the first
campaign. Its median, average, and maximum values are worse in the
first campaign than in the second one. The rows related to YouTube
presents improvements in the second campaign of all estimators of
throughput. Table 9 shows an improvement of RTT for Dailymotion and
YouTube. Both providers have a smaller median and average values
that mean ones, which is probably due to an enhancement of their
delivery infrastructures. Lower values of RTT can be due to an im-
provement of the network or by the addition of new PoPs closer to
clients. On the other hand, Vimeo presents smaller maximum values
compared to the first campaign, and performance probably deteriorated
because of the switch from Akamai to Fastly CDN. Finally, Table 10

Table 7
Jitter(ms)–Statistical Indicators 2016.

Provider-Class Min I Quart. Median Average III Quart. Max

dm-1M 0.01 0.19 0.49 1.50 1.36 22.58
dm-120K 0.01 0.22 0.51 1.63 1.44 32.04
dm-10K 0.01 0.22 0.52 1.58 1.50 19.98
dm-500 0.01 0.21 0.50 1.56 1.25 38.25
vi-1M 0.02 0.13 0.36 1.48 1.16 75.90
vi-120K 0.02 0.14 0.34 1.41 1.13 108.90
vi-10K 0.02 0.12 0.32 1.31 1.12 76.10
vi-500 0.02 0.12 0.32 1.45 1.13 119.10
yt-1M 0.02 0.08 0.14 0.69 0.62 19.53
yt-120K 0.02 0.08 0.13 0.80 0.64 30.69
yt-10K 0.01 0.08 0.14 0.74 0.60 82.69
yt-500 0.01 0.07 0.14 0.87 0.65 14.85

Fig. 7. Average throughput in each country 2016.
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shows an improvement of jitter for Dailymotion and YouTube. These
value corroborating the hypothesis that the two providers have en-
hanced their infrastructure. On the other hand, Vimeo shows a per-
formance deterioration regarding the jitter, because of the change of
the CDN infrastructure provider.

6. Discussion

In this section we report the results obtained applying the techni-
ques described in Section 2 to geographically locate the servers of video
hosting services. For each provider, the list of IPv4 addresses was ob-
tained through the methodology described in Section 4. We also used
traceroute and ping from different vantage points with known location.
Notice that traceroute does not always correctly provide all the hops for
the entire path. The whole operation is affected by issues well known in
literature, for example: load balancing [40], anonymous routers [41],

hidden routers [42], misleading intermediate delay [43], and third-
party addresses [44].

However, we checked that these issues were not affecting the con-
siderations we made out of the obtained results, which are reported
below.

6.1. Geolocation IPv4 servers

We have compared the results obtained using two different tech-
niques: Geoping, based on the values of RTT measured in every country
during each video download, and Geotrack, which uses traceroute, and
provides the names and addresses of the routers through which the data
flow travels from client to the server.

The results for three significant use cases are reported in the fol-
lowing.

Fig. 8. Average RTT in each country 2016.

Fig. 9. Average Jitter in each country 2016.
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Fig. 10. Throughput–comparison among Dailymotion, Vimeo, and YouTube.
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• Switzerland: Fig. 12 shows the paths from a user in Switzerland (i.e.
a PlanetLab node in Swiss Federal Institute of Technology Lausanne)
to the servers containing the videos of the three providers (Daily-
motion, Vimeo, and YouTube). The Autonomous System Numbers
was obtained by traceroute with the option to perform AS path
lookups. The user IP address was in AS599 (SWITCH Information
Technology Services). The red line shows the path to the Google
server, the blue line shows the path to the Dailymotion server, and
the sky-blue line shows the path to the Vimeo server. Both Google
and Vimeo put its cache inside the same AS of the user. The server
containing the videos was hosted in the AS41690 owned by Daily-
motion itself.

• South Korea: Fig. 13 shows the path from the user in South Korea.
The user IP address was in AS18176 (Kookmin University). Even in
this case, the server that physically contains the video of Dailymo-
tion was hosted on its own AS in France, in agreement with the
initial assumption that Dailymotion does not use a globally dis-
tributed CDN.

• France: This last use case refers to France users. Fig. 14 shows that
Dailymotion appears more distant, in terms of network hops than its
competitors, even in the case when requests come from the same
country where its entire infrastructure was deployed (i.e. France).

For each provider, it is possible to summarize the following results.
Dailymotion deploys its entire infrastructure in France (i.e. in Paris).
Although there are abnormal activities by some nodes as we described
in the previous section, the presence of other caches distributed else-
where in the world has not been detected. Vimeo uses Akamai (first
campaign) and Fastly (second campaign) infrastructures. Both provi-
ders have a worldwide distributed servers network. At every video re-
quest, the clients are redirected to the “closer” server to maximize the
performance. It is highlighted by the lower values of the RTT and by the
names of the servers containing the video. Customers requests are re-
directed to the same server, irrespective of the day time or the network
overload. Only in case the content is not present in the cache-server, the
clients are redirected to the back-end servers. YouTube (i.e. Google)
infrastructure presence is wide. Google Global Cache is located inside
the networks of Internet Service Providers and Internet Exchange Points to
serve regional users. The presence of these servers covers almost all the
countries in which PlanetLab nodes involved in experimental mea-
surements are deployed. Unlike Akamai, there is evidence of delivery
strategies that assess both the “distance” between client and server and
the “load” of the network.

6.2. IPv4 Identification and name-server of the providers

We used the reverse DNS to determine the name-servers associated to
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Fig. 11. RTT–Campaign comparison.

Table 8
Throughput–Statistical comparison 2015 vs 2016.

Provider-Class Min diff Median diff Average diff Max diff

dm-1M 7% 17% − 12% − 97%
dm-120K − 9% 9% − 17% − 96%
dm-10K 19% − 1% − 22% − 98%
dm-500 45% 7% − 16% − 96%
vi-1M 160% − 50% − 54% − 31%
vi-120K 245% − 47% − 53% − 37%
vi-10K 227% − 57% − 60% − 38%
vi-500 86% − 58% − 62% − 45%
yt-1M 511% 46% 56% 186%
yt-120K 116% 38% 46% 26%
yt-10K 128% 45% 41% 37%
yt-500 880% 22% 27% 56%

Table 9
RTT–Statistical comparison 2015 vs 2016.

Provider-Class Min diff Median diff Average diff Max diff

dm-1M − 16% − 53% − 45% − 67%
dm-120K − 24% − 52% − 44% − 78%
dm-10K − 19% − 53% − 42% − 55%
dm-500 − 21% − 53% − 44% − 30%
vi-1M 724% 87% 111% − 34%
vi-120K 664% 72% 105% − 29%
vi-10K 683% 120% 153% − 41%
vi-500 655% 112% 147% − 19%
yt-1M 10% − 17% − 69% − 85%
yt-120K 16% − 17% − 71% − 86%
yt-10K − 2% − 18% − 67% 188%
yt-500 24% − 15% − 56% − 70%

Table 10
Jitter–Statistical comparison 2015 vs 2016.

Provider-Class Min diff Median diff Average diff Max diff

dm-1M − 89% − 4% − 45% − 98%
dm-120K 0% − 26% − 49% − 98%
dm-10K 0% 24% − 26% − 91%
dm-500 0% − 2% − 38% − 90%
vi-1M NaN 80% − 8% − 45%
vi-120K NaN 70% − 18% − 56%
vi-10K NaN 78% − 8% − 66%
vi-500 NaN 52% − 28% − 46%
yt-1M NaN − 18% − 64% − 92%
yt-120K − 33% − 24% − 55% − 90%
yt-10K − 67% − 18% − 60% − 76%
yt-500 NaN − 22% − 53% − 92%
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the IPv4 of all the servers contacted. From the list of nameservers
consequently obtained, we can say that:

• For Dailymotion, there are only 8 servers from which clients, from
all over the world, download videos;

• For Vimeo, the servers from which the downloads are pre-
dominantly made are part of the network of Akamai or Fastly CDN;

• For YouTube, the servers are globally distributed, but not always
they belong to Google. Sometimes name-server identified them as
part of a telecommunication or a hosting company, such as Tiscali,
Asianet Web, or Oneandone.

Referring to the discussions on the Network Neutrality and the study
of addresses and nameservers, there is no evidence of preferential

Fig. 12. Example of routing related to users from
Switzerland.

Fig. 13. An example of routing related to measurements in South Korea.
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treatments related to the video categories by any provider. On the other
hand, we have evidence of the use of cache servers in ISPs, IXPs and
even in the same Autonomous Systems of the clients. For this reason,
the different performance observed is due to different infrastructures
used by providers.

7. Conclusion

The aim of our study was to compare the performance indicators of
video hosting services, to understand whether the performance differ-
ences could impact network neutrality and users privacy. It is worth
noting that we did not want to determine whether neutrality is good or
bad, but we rather wanted to evaluate the performance differences from
the user point of view. We proposed a methodology that, regardless of
the provider, allows to acquire and analyze performance data and to-
pology information about the infrastructure of the providers. To vali-
date the methodology, a comparison of the three video hosting services
(Dailymotion, Vimeo, and YouTube) was performed on the basis of
performance indicators (i.e. throughput, RTT, Jitter, and TTL), geo-
graphical location of the infrastructures, and routing policies used by
the video hosting services. The data collection phase was repeated after
one year in order to evaluate how the providers' infrastructure has
evolved over time. In agreement with the analysis of the information
available in the news, regarding the infrastructures of the providers we
performed, our experimental results confirm that Dailymotion has a
centralized infrastructure. Moreover, its performance decays with the
clients’ distance from infrastructure location. Vimeo and YouTube use
CDNs to deliver their contents, where the first showed the best per-
formance indicators compared to its competitors. For both infra-
structures, there is evidence of cache servers in the same Autonomous
Systems of the PlanetLab nodes used as clients. We clearly showed how
providers using distributed infrastructure could reach better perfor-
mance, up to one order of magnitude larger throughput and smaller
RTT values. Regarding network neutrality, no evidence of special
treatment based on video category has been collected. The highlighted
performance differences may still be regarded as a lack of neutrality

because all providers should be able to benefit from the same conditions
of distribution and spread of their contents. However, such differences
are not due to different treatments of traffic, but rather to different
delivery infrastructures. Deciding on whether this is or not a neutrality
violation is out of the scope of this paper. We rather aimed at providing
a clear picture of the current situation and performance of video hosting
services over the Internet. We are currently working on the continua-
tion of this work considering other important parameters that can be an
indication of mechanisms put in place by providers to gain better per-
formance as well as other kinds of access network besides the academic
Internet.
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