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The bursty nature of losses over the Internet is constantly asking for effective solutions. In this work, we use

a comprehensive approach to study packet interleaving for coping with loss burstiness. Our aim is to assess

if and how packet interleaving can be employed in real networks at the IP layer and what benefits real UDP-

based applications may expect. Through an analytical study we determine the interleaving configuration to be

used as a function of the loss characteristics. Then, in simulation we confirm these findings and highlight also

potential counter effects. Afterwards, we design and develop a real application for packet interleaving. We

move a step ahead towards real networks using a testbed that comprises an emulated WAN. Thanks to it, we

study and solve a number of issues arising in real environments such as network dynamics and interleaving

performance. Finally, we deploy the packet interleaver in the wild and we study the improvements achievable

in general and by a real application. Our work shows that providing benefits to real applications is not an

easy task. However, our packet interleaver can effectively decorrelate losses at the IP layer in real networks

and highly increase real application performance, for example, video distortion can be reduced 65%.

© 2015 Elsevier Inc. All rights reserved.
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. Introduction and motivation

Packet loss, especially when happening in bursts, degrades the

erformance of Internet applications, affecting the quality perceived

y the users (the so called Quality of Experience). Several studies in

iterature report the characteristics of the loss process in different en-

ironments (backbone (Yajnik et al., 1996), stub (Chung et al., 2004),

nd residential networks (Ellis et al., 2012; 2014; Mehmood et al.,

013)), with different kinds of traffic (unicast (Yajnik et al., 1999)

nd multicast (Bolot et al., 1995)), different protocols (UDP (Yajnik

t al., 1999) and TCP (Paxson, 1999)), and at different time scales

sub-round trip time (Wei et al., 2007) or larger (Paxson, 1999)).

hey found, and we also experimentally confirm these findings (see

ections 6.2.1 and 6.3.1), that losses on the Internet are not isolated

ut rather happen in bursts. The problem is that the performance

f the applications (e.g. streaming using predictive codecs such as

PEG) are more impacted by bursty losses than by the same quantity

f isolated losses (Liang et al., 2003; Liu et al., 2009). This is true also

or other classical UDP applications such as DNS (Ghita et al., 2010;

guyen and Roughan, 2013; 2010; Wang et al., 2009). Recent studies

videnced that also classical TCP applications such as those based on
✩ Very preliminary results within the same framework of this work have been pub-

ished in A. Botta and A. Pescapé, “IP packet interleaving: Bridging the gap between

heory and practice,” in Computers and Communications (ISCC), 2011 IEEE Symposium

n, 28 2011-july 1 2011, pp. 1022–1029.
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TP, especially when using some TCP versions, can be impacted by

ursty losses (Wang et al., 2014).

To cope with this problem, different techniques have been pro-

osed, which can roughly be classified as FEC- and ARQ-based. Such

echniques normally imply overhead in terms of error-correction in-

ormation, which have to be added before transmission (FEC) or re-

ransmitted in case of loss (ARQ). Interleaving, also known as time

iversity, represents a good candidate for network scenarios with

ursty losses, allowing to spread the losses without transmitting ad-

itional information.

Different approaches have been proposed for applying interleav-

ng in IP networks. As discussed in Section 1.1, they are typically based

nly on theoretical and simulative works, or, when presenting real

mplementations, they are tied to specific applications.

.1. Related work

Diversity, in both time (Chin and Braun, 2001; Claypool and

hu, 2003; Lee and Radha, 2005; 2006; Liang et al., 2003; 2002;

alvo Rossi et al., 2004) and space (Apostolopoulos and Trott, 2004;

ui et al., 2010; Hasegawa et al., 2005; He and Rexford, 2008; Nguyen

t al., 2003; Tao and Guérin, 2004; Tao et al., 2004; Vergetis et al.,

006), represents a well known solution for coping with network

cenarios affected by bursty losses. In this paper we focus on packet

nterleaving or time diversity. Here we provide a short review of the

iterature, for a more extensive discussion we refer the reader to

Botta, 2009).

http://dx.doi.org/10.1016/j.jss.2015.07.048
http://www.ScienceDirect.com
http://www.elsevier.com/locate/jss
http://crossmark.crossref.org/dialog/?doi=10.1016/j.jss.2015.07.048&domain=pdf
mailto:a.botta@unina.it
mailto:pescape@unina.it
http://dx.doi.org/10.1016/j.jss.2015.07.048
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A simulation framework to study packet interleaving has been

presented in literature (Salvo Rossi et al., 2004). Simulations have

been performed using two channel models, one with uncorrelated

random losses and the other one following a Markov chain. De-

lays have been assumed to be Gamma distributed, citing the work

(Paxson, 1997), and a quality function to estimate the benefit of the

packet interleaving has been introduced.

Interleaving has been often associated with videos. Liang et al.

(2003) provided information about the effect of bursty rather than

isolated losses on videos. They present a model to estimate the dis-

tortion caused by losses on videos. Simulation results show how a

burst of losses actually causes more distortion than an equal number

of isolated losses.

The same authors presented a study (Liang et al., 2002) on the ef-

fect of packet interleaving on real video sequences: a delay-distortion

optimization problem is set, in order to choose the interleaving block

sizes taking into account both the maximum acceptable delay and the

minimal distortion objective; basically, knowing the maximum delay,

they test all the possible configurations and choose the one providing

the minimal average distortion according to the loss model.

On the other hand, Lee and Radha (2005); 2006) presented an

interleaving scheme that operates before a generic video predictive

encoder. Basically, the video stream is divided in two sub streams,

which are then encoded separately. After encoding, the frames are

rearranged in their original position. The decision on which frames to

put into each sub stream is made using a Markov Decision Process,

whose reward function takes into account the possibility that frames

cannot be decoded because a reference frame has been lost.

Interleaving has also been employed to improve MPEG encod-

ing. The system proposed in Claypool and Zhu (2003) interleaves the

frames just before the encoder. The resulting sequence is more robust

to possible frame loss but the compression is less efficient because

some temporal redundancy is lost due to the reordering. The system

has been evaluated using real videos ranked by real users. Results

show that the average score is higher for interleaved frames even if a

small bandwidth overhead is introduced.

MPEG encoder has also been considered to be more sensitive to

isolated rather than bursty losses (Cai and Chen, 2001). Cai et al. ex-

plained that performing interleaving at symbol level before applying

a channel coding scheme such as Reed-Solomon has the effect of pro-

tecting the bit stream from channel error, but results in isolated losses

at the source (MPEG) level. Therefore they proposed to apply inter-

leaving at source level (i.e. to the bit stream produced by the source

encoder), then to apply the FEC, and then to re-apply the interleav-

ing on the obtained symbols. This protects the stream from channel

errors but results in bursty losses at the MPEG decoder. The results

reported show that this scheme is able to increase the peak signal-

to-noise ratio of about 5 dB.

Yao and Chen (1997) proposed a system that performs packet

interleaving on MPEG audio, and they show the loss decorrelation

power of their scheme both in simulation and on real networks.

Layered coding schemes are also particularly interesting for in-

terleaving. Chin and Braun (2001) performed a simulation study of

interleaving applied to such schemes. The proposed solution inter-

leaves base and enhancement information. Simulations have been

conducted by using loss patterns from real traffic, and they show how

interleaving and randomization are able to actually protect the base

information from bursty losses.

Random Linear Network Coding (RLNC) has also been studied

with respect to interleaving and loss burstiness (De Alwis et al., 2012).

This approach employs network coding together with interleaving

and pre-coding in order to increase the robustness of h.264 video se-

quences. Results show that this new RLNC has higher performance

than classical RLNC.

As for VoIP, Wah and Lin (1999) worked on the design and verifi-

cation of a VoIP technique exploiting interleaving and a matrix-based
ransformation. The receiver continuously informs the sender about

he status of the channel, i.e. the loss pattern. The sender then applies

nterleaving to the voice samples in order to compensate the effect of

amples that will be lost.

VoIP has also been studied very recently by Soloducha and Raake

2014). The authors performed simulations to understand the effect

f different kinds of losses (bursty and non) on VoIP encoded with

ecent codecs. The results show that loss burstiness has an important

mpact on the performance of VoIP with different codecs. The authors

lso suggested that loss burstiness is an important aspect to be con-

idered in these kinds of studies.

On the same topic, Jelassi and Rubino (2011a); 2011b) performed a

tudy of the accuracy of different methods to estimate the perceived

uality of VoIP communications subjected to bursty losses. Results

llow to understand how each assessor (i.e. estimator) captures the

erceived quality at receiver side when the packets experience dif-

erent levels of loss burstiness.

With regards to wireless networks, an interleaving scheme to al-

er the order of symbols before applying a FEC scheme has been

roposed in Chen et al. (2004). Taking into account Bluetooth net-

orks, the authors presented both analytical and simulation results

hat show how changing the order of the bits inside every single pack-

ts and then applying the standard Bluetooth FEC allows to obtain

etter performance. Simulation results related to TCP throughput are

lso presented.

Liu et al. (2014) also proposed an analytical framework and a met-

ic for packet loss and its burstiness over wireless channels. The au-

hors also proposed a packetization scheme that adaptively adjusts

he packet size as a function of the predicted loss rate and burstiness.

.2. Other techniques to cope with bursty losses

In this section we describe other techniques proposed in litera-

ure to cope with the bursty nature of losses. Being competitors of

ur proposal, we report and discuss such techniques to compare with

hem and to highlight the difference and improvements achievable

ith packet-level interleaving with respect to them. We provide in-

ormation on this important aspect at the end of this section.

Cui et al. (2012) proposed to use network coding to cope with

carce bandwidth and losses over wireless multi-hop network for

ideo streaming. The authors performed simulations to show the im-

rovements achievable with their proposal. Results show that the

ideo quality is highly improved especially in the presence of bursty

osses.

In the same year, Casu et al. (2012) proposed to use a simplified

EC scheme to improve video quality at received side. The authors

mployed Low-Density Generator-Matrix (LDGM) codes applied to

PEG and showed, through simulations, that the percentage of pack-

ts recovered is higher with respect to other, more complex, FEC

chemes in the presence of bursty losses.

New video codecs have also been studied recently (Oztas et al.,

012). In particular, the robustness of High Efficiency Video Coding

HEVC) has been studied using real loss traces. The traces used by the

uthors include bursty and non-bursty packet loss periods. Results

ndicate that HEVC is less robust to such kinds of losses with respect

o H.264/AVC especially in scenes with high motion, even though the

andwidth required is smaller.

Studies on VoIP have recently been conducted with reference

o new networking architectures such as Cognitive Packet Network

CPN), a Software Defined Network Substrate that provides user-

riented QoS by adaptively routing packets based on online sens-

ng and measurement (Wang and Gelenbe, 2014). The authors show

hich metrics are to be considered in the QoS goal in order to ob-

ain better overall performance for voice applications. Moreover, the

uthors show the causes of loss burstiness in this architecture and

uggest how to cope with them.
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On the same topic, authors of Nagano and Ito (2014) proposed a

ew coding approach, based on G.729, that is able to cope with large

acket loss. The authors also used Gilber–Helliot model for losses,

hich takes into specific account loss correlation and therefore its

urstiness. Authors showed which parameters of the codec have a

ajor influence on the perceived quality of VoIP.

Han et al. (2012) proposed a new loss protection scheme called

edundant packet transmission (RPT). According to the authors, the

ew scheme provides low latency with high robustness and is in-

ensitive to parameter selection with respect to FEC. The scheme

s validated through several analyses and with different kinds

f losses that also comprise bursty ones. Results show that Re-

undant Transmission decreases the data loss rate by orders-of-

agnitude more than typical FEC schemes applicable in live video

ommunications.

Most of the works reported in literature either proposing the

nterleaving, or other techniques to cope with bursty losses, adopt

theoretical or simulative approach. The other (competing) tech-

iques are also typically proposing solutions that imply communi-

ation overhead. A few works actually propose a real implementation

nd experimentation on real networks of packet interleaving. How-

ver, they adopt approaches that are application-specific, i.e. are not

eant to work with other applications than the one targeted by the

uthors. Our aim is different. We aim at introducing a solution that

s able to work with all the possible applications based on the In-

ernet Protocol. The scientific literature has shown that several ap-

lications suffer from bursty losses and can therefore achieve bet-

er performance if the losses are decorrelated. For this reason, we

o not want to target a single, specific application. Instead, what

e believe is still missing in literature is a solution to decorrelate

osses at IP layer, without looking at higher or lower layers, so to

e independent of such layers. This is what we propose in this pa-

er. In particular, in this paper we propose a more general solution

nd a more comprehensive approach for studying the applicability of

nterleaving at IP layer. Details on our contribution are reported in

ection 1.4.

.3. The case for interleaving at IP layer

In this paper we advocate the use of packet interleaving at the

P layer (also called packet layer or level in the following). As dis-

ussed in Section 1.1, the general idea of the interleaving is not new.

nterleaving is used at MAC/Physical layer (e.g. in ADSL or on WiFi

inks) as well as at the application layer (e.g. together with specific

ideo encoders). The benefits of those approaches have been exten-

ively analyzed in literature and some of them are of large use today

i.e. in some ADSL configurations). However, these approaches have

imited applicability with respect to ours, them being tied to a par-

icular MAC/Physical layer technology or to a particular application

ayer protocol/architecture. Our approach is more general. IP is used

oday with almost all the possible lower and upper layer protocols,

s the traditional IP hourglass shows. Therefore, the main novelty of

ur proposal comes from the use of the interleaver at the IP level,

o to be independent of the underlying technology and the upper-

ayer application. For the same reason, we do not aim to compare

he performance of packet-level interleavers with that of interleavers

orking at other layers, as we do not want to show that our proposal

chieves higher performance than the others. We rather aim at show-

ng that an IP layer with interleaving provides improved performance

han standard IP layer, and we aim to convince the reader using a

omprehensive approach, made of analytical, simulative, emulative,

nd experimental studies. The befits of decorrelated losses achiev-

ble by real applications have largely been demonstrated in litera-

ure. Being able to decorrelate losses at IP layer, without looking at the

ther layers, is therefore a way to achieve these benefits. In Section 6

e deeply analyze how loss decorrelation at IP layer can be achieved
ith our approach. In the same section we also show a case study of

real application using videos, achieving higher performance thanks

o our approach.

.4. Our contribution

In this paper we propose a comprehensive approach, made of ana-

ytical, simulative, emulative, and experimental studies, for studying

he applicability of time diversity at IP level in real networks affected

y bursty losses, and we show how the proposed interleaver can prof-

tably be used in real networks without being dependent on a partic-

lar application, codec, or protocol. Moreover, we present, for the first

ime in literature, a real application for packet interleaving and we

nalyze, through theoretical, simulative, emulative, and experimen-

al studies, several issues for the deployment of such application in

eal networks.

In this work we explicitly target UDP flows. Our choice is moti-

ated by the expected rise of UDP traffic volume (Dang et al., 2006;

inamore et al., 2010; Lee et al., 2012; Zhang et al., 2009), which

teps from the momentum of applications (e.g. DNS, VoIP, stream-

ng, p2p IPTV, etc.) and new protocols (e.g. uTP) for p2p applications

hat deeply rely on UDP, also to avoid traffic shaping techniques. As

eported in Zhang et al. (2009), in the period 2002-2009, UDP has

ained popularity, especially considering the number of flows: UDP

llows efficient establishment and maintenance of p2p overlay net-

orks, while the use of random ports evades detection by port-based

raffic engineering or filtering techniques. This increasing trend in

DP usage has been seen all over the world, with a peak in data from

hina where UDP-based p2p IPTV traffic is already common. Finally,

ecent studies confirm this trend: in Lee et al. (2012) the authors have

bserved a relevant increase in terms of UDP traffic volume. More

recisely, by continuously monitoring the same link for four years

hey found a 46-fold increase in volume (from 0.47 to 22.0% of total

ytes). Finally, UDP is the protocol adopted by the most used applica-

ions for audio/video communication, e.g. Skype. Skype uses both TCP

nd UDP: TCP for control messages and UDP for video transmission

nd the sender adapts its UDP sending rate to network conditions

Zhang et al., 2012). Also, as for the other UDP-based applications, it

s worth noticing that in the case of DNS in Ghita et al. (2010); Nguyen

nd Roughan (2013); 2010); Wang et al. (2009) the authors found evi-

ences that most losses occur in bursts: they often found long periods

f no-loss, followed by short bursts of losses.

Summarizing, our work extends the literature in that: (i) we pro-

ose a comprehensive approach, made of analytical, simulative, em-

lative, and experimental studies, for analyzing, and deploying time

iversity at IP level in real networks affected by bursty losses; (ii) we

nalytically derive the best interleaving configurations as a function

f the network losses (Section 2); (iii) we confirm the obtained re-

ults in simulation, evidencing also possible counter effects (i.e. iso-

ated losses may become very close to each other) (Section 3); (iv) we

resent a tool, called TimeD, implementing time diversity at packet

evel (Section 4.1); (v) we analyze, discuss, propose, and integrate in

imeD effective solutions for several issues arising from the use of

n interleaver in real networks (i.e. block size to be used as a func-

ion of the loss patterns, estimation of the network status, packet

ize and packet rate of the probing traffic, buffering timeout configu-

ation, packet release strategy, performance overhead introduced by

he interleaver) (Section 4.2); (vi) we validate the tool in an emulated

nvironment (Section 5); (vii) we study the burstiness of losses over

eal wired (PlanetLab) and wireless (Satellite) networks providing ev-

dences and quantitative evaluations (Section 6); (viii) we provide re-

ults on the use of TimeD in real networks, demonstrating its positive

mpact on loss burstiness and performance improvement for general

P-based applications and for an example UDP-based video applica-

ion (Section 6); (ix) we publicly release the implemented tools, both

he simulator and TimeD.
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Fig. 1. 2-state Markov chain.
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In our work we study the improvements achievable by real appli-

cations thanks to several advanced features of TimeD. For example,

if it is deployed on a satellite home router, TimeD improves the per-

formance of UDP-based video streaming. We measured, in fact, that

TimeD reduces the video distortion of more than 65% for a streaming

of a video with 256-bytes packets over a downstream satellite chan-

nel (see Section 6). Also, even if it is out of the scope of this paper,

other classes of UDP-based applications benefiting the use of TimeD

are DNS and file sharing applications based on uTP.

2. Analytical study

In this section we study the problem of packet interleaving from

an analytical point of view. We firstly illustrate the loss model we use

and the type of interleaving we choose, and then we show how to

analytically determine the interleaving configuration as a function of

the losses.

2.1. Loss model

We assume that the loss process we are dealing with follows a

2-state Markov chain (2-MC) (Ribeiro et al., 2005; Wei et al., 2007).

Such model is used for the analytical studies (presented in the follow-

ing of this section) and for the analyses performed both in simulation

(see Section 3) and emulation (see Section 5). In Sections 6.2.1 and

6.3.1 we also evaluate the characteristics of the loss process respec-

tively over Planetlab and a satellite network. The loss model based

on 2-MC is also known as Gilbert–Elliott model (Elliott, 1963; Gilbert

et al., 1960). Such model has been shown to be able to capture the

potential correlation between consecutive losses both on the Inter-

net (Yajnik et al., 1999) and on wireless networks (Chen et al., 2004).

It is also worth noting that 2-MC is not the only or the fittest model

for packet loss (Jelassi and Rubino, 2013). It has actually been shown

that Markov chains with more states are able to obtain higher mod-

eling accuracy in some cases (Yajnik et al., 1999). However, 2-MC rep-

resents the best compromise between complexity and accuracy.

Let X = {X(t) : t ≥ 0} be the random process of losses following

the Gilbert–Elliott model. The state X at time t can assume one of the

following values: b or g (b = “bad” and g = “good”). The process X(t)

at a fixed time is characterized by the parameters μg and μb, which

can respectively be seen as the rates at which the chain passes from

state g to state b and vice versa. In general, when X(t) is in state b

the probability to lose a packet is much larger than that in state g.

To simplify the problem, we assume that the former probability is 1

and the latter is 0. For this reason we refer to the two states as “loss”

and “no-loss”, besides “bad” and “good” respectively. The steady state

probabilities to receive or lose a packet are respectively equal to: ωb =
μb

μb+μg
and ωg = μg

μb+μg
. It is worth noting that we consider a packet to

be lost also when it is delivered too late, and it is therefore useless for

the application (e.g. audio samples arriving after playback time). As

we are only interested in the behavior of the network when packets

are sent, we substitute the continuous-time model with a discrete-

time one in which the discrete time represents the departure time of

the packets. Once the sending rate is fixed to S = 1/τ, with τ being

the inter-packet time2, we can express the transition probabilities in

the discrete case as:

pgg(τ ) ≡ P(Xn+1 = g|Xn = g) = ωg + ωbe−(μg+μb)τ (1)

pgb(τ ) ≡ P(Xn+1 = g|Xn = b) = 1 − pgg(τ ) (2)

pbb(τ ) ≡ P(Xn+1 = b|Xn = b) = ωb + ωge−(μg+μb)τ (3)
2 Here we are assuming CBR traffic. The model derivation can be extended for other

traffic types (see Botta, 2009 for more details). Interleaving results with VBR traffic are

reported in Section 6.

i

s

e

t

pbg(τ ) ≡ P(Xn+1 = b|Xn = g) = 1 − pbb(τ ) (4)

ssuming the homogeneity of the Markov chain and choosing τ = 1,

he probabilistic description of such process can be obtained by using

2-MC (see Fig. 1) having p = pbg(1) (probability that the next packet

s lost given that the previous is not) and q = pgb(1) (probability that

he next packet is received given that the previous is lost).

In general, the following condition holds: p + q ≤ 1. If p + q = 1

he model becomes a Bernoulli one, for which losses are independent.

he steady-state probabilities for the two states b and g are πb and π g

espectively:

b = p

p + q
, πg = q

p + q
(5)

b is the first important parameter of the model because it represents

he average loss probability. The second important parameter is ρ ,

hich represents the temporal correlation between losses, defined as

ollows:

≡ 1 − q

p
(6)

o obtain a Bernoulli model it is sufficient to impose ρ = 1, and the

osses will be independent. This implies that a loss has the same prob-

bility to happen given that the previous state was b or g. On the other

and, ρ > 1 implies that a loss is more probable if the previous state

as b, i.e. if the previous packet was lost. For this reason, ρ is con-

idered as an indicator of the channel memory. The last important

esult is related to the probability of transition from state i to state j

n l steps:

pji(l) ≡ P(Xn+l = j|Xn = i) (7)

tarting from the 1-step transition matrix:

=
(

(1 − p) p
q (1 − q)

)
e have to calculate the l-step transition matrix Ql = Ql , and recall

hat (Rodney, 1974):

pbg(l) = Ql(1, 2)

pgb(l) = Ql(2, 1) (8)

therwise we can directly use the following (Vergetis et al., 2005):

pbg(l) = p

q + p
[1 − (1 − q − p)l]

pgb(l) = q

q + p
[1 − (1 − q − p)l] (9)

.2. Block interleaving

The basic idea to realize packet interleaving is to resequence pack-

ts before transmission. Resequencing allows to space out originally

lose packets, so that a loss of consecutive packets is translated in a

oss of distant ones. The main drawback of packet interleaving is the

elay introduced. In order to resequence a certain number of packets,

t is necessary to wait for them. Such delay is however acceptable for

everal applications (e.g. audio and video streaming, p2p file sharing,

tc.) and, more importantly, it is controllable through the length of

he sequence.
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Fig. 2. Block interleaving.
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When the length of the sequence is chosen, determining the opti-

al permutation of such sequence is not an easy task. As exhaustive

earching the optimal permutation is usually not feasible, interleav-

ng is commonly implemented in blocks (we refer to it as to block in-

erleaving). Block interleaving is made inserting packets into a matrix

y rows (Insertion), and picking them by columns (Transmission), as

hown in Fig. 2. Basically, the traffic flow is divided in sequences of

packets. Each sequence is then placed into a block: a matrix of size

= n × m where n, the number of rows, is called interleaving depth.

The effectiveness of such transmission schema depends on the

alues of n and m, as well as on network conditions3: a burst of length

will be converted in smaller bursts of length B/n. When n ≥ B we are

ble to convert the burst in an equivalent number of isolated losses,

paced of m or m − 1 packets. Therefore, increasing n and m, the ca-

acity of converting bursts into isolated losses increases. On the other

and, there are two counter effects: (i) the number of smaller bursts

ncreases; (ii) the buffering delay increases.

.3. Block dimensioning

As reported before, using a block interleaver with interleaving

epth of n, it is possible to transform a burst of n packets into sin-

le losses separated by m or m − 1 packets. This provides a first piece

f information in order to properly dimension the block size. In fact,

f the loss bursts had always a fixed size (e.g. 3 packets), we could eas-

ly dimension the interleaving block so to decorrelate all such bursts

i.e. n ≥ 3). As the bursts have different sizes and we want to choose

he minimum possible block size, we have to find a probabilistic cri-

erion. Of course, a first criterion could be that of setting the block

ize equal to the average burst length. This would allow to decorre-

ate all the bursts that have a length less than or equal to the average

ength. To apply this criterion we have to find from the Gilbert–Elliot

odel such average burst length, which is equal to the expected so-

ourn time in state b (see Fig. 1):

(burst_length) = 1

q
(10)

nd then impose:

≥ 1

q
(11)

A possible issue with this criterion is that, as we will see in the

ollowing, the loss-burst length distribution may have a heavy right

ail (i.e. be right skewed), meaning that few samples will be smaller

han or equal to the average value. Therefore, with this criterion we

ecorrelate a small percentage of the loss bursts. A more effective

riterion could be that of configuring the interleaver so to decorrelate

determined fraction of the loss-bursts. In more detail, let us say that

e want to decorrelate the d% of all the loss bursts. Then, we have to

et the interleaving depth n to be equal to the dth-percentile of the

istribution of the burst length:

≥ dth − percentile (12)

We call this interleaving depth the d%-depth. So using (12) we
re sure to decorrelate the d% of all the loss bursts on the channel.

3 Once k and n are chosen, m is automatically determined.

v

n

his criterion is better than setting n equal to the average loss-burst

ength mainly because we have a parameter (d) that allows to control

ow effective we want the interleaver to be. Clearly, given a certain

hannel, the more we increase d, the more we increase n, and con-

equently the buffering delay. Therefore, we have to find the proper

rade-off, considering the application scenario.

To apply (12) we have to determine the dth-percentile of the loss-

urst length distribution. We do this in the following. The probability

o have a loss burst of 2 packets is equal to the probability of moving

rom state g to state b, then staying in state b, and then moving back

o state g, given that we started in state g. This can be calculated as:

(burst_of _length_2)

= P(Xn+3 = g, Xn+2 = b, Xn+1 = b|Xn = g)

= P(Xn+3 = g|Xn+2 = b)P(Xn+2 = b|Xn+1 = b)

P(Xn + 1 = b|Xn = g)

= p(1 − q)q

Generalizing, the probability to have a loss burst of length z pack-

ts, can be obtained as follows:

(burst_of _length_z)

= P(Xn+z+1 = g, Xn+z = b, . . . , Xn+1 = b|Xn = g)

= p(1 − q)z−1q (13)

Being interested only in the burst length and not in the probability

f having a burst, from the previous we obtain the probability that the

oss burst will have a length of z packets (i.e. the relative frequency of

hat particular loss-burst length with respect to the other loss-burst

engths):

(burst_length = z) = (1 − q)z−1q (14)

From (14) we can calculate the cumulative distribution function

CDF) of the loss-burst length as:

(x) = P(burst_length < x)

=
x∑

i=1

(1 − q)i−1q

= q

x∑
i=1

(1 − q)i−1 (15)

Finally, using (15), we can find the dth-percentile and, therefore,

he d%-depth by finding the x̂ in the following:

(x̂) = q

x̂∑
i=1

(1 − q)i−1 = d

100
(16)

Summarizing, if we want to decorrelate the d% of the loss bursts,

e have to find the x̂ from (16), and then set interleaving depth n as:

≥ x̂ (17)

In the following we show an example of the application of this cri-

erion. In Fig. 3(a) we report the average loss-burst length for chan-

els having losses following a 2-MC with values of ρ ∈ [0, 400] and

f πb ∈ [0, 0.25]. It has been calculated inverting (5) and (6) and us-

ng (10). In Fig. 3(b) we report the 90th-percentile and in Fig. 3(c)

he 75th-percentile of the loss-burst distributions for the same chan-

els (i.e. same values of ρ and πb). They have been calculated us-

ng (16). We decided to consider these ranges of ρ and πb because

hey are consistent with the values obtained in real IP networks (see

ection 6). It is also worth noting that not all the couples of ρ and πb

re possible in practice (i.e. when πb is high, ρ cannot be high, and

ice versa). For this reason, the three plots of Fig. 3 reports only the

alues related to the possible values of ρ and πb.

If we want to decorrelate the 90% of the loss bursts, the minimum

ecessary interleaving depth (i.e. the 90%-depth) is equal to values
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Fig. 3. Average, 90th-percentile, and 75th-percentile of the loss-burst length with different values of ρ and π .

Table 1

Parameters used in simulation.

Parameter Values

Interleaving block size [12, 24, 48]

Interleaving block depth [1, 2, 6, 12, 24]

π b [0.01, 0.03, 0.1, 0.25]

ρ [1, 3, 8, 15, 30]

Repetitions 1000
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reported on the z-axis of Fig. 3(b). As shown, in the worst channel

conditions, the 90%-depth of the interleaver reaches values up to 70

packets. This means that the interleaver block has to be at least of

140 packets (for a minimum size block, we only use 2 columns), and

we have to buffer such amount of packets for every block. Such a

buffering delay may be not acceptable for some applications. Look-

ing at the z-axis of Fig. 3(c) we can see the 75%-depth. In this case, we

observe a maximum interleaving depth of about 35 packets, which

is obtained in the worst channel conditions (i.e. when the average

loss-burst length is about 30 packets). Using the 75%-depth instead of

the 90%-depth, we can highly decrease the buffering delay (i.e. about

half of the time), accepting to decorrelate only the 75% of all the loss

bursts.

The two examples reported above show how the final choice of

which interleaving depth to use (the average, the 90%-, the 75%-depth,

or others) depends on the kind of application we are dealing with. For

example, the analytical analysis allowed to see that an interleaving

depth of 35 packets is sufficient to decorrelate 75% of all the bursts

happening even in the worst channel conditions, where we have an

average loss burst length of 30 packets. The criteria proposed in this

paper allows to easily calculate the different parameters of the inter-

leaving block, therefore making informed decisions on how to con-

figure an interleaver for a real network. In the following we will see

how these criteria have been used in our real application for packet

interleaving.

3. Simulation study

The second important step of our analysis is then performed in

simulation. We implemented a simulator (using MatlabTM) to repro-

duce the behavior of a block interleaver operating on a lossy channel.

Thanks to our simulator, we evaluate the distribution of the length

of the loss bursts and the distribution of the distance between two

loss events (we call this distance no-loss sequence length). These pa-

rameters are evaluated in general and with different interleaving

configurations. This analysis allows us to understand the benefits
chievable with the block interleaver and the possible counter ef-

ects. It is worth noting that once the average loss rate is fixed, the

oss bursts and the no-loss sequences are tightly linked: the more

e reduce the loss-burst length, the more we bring losses closer to

ach other. For this reason, the no-loss sequence length may seem a

edundant parameter. However, in some cases, too close loss events

ay cause effects similar to loss bursts, decreasing application per-

ormance (e.g. video applications using H.264/AVC codecs, when the

istance between losses becomes smaller than a threshold (Liang

t al., 2003)). Due to space constraints we briefly discuss here the

ost important simulation results. More details are reported in Botta

2009). An alpha version of the simulator is publicly available at

ttp://traffic.comics.unina.it under the GNU General Public Licence

erms.

To understand the impact of each single parameter, we performed

imulations using all the possible combinations of the values re-

orted in Table 1. In the following we report and discuss the results

hat are more useful to assess the impact of the interleaving with dif-

erent channel conditions. Moreover, we present and discuss results

n terms of loss-burst length because this parameter is experimen-

ally measured and discussed later on. Fig. 4 shows the average values

f the loss-burst lengths (4(a) and (c)) and no-loss sequence lengths

4(b) and (d)) as a function of the interleaving depth, when using a

lock size of 48. Unless explicitly reported, the considerations made

n the following apply also to the other block sizes. Fig. 4(a) and (b)

re related to four representative combinations of ρ and π , with
b

http://traffic.comics.unina.it
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Fig. 4. Simulation results obtained with different values of π b and ρ .
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rogressively degraded channel conditions. Fig. 4(c) and (d) are ob-

ained using πb = 0.1 and increasing ρ . As a first consideration, the

esults allow to understand the effectiveness of the interleaving in

educing the average loss-burst length (i.e. the loss decorrelation

ower). As shown in Fig. 4(a) and (c), in all the cases such param-

ter presents a decreasing trend when increasing the interleaving

epth. We also observe that the curves are steeper when the length of

he loss bursts is high, i.e. the slope decreases when the interleaving

epth increases. The same behavior can be observed comparing the

ifferent plots in Fig. 4(c): the higher the correlation, the more effec-

ive the interleaving. This translates in an asymptotic behavior of the

urves, which tend to a line parallel to the x-axis, corresponding to

memoryless channel. This happens because after a certain depth,

hat depends on the channel conditions, the interleaving manages

o make the losses perceived as uncorrelated, and the channel be-

aves as the Bernoulli one. Further increasing the interleaving depth

rovides no benefit in terms of average loss-burst length. However,

e know from the analytical study that the interleaving depth may

e pushed further to decorrelate the 75% or the 90% of all the loss

ursts.

This behavior is also confirmed by the plots of the no-loss se-

uence length (Fig. 4(b) and (d)). When the block size is fixed, push-

ng the interleaving depth (n) m decreases, and consequently the

ength of the no-loss sequences decreases and losses become closer

o each other. The plot shows also that the length of the no-loss se-

uences reaches the value of the Bernoulli channel, which represents

n asymptote also for this parameter. Also, we observe that the trend

f the plots is very close to that of the loss-burst length (especially

isible in the right plots). This is due to the fact that the interleav-

ng does not alter the average loss rate, which can be roughly seen as

he ratio between the average loss-burst length and the sum of the

verage no-loss sequence length and the average loss-burst length.
This analysis allowed to assess the potential benefits and harms of

acket-level interleaving on a network with losses following a 2-MC.

he obtained results will also be used as a reference for the validation

f our application for packet interleaving, which is presented in the

ext section.

. TimeD: time diversity at packet level

We implemented time diversity at packet level, using block inter-

eaving, in a platform we called TimeD, which is described in the fol-

owing.

.1. TimeD design and implementation

TimeD is a user-space application that interleaves IP packets gen-

rated by or traversing a Linux host. It is written in C language and

orks over Linux platforms. Besides other interesting features, Linux

rovides more flexibility and allows the interleaving application to be

asily deployed as an embedded system in any operational network.

imeD is a user-space application, which allows to interact with user-

pace monitoring applications, whose output is useful to tune the in-

erleaving parameters (as we will see in the following). To modify the

rder of the packets as required by time diversity, TimeD uses the

ibipq4: a mechanism provided by netfilter5 for passing packets out

f the kernel stack, queuing them to user-space, and receiving them

ack into the kernel with a verdict specifying what to do (e.g. ACCEPT

r DROP). Thanks to the use of libipq, TimeD is flexible and its use

an be customized according to the reference scenarios. As TimeD is

https://svn.netfilter.org/netfilter/trunk/iptables/libipq
http://www.netfilter.org
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6 We empirically found that a value of α equal to 8 is enough for our aims.
based on iptables, the packets to be interleaved can be selected using

several criteria such as the destination host, transport protocol and

ports, etc.

Designing and implementing TimeD we had to change its archi-

tecture and operating mode different times to cope with real traffic

and networks. We report here the main lessons learned and the fi-

nal design of the tool. At a very high level, TimeD operates in a cyclic

fashion. During each iteration, it performs the following operations:

(i) if present, read a packet from the input queue and put it in a block-

sized buffer; (ii) if the buffer is full or a timeout has expired, evaluate

some statistics, interleave the packets in the buffer, and put them in

the output queue; (iii) if present, release a packet from the output

queue with a particular strategy. Moreover, an additional module is

activated periodically to estimate the status of the network and con-

figure the interleaving block accordingly. These operations have been

carefully studied and designed before the development of TimeD. In

fact, big issues in moving packet interleaving from theory to practice

lay in how these operations are carried out. In the following we pro-

vide details about them. In particular, in Section 4.2.1 we detail the

way we configure the block size, and report which statistics are cal-

culated and how. In Section 4.2.2 we describe how the timeout is cal-

culated, and the strategy purposely designed for releasing the packets

in the output queue is detailed in Section 4.2.3.

It is worth noting that implementing an interleaver that works at

the application layer (e.g. inside a video application) may be easier

than implementing one at the network/IP layer. In the former case the

application has full control over the packets/messages transmitted

and received, having also direct visibility on what happens to these

packets (delivery or not, delay, etc.). Most of the issues discussed in

the next sections may therefore be less complex for an application-

layer interleaver. However, such an interleaver would be tied to that

particular application, losing the generality we are targeting at with

IP-layer interleaving.

An alpha version of TimeD is publicly available at http://www.

grid.unina.it/Traffic under the terms of GNU General Public License.

4.2. Most important operating features

We considered several issues in order to deploy packet-level in-

terleaving in real IP networks.

4.2.1. Block size

From what we showed, it should be clear to the reader that one of

the most important issues of block interleaving is related to the fact

that the block size has to be tuned according to the loss pattern on

the network. And, in order to avoid unnecessarily large buffering de-

lay, we have always to choose the smallest possible block size (mainly

in terms of interleaving depth) that provides the required loss decor-

relation. To this end, we integrated an active probing tool in TimeD.

Thanks to it, TimeD periodically performs active measurements, es-

timates the loss pattern on the network in terms of πb and ρ (see

Section 2.1) from the received traffic, and adjusts the block size ac-

cordingly. In order to effectively perform these tasks, several impor-

tant aspects have to be considered and deeply investigated. The most

important ones are reported in the following.

• The block size to be used as a function of the loss pattern: TimeD

sets the size of the block according to the results of the analytical

study reported in Section 2.3. We use the 75%-depth because, in

general, it provides the best trade-off between loss decorrelation

and buffering delay. A different policy (average, 90%-depth, etc.)

can also be used when targeting a particular application.
• The packet size and rate of the probing traffic: to choose these pa-

rameters, we performed a large set of experiments in an emu-

lated scenario. We decided to perform this analysis in emulation

because, in such conditions, we can use real operating systems,
applications, and traffic on top of an emulated network, for which

we can completely control the loss behavior. This allows on the

one side, to use the real implementation of the tool, and there-

fore to also validate it, and on the other side, to have a reliable

reference value for the variables to be estimated. In Section 5

we present the emulation environment and the main results ob-

tained.
• How frequently to estimate the status of the network (i.e. the mea-

surement period): the measurement period is in strict relation

with how frequently the loss pattern on the network changes.

To tune this parameter we both studied the literature and per-

formed a set of experiments over real networks, as described in

Section 6.3.1.

.2.2. Buffering timeout configuration

TimeD buffers incoming packets until the block is full and the in-

erleaving can take place. In order to limit the maximum delay that

packet can experiment, we introduced a timeout mechanism for

he buffering operation: the packets are released if the timeout fires.

he value of the timeout, can be either specified by the user or au-

onomously determined by TimeD. To achieve this, TimeD estimates

he average rate of the received packets, and then sets the buffer-

ng timeout as a function of this rate. The idea is that, knowing the

ate and the block size, we can reasonably predict the time needed

o fill the block. The estimation of the application rate is also used to

elease the packets with the same rate they have been received by

imeD, as explained in the next section. To estimate the rate, TimeD

orks as follows. Let us suppose that we want to operate with a block

f size n × m = k, on a flow of packets pkt1, pkt2,…, pkta,…, whose ar-

ival times are t1, t2,…, ta,…. Every time we release the current block,

ecause either the block is full or the timeout (TO) is expired after

eceiving c packets (with c < k), we calculate a new rate sample r(j):

( j) = k

ta − ta−k

(if block is filled)

r( j) = c

TO
(if timeout is expired)

We calculate the average and standard deviation of the flow rate

sing the last α rate samples6:

avg = 1

α

α−1∑
i=0

r( j − i); rstd =
√

1

α

α−1∑
i=0

(r( j − i) − ravg)2 (18)

nd, we set the timeout as follows:

O = ravg + 4 ∗ rstd

k
(19)

.2.3. Packet release strategy

Once the packets are buffered and interleaved, TimeD releases

hem with the same rate they have been received. This is to preserve

s much as possible the original profile of the traffic, and to avoid ar-

ificial spikes due, for example, to sudden release of all the packets.

esides distorting the application rate, such sudden release can also

ntroduce higher packet loss, as we experimentally verified on satel-

ite networks.

As explained in the previous section, TimeD estimates the rate of

he packets received in every block (r(j)). This value, is stored together

ith the packets in the output queue. Using this value, TimeD per-

orms the following operations continuously: (i) pull the next packet

rom the output queue and release it; (ii) wait for a time equal to

/r(j), while performing the operations related to the incoming pack-

ts (i.e. check if packets are present in the input queue, move these

ackets to the buffer, evaluate the statistics, and put the packets in
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Table 2

Parameters used in emulation.

Parameter Values

Interleaving block size [12, 24, 48]

Interleaving block depth [1, 2, 3, 6, 12, 24]

π b (loss) [0, 0.01, 0.03, 0.1, 0.25]

ρ (rho) [0, 1, 3, 8, 15, 30]

Repetitions 20

Protocols UDP

Average packet rate 10, 100, 1000 pps

Average packet size 64, 128, 256, 512, 1024, 1472 bytes
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he output queue if the buffer is full or the timeout is expired); (iii)

erify if the time elapsed is larger than the expected. This last con-

ition is extremely important. The receiving-related operations can

ometimes take longer than expected (e.g. when the process is de-

cheduled from the cpu). This would cause an additional delay in re-

easing the packets. In some cases, such as with high-rate CBR traf-

c, this can also imply a monotonically increasing queue (i.e. packets

aiting for longer and longer). To avoid that, we continuously moni-

or the elapsed time, and, in case we are in late, we recover the delay

uring the next cycles (i.e. we release more packets at once). The re-

ult is that some packets can leave the buffer before their scheduled

ime. However, they compensate for those which left the buffer in

ate, with the final result that the original rate is respected in average,

nd no blocks are buffered more than necessarily.

.2.4. Performance

Passing packets from kernel- to user-space impacts the perfor-

ance and poses a limit on the maximum rate supported by TimeD.

e verify that the delay introduced by TimeD is negligible with re-

pect to the one of our experimentation scenarios (Section 5.2.1), and

hat the tool was able to sustain the rate considered in the experi-

ents (Section 5.2.2). We believe that performance issues have to be

arefully taken into account before the deployment of TimeD in oper-

tional environments. We left this as a future work, in which we also

onsider whether it would be beneficial (and at which cost) to move

acket interleaving to the kernel space.

. Emulation study

The next step of our analysis is performed in emulation. Accord-

ng to the discussion reported in Section 4.2.1, we use an emulative

pproach for validating TimeD and checking its implementation over

controlled) real networks. In order to validate TimeD behavior, we

rstly analyze if and how its probing capabilities allow TimeD to ef-

ectively estimate the loss characteristics. Secondly, we evaluate the

erformance of TimeD in terms of additional delay introduced and

chievable throughput. Thirdly, we verify its loss decorrelation capa-

ilities in time-varying conditions.

The testbed we use is composed of Linux hosts connected (using

Fast Ethernet network) to the Shunra Virtual Enterprise WAN em-

lator7. Such hardware emulator is able to reproduce the behavior

f a WAN in a controlled manner, allowing to set different parame-

ers. For our experiments, we set a loss pattern equal to a 2-MC, and

eave the delay and jitter unset (i.e. no delay or jitter is intentionally

dded). For generating probe traffic we use D-ITG (Botta et al., 2012),

hich emulates a real network application exploiting the benefits of

acket interleaving. Before running the validation of TimeD, we ver-

fied its ability to correctly decorrelate losses: we observed that the
7 http://www.shunra.com/shunra-ve-overview.php

t

a

=

verage values of the length of the loss bursts and no-loss sequences

as decreasing with the increase of interleaving depth, as in simula-

ion. Details about the configurations we consider in our experiments

re reported in Table 2. Further details and complete results of this

tage are reported in Botta (2009).

.1. Probing flow characteristics

TimeD performs active probing on the network to estimate the loss

haracteristics and set the proper block size. Therefore, it is important

o understand how to perform such probing, in order to obtain a suffi-

iently accurate estimate for this aim. Different contrasting interests

ave to be considered, that are measurement intrusiveness and accu-

acy. In fact, the more accurate we want our measurements to be, the

ore samples we have to collect. And, once the measurement period

s fixed, to collect more samples we have to probe the network with

higher packet rate, which implies a higher intrusiveness. To choose

he parameters of the probing flow, we have performed a large set

f measurements, varying the probing traffic profile (packet rate and

ize) and the loss pattern on the emulated WAN. We then looked at

he values of loss rate and correlation estimated by TimeD. The results

how that the loss rate is easily estimated with a small probing rate:

probing rate of 10 pps is already enough to obtain a relative error in

he order of 10−1, which is sufficient for our aim.

For the rate correlation, we observe a different situation. Fig. 5

hows the relative error obtained in two experiments performed us-

ng πb = 0.01 and ρ ∈ {3; 30}. As shown, at low probing rates (e.g.

0 pps) the maximum relative error value is about 2 × 100. However,

he results of the simulations performed in Section 3 indicate that it

s necessary to estimate the loss correlation with an absolute error in

his order of magnitude (i.e. 100). It is also worth saying that, in order

o observe the same channel conditions experimented by the appli-

ation, it is not necessary to probe the network with a rate higher

han that of the application. For these reasons, we choose to probe

he network at a packet rate equal to the minimum between that of

he application and 50 pps. This guarantees both a sufficient accuracy

nd a low intrusiveness of the probing traffic (50 pps × 50 bytes/pkt

20 Kbps).

http://www.shunra.com/shunra-ve-overview.php
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Fig. 6. Results obtained with TimeD with time-varying channel conditions.
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5.2. TimeD performance

5.2.1. Additional delay introduced

In simulation we neglected the delay issues because we wanted

to understand the potential benefit of packet interleaving. However,

if we want to deploy the interleaving on a real network we have to

consider all the effects that we might expect. For these experiments

we connect the hosts of the testbed back-to-back, disabling the WAN

emulator. We then perform two different kinds of measurements to

estimate the two main delay components: the forwarding delay and

the buffering delay. To estimate the forwarding delay we perform

experimentations with TimeD configured to use a block depth = 1,

and we inject UDP packets at all the rates reported in Table 2. With

such a block depth, TimeD forwards the packets as soon as they en-

ter the queue, and no buffering is performed. We then perform the

same experiments without TimeD and compare the delays obtained.

We observe that the forwarding delay is in the order of 10 μs at all

the considered packet rates, we believe this delay can be considered

negligible, at least for the operating scenarios we consider.

For the buffering delay, we measure the transfer time experienced

by UDP packets using all the rates and interleaving configurations

reported in Table 2. The experiments evidence that, thanks to the

packet release strategy presented in Section 4.2.3, the delay is typi-

cally constant (except few spikes), and in average, it is equal to:

δavg = (N − 1) × IPTavg (20)

where N is the block size and IPTavg is the average inter-packet time.

As already remarked before, such delay has to be carefully taken into

account from the application point of view. To provide a real example,

if we use TimeD with a streaming server – assuming that the stream

has a constant packet rate of 720 pps (i.e. frame rate of 24 frames/s, 30

slices per frame, and a single slice per packet) and that packet sizes

follow a normal distribution (Garrett and Willinger, 1994) – and with

an interleaving block of 48 packets, we obtain an average buffering

delay of about 65 ms, which is acceptable in most cases.

5.2.2. Achievable throughput

Even if we believe that performance issues have to be carefully

taken into account before the deployment of TimeD in operational

environments, we verify that TimeD is able to sustain the rate used

for the experiments. In particular, we perform experiments aimed at

understanding the maximum throughput that TimeD is able to sus-

tain. The results (not reported for space constraints) show that TimeD

is able to work at full speed (i.e. 100 Mbps) with all the interleaving

configurations in Table 2, even when running on the same host as the

test application (D-ITG).

5.3. Loss decorrelation in time varying conditions

To validate the loss decorrelation capability in time varying con-

ditions, we perform a set of experiments in which we randomly vary
he channel conditions imposed by the network emulator using uni-

orm values between 5 → 35 min. During the experiments, we run

oth TimeD and D-ITG: the former interleaves the packets generated

y the latter. Fig. 6 shows the results in terms of loss-burst length over

ime, obtained during a period of about 1.5 h. The channel changes

ehavior 4 times during the experiment, and TimeD accurately esti-

ates the time-varying channel conditions (gray bold line), being al-

ays able to set the proper block size. Consequently, the application

hose traffic is interleaved experiences a channel with non-bursty

osses during the entire experiment (red dashed line). This picture

llows to observe the real benefits achievable by a real application

sing TimeD. In the next section we will see what happens in the Big

nternet and with different applications.

. Experimental study

The final step of our analysis is performed in the wild. To experi-

entally quantify both the amount and the degree of loss burstiness

ver real networks, we performed a large set of experiments. We con-

idered both wired and wireless networking technologies, as well as

ocal and wide area networks. In this paper, we only show the results

btained over the Internet using PlanetLab (Section 6.2.1) and over

real satellite network (Section 6.3.1). We first verify the improve-

ents achieved with TimeD in terms of loss decorrelation (i.e. aver-

ge loss-burst length reduction). Such benefits can be beneficial to all

he applications based on the IP protocol, which are several and het-

rogeneous, as discussed in Section 1. Then we analyze the benefits

chievable by an example real video application, running on top of

DP, in terms of video distortion reduction (Sections 6.2.2 and 6.3.2).

inally, in Section 6.4 we present results on the effectiveness of the

acket release strategy described in Section 4.2.3. Before digging into

he results obtained, we describe how we evaluated the video distor-

ion (Section 6.1).

.1. Video dstortion

In order to evaluate the distortion on videos caused by both bursty

nd non-bursty losses, we used the theoretical model proposed in

iang et al. (2003). This model has proved able to estimate the real

volution of the distortion associated to video, in the presence of

eneric loss patterns, being more accurate than the so called “addi-

ive models”. These models do not account for the real loss pattern, as

hey assume that the total distortion is equal to the sum of the distor-

ions related to isolated losses. In the following we report some of the

nal results from (Liang et al., 2003) for the estimation of the distor-

ion of the coded video. For the sake of brevity we consider the most

imple and representative cases, i.e. single loss, loss burst of length

wo, and two losses separated by a “lag”. Said σ 2
s [k] the mean square

rror (MSE), i.e. the distortion initially related to the isolated loss of

rame k, we can express the total distortion Ds[k] for the case of single
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Fig. 7. Loss behaviors (left) and distribution of loss-burst length (right) on PlanetLab.
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oss as:

s[k] = α · σ 2
s [k] (21)

here α takes into account the effect of the propagation of the initial

rror due to intra coding and spatial filtering.

The total distortion in the case of a loss burst of length two is in-

tead equal to:

s[k − 1, k]

= σ 2
s [k − 1] + Ds[k − 1] + Ds[k] + 2ρ

√
Ds[k − 1] · Ds[k] (22)

hich is a sum of two single distortions, a cross-correlation term,

nd the initial distortion due to the loss of the frame k − 1. These last

wo terms characterize this model as opposed to additive models, and

ause its greater effectiveness in representing the distortion.

The last case here reported regards the loss of two frames sepa-

ated by a number l of frames (“lag”) not greater than N (“intra update

eriod”, that is the distance between two subsequent frames of type

). We note that if l > N, the two losses can be considered as indepen-

ent, and the total distortion as additive. The distortion due to two

eparated losses localized in k − l and k, with l ≤ N, is given by:

[k − l, k] = ϑ(l) · Ds[k − l] + σ 2[k]

σ 2
s [k]

Ds[k], (23)

here ϑ(l) takes into account the error attenuation capabilities of the

ecoding scheme depending on l, and σ 2[k] corresponds to the MSE

or frame k due to the contributions from both the loss of frame k and

he error propagation related to the loss of frame k − l. It is worth not-

ng that the distortion in (23) is a function of the distortions caused by

he isolated losses of frames k − l and k. The coefficients of these two

istortions, that depend on l and on the correlation between errors,

epresent another characteristic aspect of this model.

A very strong hypothesis is needed for the application of the

odel: the initial distortion related to the loss of a specific frame

as to be known, being previously measured and stored by simu-

ating the loss event. So there is the need of “pre-measured distor-

ions”. In order to obtain such preliminary measurement, we used two

idely adopted test video sequences, known as Foreman and Claire.

ach sequence is coded according to the video compression standard

VT/H.2L8, in format QCIF, and it is 280 frames long, coded at 80 fps

ith fixed quantization level and 36 dB PNSR9. The first frame of each

equence is intra-coded and is followed by P-frames. Every 4 frames

slice is intra-coded in order to reduce the propagation error in case

f losses. The intra update period is equal to N = 4 · 9 = 36 frames.

sing these known sequences, we calculate the distortion for the loss

f the single frames and use these values for the computation of the

otal distortion caused by bursts of losses.
8 Also known as ITU-T H.264/AVC, corresponding to part 10 of the standard MPEG-4

SO/IEC 14496–10.
9 PSNR = 10 log10 (2552/De) where De is equal to the quantization error.

o

t

l

Another important hypothesis at the base of our analysis is that

ach packet contains one encoded video frame, belonging to one of

he two reference sequences, whose total distortions related to bursts

re known. Finally, another simplifying hypothesis is adopted: we as-

ume that the losses are enough separated to let the distortions re-

ated to a generic loss pattern be approximated by the distortions ob-

ained for isolated bursts of losses. This hypothesis is not a limitation

ecause, as shown in Liang et al. (2003), losses separated by more of

0 packets can be considered as isolated, for what concerns the total

istortion. Moreover, the distance between bursts is a measured pa-

ameter, that can be used to evaluate the validity of such hypothesis.

rom this assumption, we introduce the metric we used for perfor-

ance evaluation of the interleaving, the total normalized distortion
norm
tot related to the transmission of N packets:

norm
tot = m1 + m2 · Dnorm

2 + . . . + mN · Dnorm
N , (24)

here Di is the distortion due to a loss burst of length i, mi is the num-

er of occurrences of loss bursts of length i, Dnorm
i

= Di/D1, Dnorm
1

= 1.

A source of uncertainty comes from the method used to obtain the

alue of coefficients Dnorm
i

with i = 1, . . . , N. In fact, in order to have

uch values for all i, the missing ones are obtained by interpolation or

xtrapolation on measured ones.

.2. Experiments on the wired internet

In this section we report the experimental evaluation of the per-

ormance of TimeD on the Internet. For this analysis, we used Planet-

ab, the well known, planetary-scale testbed, interconnecting about

thousand nodes spread all over the world. PlanetLab has been se-

ected because it allows us to have a sketch of the performance of

he Big Internet. We used several sets of nodes, each composed of 50

odes from the 5 continents and from both industry and academia.

his is to average also on the different countries and types of connec-

ions. We generated UDP flows with different traffic profiles (CBR and

BR) using D-ITG. The test were repeated 10 times, and the results

veraged.

.2.1. Characteristics of the losses over PlanetLab

Fig. 7 (left) shows the results obtained with CBR UDP flows of

Mbps (packet rate of 250 pps and payload size of 512 bytes) and

uration of 3 min. The loss behaviors can be grouped into 5 main

lasses: at the two opposites are 45% of the flows experimenting no

osses and 10% of the flows experimenting high losses ( > 50% of pack-

ts); another 8% of the flows have a low loss rate, with losses concen-

rated in one or few large bursts ( > 100 packets); the remaining 37%

f the flows also experience a low loss rate, but their losses are more

pread over time and form either bursts of small sizes (17% of flows)

r bursts with geometric-like distribution (20% of flows).

Very large loss percentages or rare but large loss bursts are symp-

oms of problems persistent or temporary on the network, whose so-

ution is out of the scope of this paper. The remaining 37% of the flows
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Fig. 8. Results of TimeD on PlanetLab.

Fig. 9. Time behavior of the losses over the satellite network.
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10 http://www.garr.it
are the ones we target with our approach. Fig. 7 (right) shows the dis-

tribution of the loss-burst length for 2 flows from these classes. For

one of them, the loss bursts have sizes ranging from 1 to 5 packets.

For the other flow, the distribution has a geometric-like shape, with

bursts ranging from 1 to about 25 packets. The two flows are exam-

ples of the possible distribution of losses over the Internet, indicating

that the losses happen in bursts, mostly of small size. Similar consid-

erations can be done with the other traffic profiles. According to these

results, our approach can be effectively used in 37% of the cases, and it

is even more useful over satellite networks, as shown in Section 6.3.1.

6.2.2. TimeD results

We generate UDP flows with different CBR and VBR traffic profiles

from a set of selected source/destination pairs. The nodes used for the

tests have been selected looking at the results of the analysis reported

in the previous section. Fig. 8 shows the results obtained in terms

of loss decorrelation (left) and video distortion reduction (right) for

one source/destination pair. Unless specifically reported, similar con-

siderations can be made in the other cases. The plot on the left of

Fig. 8 shows the average loss-burst size and its standard deviation

(the vertical segments) as a function of the packet size (packet rate is

50 pps in this case) when using and not using TimeD. As shown, the

average loss-burst length reduces from about 2.5 packets per burst to

about 1 packet per burst, as in the case of uncorrelated losses. This

testified that TimeD is able to completely spread the losses. The plot

also shows that the standard deviation of the loss bursts is highly de-

creased when using TimeD, which implies higher predictability of the

losses.

The right plot of Fig. 8 shows that the video distortion is also

highly reduced thanks to TimeD, with both video sequences. In partic-

ular, in absence of TimeD, the normalized distortion varies in 220 →
250 for the Claire video sequence, and in 200 → 230 for the Foreman

video sequence. When using TimeD, the distortion is always smaller

than 160 for both video sequences. Where the losses have the high-

est correlation (for packet size of 64 bytes) the distortion is reduced

about 45% (from 250 to 140). This is a direct consequence of the loss-

burst reduction and it means that the benefits can actually be ex-

ploited by real applications.
.3. Experiments on satellite network

Satellite networks are being more and more used for Internet ac-

ess (for rural areas, in-flight and over-sea connectivity, etc.), while

eing particularly exposed to bursty losses. For these experiments

e use a commercial satellite connection from one of the largest

roviders in Europe. The satellite connection is bidirectional and has

ominal bandwidth of about 3 Mbps in downlink and 300 Kbps in

plink. Our testbed is composed of hosts connected to the Internet

hrough the satellite connection, and servers located in our Univer-

ity (connected to the Internet though the GARR10). We generate UDP

ows with different CBR and VBR traffic profiles, with average packet

izes ∈ {64; 128; 256; 512; 1024; 1472} bytes and rates ∈ {10; 100;

000} pps. It is worth noting that with packet size > 512 bytes and

ate of 1000 pps the link is completely saturated. Flows have dura-

ion of 3 → 10 min and every experiment is repeated 10 times. Before

eploying TimeD on this infrastructure, we perform a set of measure-

ents to understand the loss characteristics of the satellite channel.

.3.1. Characteristics of the losses over the satellite link

As anticipated in Section 4.2.1, to choose the measurement period

e study the literature and we analyze the time behavior of the losses

ver the satellite network. In Tao et al. (2004) the authors perform

long-term measurement campaign, and report the long-term de-

ay and loss rate measured over different paths connecting the same

osts. The results show that there is high variability in the loss rate,

nd, if observed with a resolution of 1 min (i.e. computing the av-

rage loss rate over 1 min intervals), the paths look quite different.

hey also show that the average value of the loss-variation period is

→ 4 min. Fig. 9 shows a zoom of the samples of the packet loss over

he satellite network, during a period of 10 min, sending packets of

28 bytes at 1000 pps. As we can see, there are periods (e.g. between

50 and 450 s, and between 520 and 600 s) in which the loss rate is

arger than that in the other periods (e.g. between 0 and 80 s). We

lso observe that the duration of such good and bad periods is gener-

lly between 50 and 100 s. Tests performed with other traffic profiles

http://www.garr.it
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Fig. 10. Loss burst distribution and autocorrelation over the satellite network.

Fig. 11. Results of TimeD on satellite network.
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vidence the same behavior. This result, confirming previous results

n literature (Tao et al., 2004), motivates our choice of evaluating the

tatus of the network every 1 min.

Regarding the burstiness of the losses, 50% of the flows expe-

ience losses over this network scenario, and they can be divided

n 4 classes. Fig. 10 shows the typical loss-burst length distribu-

ion (left) and loss autocorrelation (right) of flows – in the down-

ink direction – belonging to the 4 classes. To study the autocorre-

ation of the loss process, we follow the methodology proposed in

ajnik et al. (1999).

As shown in the left plot of Fig. 10, for all the flows the loss burst

engths range from 1 to 5 packets. On the other hand, as shown in the

ight plot of Fig. 10, the loss process presents a high autocorrelation,

hich means that the losses are indeed bursty. For example, fitting

he loss process of such flows with a 2-MC11 gives πb of 0.002 →
.005 and ρ of 30 → 400. Such results indicate that the losses over

he satellite link are not frequent but highly correlated. This means

hat in this scenario TimeD can provide high benefits, as shown in the

ext section.

.3.2. TimeD results

We experimentally verify the improvements achieved with TimeD

n terms of average loss-burst length reduction. The left plot of

ig. 11 is related to CBR traffic having packet size ∈ {64, 128, 256}

ytes and packet rate of 1000 pps. We observe that, when not us-

ng TimeD, the average loss-burst length on the link is between 1.5

nd 3 packets, with a very high standard deviation (see the ver-

ical segments). The use of TimeD allows to reduce both the aver-

ge loss-burst length and the related standard deviation. As a re-

ult, the loss-burst length is always smaller than 1.12, and the loss
11 As the correlation persists also at lags > 2, fitting the process with a Markov Chain

ith a higher number of states is also possible. However, 2-MC represents the best

ompromise between accuracy and complexity.

t

T

s

c

f

orrelation at lag 2 (not shown here for space constraints) is always

maller than 0.01. The experiments performed with the other traf-

c profiles evidence similar results. This means that, thanks to its

eatures, TimeD is able to decorrelate the losses in real networks, al-

owing the applications to experiment a channel that is close to the

ernoulli one.

Finally, we analyze the benefits achievable by a real application

sing the video distortion model presented in Section 6.1. The right

lot of Fig. 11 shows the video distortion estimated by the model for

wo test video sequences subject to the losses reported in the left

lot of the same figure (with and without TimeD). As we can see, in

ccordance with the model, the distortion increases with the loss-

urst length. Consequently, the video flows whose packets are inter-

eaved by TimeD experience smaller average and standard deviation

alues of the video distortion. Where the losses are more correlated

for packet size of 256 bytes) TimeD improves the distortion of more

han 65% (from 450 to 150).

Summarizing, we can say that TimeD highly improves the perfor-

ance of applications such as those for video communications, pro-

iding higher Quality of Experience.

.4. Packet release strategy

Before closing the paper, we present results on the effectiveness of

he packet release strategy described in Section 4.2.3. Fig. 12 shows

he time behavior of the bitrate of VBR traffic flows with exponen-

ially distributed packet rate (average value is 100 pps) and constant

acket size of 512 bytes, over Satellite network. The different lines in

he figure show the profiles of the injected traffic and of the received

raffic when TimeD enables and disables the packet release strategy.

he continuous spikes in the bitrate of the flow received when such

trategy is disabled are due to the sudden buffer emptying. On the

ontrary, when the packet release strategy is enabled, TimeD closely

ollows the original traffic profile.
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Fig. 12. Benefit of the packet release strategy.
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7. Conclusion

Most of the related works either proposing the use of interleaving,

or other techniques to cope with bursty losses, adopted theoretical or

simulative approaches. When proposing a real implementation and

experimentation of the interleaving, they were not meant to work

with other applications than the one targeted. On the contrary, our

a solution is able to work with all the possible applications based on

the Internet Protocol, providing benefits to the (large) body of them

that suffer from bursty losses. To reach this target, in this work we

studied through a comprehensive analysis the possibility to deploy

time diversity at IP level in real networks. Firstly, we analytically de-

rived how to properly configure a block interleaving as a function

of the network losses. Secondly, we confirmed the analytical results

through a simulator purposely developed, evidencing also possible

counter effects. Then, we presented our tool, called TimeD, for deploy-

ing time diversity at the IP level, analyzing, discussing, proposing and

integrating in TimeD effective solutions for several issues arising from

its use in real environments. We validated the tool in emulation, un-

derlining how it allows to achieve the expected results thanks to its

particular features. Afterwards, we moved on real wired and wireless

networks, where we studied the burstiness of losses, providing evi-

dences and quantitative evaluations. Finally, we used TimeD on such

real networks, demonstrating its positive impact on loss burstiness in

general and on the performance of a UDP-based video application.

In this paper, we analyzed the benefits achievable with TimeD ex-

plicitly targeting UDP traffic. Moreover, we performed experiments

using, as a test case, a video application. We remark, however, that

TimeD has been conceived to be used at the IP level, independently

on the upper- and lower-layer protocols. While the buffering delay

introduced by the interleaver naturally suits the requirements of non-

interactive applications (e.g. audio and video streaming), we believe

that other classes of applications – like for example DNS or uTP-based

applications – can possibly profit from the use of TimeD.

Our ongoing work is concerned with the use of TimeD with other

applications and network technologies. Moreover, we are studying

the interactions between TimeD and transport protocols adopting

congestion control strategies (SCTP, DCCP, and TCP) and we are per-

forming a careful analysis of the interleaving applied on bidirectional

traffic using TimeD on both ends of network paths.

Finally, as for the use of TimeD in specific application scenarios, we

have two ongoing activities: (i) we are experimenting it into home

routers of the BISmark (Sundaresan et al., 2011) project and (ii) we

plan to release it as a userspace library that applications running on

a host can use.
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