
Planning and Acting

Prediction and search Receding horizon



Planning and Acting
Multiple levels of deliberation and representation

- Hierarchically organized deliberation
- Continual online deliberation



Planning and Acting
Multiple levels of deliberation and representation

- Hierarchically organized deliberation
- Continual online deliberation
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Planner Hierarchy

• Hierarchical planning systems typically share a structured
and clearly identifiable subdivision of functionality regarding 
distinct program modules that communicate with each 
other in a predictable and predetermined manner.

• At a hierarchical planner’s highest level, the most global and 
least specific plan is formulated (deliberative planner).

• At the lowest levels, rapid real-time response is required, 
but the planner is concerned only with its immediate 
surroundings and has lost the sight of the big picture.
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Strategic
Global 
Planning

Tactical
Intermediate 
Planning

Short-Term
Local 
Planning

Actuator
Control

Actions

Global 
Knowledge

Local 
World
Model

Intermediate
Sensor
Interpretations

Sensing Real - Time

Time
Horizon

Long - Term

Spatial
Scope

Global

Immediate
Vicinity

Hierarchy of
Planning Systems World Model



41

Hierarchical Planners vs. BBS

Hierarchical Planners
• Rely heavily on world models,
• Can readily integrate world knowledge,
• Have a broad perspective and scope.
BB Control Systems
• afford modular development,
• Real-time robust performance within a changing world,
• Incremental growth
• are tightly coupled with arriving sensory data.
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Hybrid Control 
• The basic idea is simple: we want the best of both worlds 

(if possible). 

• The goal is to combine closed-loop and open-loop
execution.

• That means to combine reactive and deliberative control.

• This implies combining the different time-scales and 
representations. 

• This mix is called hybrid control. 

Hybrid robotic architectures believe that a union of deliberative and 
behavior-based approaches can potentially yield the best of both worlds.
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Organizing Hybrid Systems 
Planning and reaction can be tied:

A: hierarchical integration -
planning and reaction are involved 
with different activities, time scales

Level N

Level 2

Level 1

Level 0

More Reactive

More Deliberative

A

Deliberation Projection

Planner

Reactor

B

Behavioral Advice
Configurations
Parameters

B: Planning to guide reaction -
configure and set parameters for 
the reactive control system.

C: coupled - concurrent activities

Planner Reactor

C
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Organizing Hybrid Systems 

In summary, a modern hybrid system typically consists of three components: 

a reactive layer 

a planner 

a layer that puts the two together.

=> Hybrid architectures are often called three-layer architectures.

It was observed that the emerging architectural design of choice is:
– multi-layered hybrid  comprising of

* a top-down planning system and 
* a lower-level reactive system.

– the interface (middle layer between the two components) design is 
a central issue in differentiating different hybrid architectures.
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The Magic Middle: Executive Control 

 The middle layer has a hard job: 
1) compensate for the limitations of both the planner and the reactive 

system 

2) reconcile their different time-scales.

3) deal with their different representations.

4) reconcile any contradictory commands between the two. 

 This is the challenge of hybrid systems 
=> achieving the right compromise between the two ends.



AI Planning Paradigms

• Classical Planning
• Temporal Planning
• Conditional Planning
• Decision Theoretic Planning
• …
• Least-Commitment Planning
• HTN planning
• …



















Classical Planning Problem



Classical Planning



STRIPS Domain

Init: On(a,Table), On(b,table), On(c,table) Goal: On(a,table),On(b,a), On(c,b)  

STanford Research Institute Problem Solver [Fikes, Nilsson, 1971] 



STRIPS-like Domain









Planning Problem

• Planning Domain: 
– Operators as preconditions and effects

• Planning Problem:  
– Initial State, Planning Domain, Goals



Planning Domain

• Frame Problem:
- How to represent unchanged facts?
- Example: I go from home (state S) to the store (state S’). In S’: 

The house is still there, Rome is still the largest city in Italy, my 
shoes are the same, etc..

- Path Planning has not this issue (sub-symbolic representation)

• Ramification Problem:
- How to represent indirect effect of the actions
- I go from home (state S) to the store (state S’). In S’: 

The number of people in the store went up by 1, 
The contents of my pockets are now in the store, etc..



STRIPS Domain

States:
- Set of well-formed formulas (wffs: conjunction of literals) 

Set of Actions, each represented with: 
– Preconditions (list of predicates that should hold)
– Delete list (list of predicates that will become invalid)
– Add list (list of predicates that will become valid) Actions thus allow variables 

A goal condition:
- Well-formed formula



























PDDL Domain
Planning Domain Definition Language

(standard language for classical AI planning)

Components of a PDDL planning task: 
• Objects: Things of interest 
• Predicates: Relevant properties of objects (can be true or false)
• Initial state: The initial state of the world 
• Goal specification: Desiderata 
• Actions/Operators: Means to change the state of the world

Planning Domain: predicates and actions. 
Planning Problem: initial state and goal specification.



PDDL Domain
Planning Domain Definition Language

(standard language for classical AI planning)

Planning Domain: 

(define (domain <domain name>)
<PDDL code for predicates>
<PDDL code for first action>
[...]
<PDDL code for last action>
)

Planning Problem

(define (problem <problem name>)
(:domain <domain name>)
<PDDL code for objects>
<PDDL code for initial state>
<PDDL code for goal specification>
)

(:objects rooma roomb ball1 ball2 ball3 ball4 
left right)

(:predicates (ROOM ?x) (BALL ?x) (GRIPPER 
?x) (at-robby ?x) (at-ball ?x ?y) (free ?x) (carry 
?x ?y)) 

(:init (ROOM rooma) (ROOM roomb) (BALL 
ball1) (BALL ball2) (BALL ball3) (BALL ball4) 
(GRIPPER left) (GRIPPER right) (free left) (free 
right) (at-robby rooma) (at-ball ball1 rooma) 
(at-ball ball2 rooma) (at-ball ball3 rooma) (at-
ball ball4 rooma))

(:goal (and (at-ball ball1 roomb) (at-ball ball2 
roomb) (at-ball ball3 roomb) (at-ball ball4 
roomb)))



PDDL Domain
Planning Domain Definition Language

(standard language for classical AI planning)

Planning Domain: 

(define (domain <domain name>)
<PDDL code for predicates>
<PDDL code for first action>
[...]
<PDDL code for last action>
)

Planning Problem:

(define (problem <problem name>)
(:domain <domain name>)
<PDDL code for objects>
<PDDL code for initial state>
<PDDL code for goal specification>
)

(:action move :parameters (?x ?y) 
:precondition (and (ROOM ?x) (ROOM ?y) (at-
robby ?x)) :effect (and (at-robby ?y) (not (at-
robby ?x))))

(:action pick-up :parameters (?x ?y ?z) 
:precondition (and (BALL ?x) (ROOM ?y) 
(GRIPPER ?z) (at-ball ?x ?y) (at-robby ?y) (free 
?z)) :effect (and (carry ?z ?x) (not (at-ball ?x 
?y)) (not (free ?z))))





























Linear Planning

• A linear planner is a classical planner such that:
– no importance distinction of goals
– all (sub)goals are assumed to be independent
– (sub)goals can be achieved in arbitrary order

• Plans that achieve subgoals are combined by placing all steps 
of one subplan before or after all steps of the others 
(=non-interleaved)



Linear Planning

• Means-Ends analysis
– What means (operators) are available to achieve the ends (goals)
– Difference between goal and current state
– Operator to reduce the difference
– Means-ends analysis on new subgoals



STRIPS Planning



Linear Planning

• Advantage:
– Goals are solved one at a time (ok if independent)
– Sound

• Disadvantage
– Suboptimal solutions (number of operators in the plan)
– incomplete















Non-Linear Planning

• Basic Idea
– Goal set instead of goal stack 
– Search space all possible subgoal orderings
– Goal interactions by interleaving 

• Advantages
– Sound, complete, can be optimal with respect to plan length 

(depending on search strategy employed) 

• Disadvantages
– Larger search space



Non-Linear Planning



Heuristics for Forward-Chaining Planning

Several classical planning style are available:
- http://icaps-conference.org/index.php/Main/Competitions

Forward-chaining planners: 
- solving an abstraction of the original, hard, planning problem

The most widely used abstraction involves planning using `relaxed actions', where the 
delete effects of the original actions are ignored.

Examples: 
FF [Hoffmann & Nebel 2001], HSP [Bonet & Geffner 2000], UnPOP [McDermott 1996] 
use relaxed actions as the basis for their heuristic estimates

FF was the first to count the number of relaxed actions in a relaxed plan connecting 
the goal to the initial state



ROSPlan
The ROSPlan framework provides a collection of tools for AI Planning in a ROS system. 
ROSPlan has a variety of nodes which encapsulate planning, problem generation, and 
plan execution

https://kcl-planning.github.io/ROSPlan/

• Knowledge Base stores a PDDL model
• Problem Interface used to generate a PDDL problem, 
publish it on a topic, or write it to file
• Planner Interface used to call a planner and publish the 
plan to a topic, or write it to file
• Parsing Interface used to convert a PDDL plan into ROS 
messages, ready to be executed.
• Plan Dispatch encapsulates plan execution.



STRIPS and Games

Behavior of Non Player Characters (NPCs) can be described by abstract actions defined in 
a symbolic world model, e.g. First-Person Shooter (FPS) games

F.E.A.R. (short for First Encounter Assault Recon) is a horror-themed first-person shooter 
developed by Monolith Productions

– Gamespot’s Best AI Award in 2005

– Ranked 2nd in the list of most influential AI games

The agents’ behavior is a function of the generated plans based on goals, state, and 
available actions

Jeff Orkin: Three States and a Plan: The AI of F.E.A.R. Proceedings of the Game Developer's Conference (GDC)

Olivier Bartheye and Eric Jacopin: A PDDL-Based Planning Architecture to Support Arcade Game Playing




