Temporal Constraints
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Temporal Constraints as Inequalities

* X beforey <X

* Xmeetsy Xt=7%"

« xoverlapsy (Y =X I&IX=Y)
« xduring y (F=X) &(X"=X")
% RS (X =Y) & (X* <Y
+ X finishes y X <Y)&X =Y
+ xequalsy (X =Y)&X"=Y")

Inequalities may be expressed as binary interval relations:
X" -Y <[-mnf, 0]



Metric Constraints

* Going to the store takes at least 10 minutes and at most 30 minutes.
— 10 < [T*(store) — T-(store)] < 30

* Bread should be eaten within a day of baking.
— 0 < [T*(baking) — T-(eating)] < 1 day

* Inequalities. X < Y. may be expressed as binary interval relations:
—o= i < [ XF - Y] <0



Temporal Constraint Networks

* A set of time pomts X, at which events occur.

* Unary constraints

(a,<X.<b,)or(a; <X.<b,)or..

* Binary constraints

(3 <X;-X;<by)or(a, <X,-X;<b;)or..



Temporal Constraint Satisfaction

Problem
[30,40]
[10.20] _ [60.inf]




Simple Temporal Networks

Simple Temporal Networks:

» A set of time poimts X. at which events occur.

« Unary constraints

* Binary constraints
(8, < Xj -X;<by)

Sufficient to represent:
» most Allen relations
* simple metric constraints

Can’t represent:
* Disjoint activities




Simple Temporal Networks

[30,40]
[10,20] '




TCSP Queries

(Dechter, Meiri, Pearl, AlJ91)

Is the TCSP consistent?
What are the feasible times for each X,?

What are the feasible durations between
each X;and X;?

What is a consistent set of times?
What are the earliest possible times?

What are the latest possible times?



TCSP Queries

(Dechter, Meiri, Pearl, AlJ91)

|s the TCSP consistent? Planning
What are the feasible times for each X,?

What are the feasible durations between each X.and
Xj?

What is a consistent set of times?

What are the earliest possible times? Execution

What are the latest possible times?



STN example

430,340




To Query STN Map to
Distance Graph G, =<V,E >
Edge encodes an upper bound on distance to target from source

_ .- X.<Db..
Tij = (a..< Xj - X. < bij) X] Xl = blj

= 1

[10,20]

[30,40]

(10,20

[40,50]

[60,70]



Induced Constraints for G,

constraint: iy=i, i;=..., i, =]

k
Z l]l i]
j=1
S

—Intersected path traints:

X=X = dl.].
where d; is the shortest path fromito j



Compute Intersected Paths
by All Pairs Shortest Path

(e.g., Floyd-Warshall’s algorithm )

1.fori:=1tondod,« O;
2.fori,j:=1tondod; «a;;

3.fork:=1tondo "

4. fori,j:=1tondo iQ
5. d; «min{d;, dy +d}; J



Shortest Paths of G,
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Test Consistency:
No Negative Cycles

d-graph



Latest Solution

Node 0 is the reference.
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Earliest Solution

Node 0 is the reference.
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Feasible Values
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d-graph
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A Complete CBI-Plan is a STN

Thrust
Goals | Delta_V(direction=b, magnitude=200) |

Attitude




A Complete CBI-Plan is a STN

[1035, 1035]

- ‘ -
‘ [130,170] .




DS1: Remote Agent
Remote Agent on Deep Space 1

. V Started: January 1996 [P
Launch: Fall 1998

Copyright B. Williams 16.412J/6.834], Fall 03




Remote Agent Experiment: RAX

Remote Agent Experiment

See rax.arc.nasa.gov
May 17-18th experiment

* Generate plan for course correction and thrust
» Diagnose camera as stuck on
— Power constraints violated, abort current plan and replan
» Perform optical navigation
* Perform ion propulsion thrust

May 21th experiment.
» Diagnose faulty device and

— Repair by issuing reset.
» Diagnose switch sensor failure.

— Determine harmless, and continue plan.
* Diagnose thruster stuck closed and

— Repair by switching to alternate method of thrusting.
* Back to back planning

Copyright B. Williams 16.4123/6.834J, Fall 03




Remote Agent

Remote Agent ' Ground|
Mission System
Manager Vg - ' :

Planner/ e OV 4 Real-Time|
Scheduler EIEAENOSIENY .
Execution |

Planning Experts | Fault
(incl. Navigation) | Monitors

Copyright B. Williams 16.4121/6.8347, Fall 03



Remote Agent

Thrust
Goals

Afttitude

Engine

Copyright B. Williams 16.4121/6.8347, Fall 03



Remote Agent

* Mission Manager

Thrust -
Goals Delta V(direction=b, magnitude=200)

Attitude

Copyright B. Williams 16.4121/6.8341, Fall 03




Remote Agent

* Constraints:

Delta V(direction=b, magnitude=200)

Engine

Copyright B. Williams 16.4127/6.8347, Fall 03




Remote Agent

* Planner starts

Thrust
Goals | Delta V(direction=b, magnitude=200)

Attitude

Copynght B. Wilhams 16.4121/6.834], Fall 03




Remote Agent

* Planning

Thrust o~ .
Goals | Delta_V(direction=b, magnitude=200)

Attitude

Copyright B. Williams 16.4121/6.8341, Fall 03



Remote Agent

 Final Plan

Thrust .
Goals | Delta_V(direction—b, magnitude=200)

Attitude

Copyright B. Williams 16.4121/6 8347, Fall 03



Remote Agent

e Constraints

Thrust
Goals Delta V(direction=b, magnitude=200)

Attitude

Engine

Copyright B. Williams 16.4121/6.8347, Fall 03



Remote Agent

* Flexible Temporal Plan through least
commitment




Remote Agent
Planning
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Remote Agent

* Planning to plan

Goal Cruise_to_Target(t)
Planning Idle Planning
/ before
Nav Dead Reckoning Orbit Calc | Idle
/ before
Imaging Idle Imaging Idle

¢ contained by

Attitude | Point(a) | Turn(a.b) Point(b) Turn(b.a)




Remote Agent

* Periodic planning and replanning

Plan
fa_ilmi

v N

Standby | Standby | Getplan

- Mode J plan request from Planner
R i
P]ammllg X7 Next horizon Plan
assumptions ———— saady
violated 5 ) =
Plan

-

failure \\____" Running 1;,/ ' S

a plan 2




Remote Agent

Executive system dispatch tasks

Remote Agent " Ground |

Mission Scripted o System
Mananer Executive ‘I: / -

/

Planner/ ; N Real-Time|
Scheduler Diagnosis  / :
& Repair /[ Execution

Planning Experts | Fault
(incl. Navigation) | Monitors

Copyright B. Williams 16.4121/6.8347, Fall 03




Remote Agent

* The Plan Executor has two duties:
— Select and Schedule activities for execution

— Update the network (constraint propagation) after the
action execution or execution step (latency)

e Executor Cycle:
— Activity Graph (STN) from Planner
— Propagate with latency

— Enabled time points = scheduled parents (fixed time
points)

— Select and Schedule enabled time points
— Propagate constraint network given the new binds




Remote Agent

* Executing Flexible Plans

Copynight B. Wilhams

 Propagate temporal constraints
* Select enabled events

* Terminate preceding activities
* Run next activities

16.412)/6.834J, Fall 03



Remote Agent

* Constraint propagation can be costly

CONTROLLED SYSTEM

Copyright B. Williams 16.4127/6.8347, Fall 03



Remote Agent

* Constraint propagation can be costly

CONTROLLED SYSTEM

Copyright B. Williams 16.4121/6.834J, Fall 03




Remote Agent

e Solution: compile temporal constraints to an
efficient network

CONTROLLED SYSTEM

Copyright B. Williams 16.4127/6.8347, Fall 03




Remote Agent

 Dispatchability :
— Alcuni vincoli non J J
visibili a tempo di ‘ s S = :
esecuzione; |~

— Occorre rendere la
rete dispatchable aggiungendo vincoli impliciti (e.g. D

prima di B)
— Compilare la rete in : B e
forma dispatchable: : -
* Introdotti vincoli
impliciti ! i S f

0.0 i 7[99, ~
. . . . . }
* Tolti vincoli ridondanti &

A



Dispatchability

A Sample Execution™

E E

LSl 55l
2 2 ’ = =D z.* S ":3'-'-'!‘+D
w0 3 w0 7
':|-‘-+ i _E '|:|""' +“_2
C c

After executing B at time 5, it turns out that C
must be executed at time 4 (which is already past).

* | Muscettolz, Morris, & Tsamardinos 1893




Dispatcher

Greedy Dispatcher”

While some time-points not yet executed:

Wait until some time-point is executable.
If more than one, pick one to exacute.

Propagate updates only to neighboring time-
points (i.e., do not fully update 1).

' (kuscettola, Mors, & Tsamardinos 1003



Dispatcher

TIME DISPATCHING ALGORITHM:
1. Let
A = {start_time_point}
current_time = D
5 = {}

2. Arbitrarily pick a time point TP in A such
that current_time belongs to TP'’s time bound;

3. 5et TP's execution time to current_time and add
TP to 5;

4, Propagate the time of execution
to its IMMEDIATE NEIGHBORS in the distance
graph;

5. Put in A all time points TPx such that all
negative edges starting from TPx have a
destination that is already in 5;

6. Wait uwntil current time has advanced to
some time between

min{lower_bound(TP) : TP in A}
and
min{upper_bound(TP) : TP in A}
7. Go to 2 until every time point is im 5.



Dispatchability

Dispatchability™

o An5THN that is guaranteed to be satisfied by the
Greedy Dispatcher is called dispatchable.

o Any consistent STM can be transformed into an
equivalent dispatchable STN.

o Step I: The corresponding AlFPairs graph is
equivalent and dispatchable.

o Step Il: Remove lwer- and upper-dominated
edges (does not affect dispatchability].
¥ [ Muscettola, Morris, & Tsamardinos 1908 ).



Dispatchability

Lower and Upper Dominance”

A<l ¢ u,_ 4290 _ W
o Fi ™ Ed
¢ < H‘H" DR, DL V) %""“. A=
B W

e [he negative edge AC is lower-dominated if:
§=¢d¢+ DB,

e | he non-pegative edge UW is upper-domin’d if;
¢ =D V) + d

' (Musosttola, Momis, & Tsamardinoes 1998)




Dispatchability

All pair graph

Filtered graph

O'%>-0~5 Oy O



Controllability

Alcune attivita non sono controllabili, ma solo
osservabili

E.g. after start_turn, end _turn ? Quando
finisce?

Il grafo delle attivita STN contiene time point
controllabili e non controllabili

Le attivita non controllabili non possono
essere schedulate, ma solo osservate

Propagazione?



Controllability

Controllability lssues™

o In reabworld zpplications, an agent may only
contral some time-points directly; others may
be controlled by other agents or Nature.

e Such a network is called controllable if there ex-

ists a strategy for the agent to etecute the
time-paoints under its direct contral that will en-
sure the consistency of the network—no matter
how the other agents or Mature execute their
time-points.

' (vidal & Ghallab 1995; Vidal & Fargier )




prima di X, B
vincola X

— Soluzione Dinamica:

B dopo X

— Soluzione Forte:

Ba99

Controllability

Gestire eventi non controllabili
Es. Se B schedulato

(1, 101
1. 100 X L.
A e = Y% C
[1.11 % .
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0.0 h!" '
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Controllability

 Weak Controllability:

— For each uncontrollable event there exists a scheduling for
the execution;

e Strong Controllability:

— There exists a scheduling that works for all the
uncontrollable events;

* Dynamic Controllability:

— For each uncontrollable past event there exists a
scheduling for the execution.



