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Abstract

The emerging applications of the small-scale primary-user (PU) paradigm require Cognitive Radio (CR) networks to explicitly support the mobility of a multitude of PUs, concurrently using the same spectrum band. In this paper, the effects of multiple mobile PUs on the spectrum sensing functionality are analyzed to jointly maximize the sensing efficiency and the sensing accuracy. To this aim, as first, a new mathematical model (the aggregate PU model) is proposed to effectively describe the cumulative effects of multiple mobile PUs on the spectrum sensing functionality. Then, stemming from this model, closed-form expressions for the sensing time and the transmission time that jointly maximize the sensing efficiency and the sensing accuracy are derived. Through the derived closed-form expressions, the following fundamental questions are answered: (i) How long can a CR user transmit without interfering with the multiple mobile PUs? (ii) How long must a CR user observe a targeted spectrum band to reliably detect multiple mobile PUs? All the theoretical results are derived by adopting a general mobility model for the multiple mobile PUs. The analytical results are finally validated through simulations.

1. Introduction

Spectrum Sensing is a key functionality in Cognitive Radio (CR) networks [1,2]. Through spectrum sensing, unlicensed users (CR users) can recognize and dynamically exploit portions of the radio spectrum whenever they are vacated by licensed users, referred to as Primary Users (PUs).

The main objective of spectrum sensing is to provide spectrum opportunities to CR users without interfering with the primary network. Consequently, the sensing accuracy and the sensing efficiency are considered key factors for the overall performance of a CR network [1,3]. Since it is widely recognized that the sensing time parameters, i.e., the sensing time and the transmission time, influence both the sensing accuracy and the sensing efficiency [4,5,1,6], a proper selection of the sensing time parameters is necessary.

In this paper, we derive closed-form expressions for the values of the sensing time and the transmission time that jointly maximize the sensing efficiency and the sensing accuracy in presence of multiple mobile PUs using the same spectrum band.

More in detail, as first, we propose a new mathematical model to effectively describe the cumulative effects of multiple mobile PUs on the spectrum sensing functionality. In fact, due to the distinctive features of the CR paradigm, it is not possible to utilize results available in the classical communication network paradigms to model the interaction among multiple mobile PUs and an arbitrary CR user (Section 4.1). Specifically, we develop the concept
of aggregate PU (Definition 6 in Section 4.1) to represent in a compact form the overall mobility pattern generated by the multiple mobile PUs.

Then, stemming from these results, we analytically derive the criteria for tuning the sensing time and the transmission time to jointly maximize the sensing efficiency and the sensing accuracy. More in detail, we derive closed-form expressions for both the sensing time parameters that allow us to answer the following questions: (i) How long can a CR user transmit without interfering with the multiple mobile PUs? (ii) How long must a CR user observe a targeted spectrum band to reliably detect multiple mobile PUs? Such closed-form expressions reveal a non-linear dependence of the sensing and transmission times from the mobility patterns and the traffic activities of the multiple mobile PUs.

All the theoretical results are derived by adopting a general PU mobility model, in order to assure generality to the analysis.

In a nutshell, the main contributions made in this paper are: (i) the development of the aggregate PU model for describing the cumulative effects of multiple PUs on the spectrum sensing functionality; (ii) the derivation of closed-form expressions for the overall mobility pattern generated by the PUs roaming according to a general mobility model; (iii) the derivation of closed-form expressions for both the sensing time parameters that jointly maximize the sensing efficiency and the sensing accuracy in presence of multiple mobile PUs.

The rest of the paper is organized as follows. In Section 2, we discuss the related work. In Section 3, we describe the system model along with some preliminaries. In Section 4, we develop the aggregate PU model and we derive closed-form expressions for the overall mobility pattern generated by the multiple PUs. These results are used in Section 5 to set the sensing time parameters according to the dynamics and traffic activities of multiple mobile PUs. We validate the analytical results by simulation in Section 6. In Section 7, we conclude the paper, and, finally, some proofs are provided in the appendices.

2. Related Work

So far, the majority of research in spectrum sensing focuses on improving the sensing accuracy and the sensing efficiency by setting the sensing time parameters under the assumption of static CR and PU networks [4,3,5,7,8].

Contrary to such a common assumption, the emerging of a plethora of key applications for the small-scale PU paradigm, e.g., military applications, requires to explicitly account for the mobility of the PUs. Specifically, since mobility changes dynamically the mutual distances among the PUs and the CR users, the mobility varies in time the CR user capability to sense the PU transmissions [6,10,11]. Hence, the spectrum sensing functionality must tune its sensing time parameters according to the mobile PU dynamics to assure both sensing accuracy and sensing efficiency, as recently proved in [6].

Specifically, [6] the problem of setting of the sensing time parameters in mobile environments is addressed. Nevertheless, the derived results cannot be applied when the small-scale PU paradigm is considered. In fact, the analysis in [6] is carried out by assuming a single PU using the targeted spectrum band. Such a hypothesis is not realistic in small-scale PU scenarios due to the joint effects of short PU transmission range and PU mobility.

3. Assumptions and Preliminaries

In this section, we collect some definitions that will be used through the paper, and we describe the adopted network model.

Definition 1. With reference to a targeted spectrum band, two are the spectrum occupancy models:

- Single PU for Band (SPB) spectrum occupancy model: there is only one PU roaming within the network region using the targeted band;
- Multiple PU for Band (MPB) spectrum occupancy model: there are multiple PUs roaming within the network region sharing the targeted band.

3.1. Network Model

In this paper we adopt the MPB spectrum occupancy model. Specifically, \( \Pi \triangleq \{\{PUs\}\} \) denotes the set of \( N \) PUs moving according to a general mobility model, independently of each other, in a network region \( A \) and using the same spectrum band. The PU mobility patterns are identically distributed. \( R \) and \( f_{X_{CR}}(x_{CR}) \) denote the protection radius\(^2\) and the probability density function (pdf) of the steady-state spatial distribution of an arbitrary PU, respectively. The traffic of the \( i \)-th PU is modeled as a two state birth–death process [3,11,6], with death rate \( \alpha_i \) and birth rate \( \beta_i \). In the “on” state PU, is active with probability \( P_{on,i} = \beta_i / (\alpha_i + \beta_i) \), whereas in the “off” state it is inactive with probability \( P_{off,i} = \alpha_i / (\alpha_i + \beta_i) \).

The CR users are assumed static and uniformly distributed in the network region \( A \). \( f_{X_{CR}}(x_{CR}) \) denotes the pdf of the CR user spatial distribution.

3.2. Preliminaries

Let us consider an arbitrary PU, say PU\(i\), moving in the network region \( A \) according to its steady-state spatial distribution.

\(^2\) The identical distribution assumption is verified by a large number of very popular mobility models, e.g. the random walk and its derivatives, the random waypoint and the random direction mobility model [12]. Moreover, it is not restrictive, since it can be removed and the following analysis continues to hold by easily extending the derived results.

\(^3\) To avoid harmful interference against the PUs, the CR users should detect active PUs within a range, referred to as protection range, determined by the PU transmission range and by the CR interference range [4,13,6].
Definition 2. An arbitrary CR user is inside the protection range \( R \) of PU\(_i\), if PU\(_i\) is placed within a disk \( C(x_{CR}) \) of radius \( R \) around the CR user location \( x_{CR} \), i.e., if the Euclidean distance between the CR user and PU\(_i\) is not greater than \( R \). In the following, we refer to \( C(x_{CR}) \) as CR interference region.

We observe that the value of \( R \) mainly depends on the PU transmission power, the CR sensitivity, and the adopted channel model [14]. Hence, the widely-adopted geometric model [14–17] used in Definition 2 allows us to account for the aforementioned system/environmental parameters.

Definition 3. Here we provide the definitions of the main parameters characterizing the patterns of an arbitrary mobility model.

- The out time \( \Theta_i \) denotes the random time interval PU\(_i\) spends out of the interference region of an arbitrary CR user.
- The sojourn time \( S_i \) denotes the random time interval PU\(_i\) spends inside the interference region of an arbitrary CR user.
- The inter-arrival time \( T_i = S_i + \Theta_i \) denotes the random time interval between two consecutive arrivals of PU\(_i\) in the interference region of an arbitrary CR user.
- The arrival rate \( \lambda_i \) is the random arrival rate of PU\(_i\) in the interference region of an arbitrary CR user, and it is equal to the inverse of the inter-arrival time, i.e., \( \lambda_i = 1/T_i \).

In [6] the average value of \( T_i \), \( \lambda_i \), \( S_i \), and \( \Theta_i \) are derived by assuming the SPB model, i.e., by assuming that PU\(_i\) is the only PU roaming in the network region using the targeted spectrum band. Due to the identical distribution of the PU mobility patterns, it results: \( T_{SPB} \triangleq E[T_i], \lambda_{SPB} \triangleq E[\lambda_i], S_{SPB} \triangleq E[S_i], \) and \( \Theta_{SPB} \triangleq E[\Theta_i] \) for any PU\(_i\) in \( \Pi \).

Definition 4. The maximum interference probability \( P_{int,i} \) denotes the maximum value of the interference probability that PU\(_i\) can tolerate on its transmissions.

Definition 5. The sensing efficiency \( \eta \) is the ratio between the time devoted to the CR transmissions \( T_{Tx} \) (transmission time) and the sensing period \( T_{sp} \):

\[
\eta \triangleq \frac{T_{Tx}}{T_{sp}} = \frac{T_{Tx}}{T_s + T_{Tx}}
\]

where \( T_{sp} \) is defined as the sum of the time devoted to the sensing \( T_s \) (sensing time) and the time devoted to the CR transmissions.

4. Aggregate Primary-User: An overall perspective

Here, first we present the Aggregate PU model in Section 4.1. Then, in Section 4.2, we characterize the aggregate PU mobility pattern. These results will be used in Section 5 for singling out the criteria for a proper tuning of the sensing time parameters in small-scale PU networks.

4.1. Aggregate PU Model

Let us consider the whole set \( \Pi \triangleq \{ PU_i \}_{i=1}^N \) of PUs roaming according to a general mobility model in the network region \( A \), starting from their steady-state spatial distribution.

Definition 6 (Aggregate PU). The aggregate PU is a model for describing the overall mobile pattern generated by the \( N \) PUs roaming in the network region \( A \). Specifically, the aggregate PU is considered inside an arbitrary CR interference region if at least one of the \( N \) PUs roaming in the network region \( A \) is inside the CR interference region.

Definition 7. Here we provide the definitions of the main parameters characterizing the mobility patterns of the aggregate PU.

- The aggregate out time \( \Theta_{MPB} \) denotes the random time-interval the aggregate PU spends out of the CR interference region, i.e., according to Definition 6, the random time interval in which no PU belonging to \( \Pi \) is inside the interference region of an arbitrary CR user.
- The aggregate sojourn time \( S_{MPB} \) denotes the random time interval the aggregate PU spends inside the CR interference region, i.e., according to Definition 6, the random time interval in which at least one PU \( \in \Pi \) is inside the interference region of an arbitrary CR user.
- The aggregate inter-arrival time \( T_{MPB} = S_{MPB} + \Theta_{MPB} \) denotes the random time interval between two consecutive arrivals of the aggregate PU within the interference region of an arbitrary CR user.
- The aggregate arrival rate \( \lambda_{MPB} \) is the random arrival rate of the aggregate PU within the interference region of an arbitrary CR user, and it is equal to the inverse of the aggregate inter-arrival time, i.e., \( \lambda_{MPB} = 1/T_{MPB} \).

Remark 1. According to the well-known results of the queuing theory, the overall inter-arrival time of \( N \) mobile nodes within the range of another arbitrary node can be easily calculated as the inverse of the sum of the single arrival rates\(^4\) [18]. This result cannot be used to derive the aggregate inter-arrival time, for the distinctive features of the CR paradigm. As an example, let us consider the case depicted in Fig. 1, where \( \Pi \) is constituted by two PUs. Fig. 1 shows PU\(_1\) arriving within the CR interference region during the PU\(_1\) sojourn time. Hence, the PU\(_2\) arrival does not contribute to decrease the aggregate inter-arrival time but it causes the increasing of the aggregate sojourn time, as shown by the green rectangles.

4.2. Aggregate PU mobility characterization

Stemming from the aggregate PU model presented in Section 4.1, here we characterize the overall mobility

\(^4\) When the arrivals are independent, the overall inter-arrival time is simply equal to \( 1/(\lambda_1 + \cdots + \lambda_N) \).
pattern generated by the PUs in $\Pi$, by deriving closed-form expressions for the average aggregate inter-arrival rate (Theorem 1), the average aggregate sojourn time (Proposition 1) and the average aggregate out time (Proposition 2).

In order to prove Theorem 1 and Propositions 1 and 2, Lemma 1 (based on Eq. (6) in [6]) and Lemma 2 (based on Eq. (24) in [11]) are required, along with Definition 8.

**Definition 8.** Through the paper, the following events are taken into account:

- Event $I_{\text{SPB}}$: an arbitrary CR user is inside the protection range of an arbitrary PU.
- Event $O_{\text{SPB}}$: an arbitrary CR user is out of the protection range of an arbitrary PU.
- Event $I_{\text{MPB}}$: an arbitrary CR user is inside the protection range of at least one PU in $\Pi$, i.e., the CR user is inside the protection range of the aggregate PU.
- Event $O_{\text{MPB}}$: an arbitrary CR user is out of the protection range of any PU in $\Pi$, i.e., the CR user is out of the protection range of the aggregate PU.

**Lemma 1.** The average arrival rate $\overline{\lambda}_{\text{SPB}}$ of an arbitrary PU in $\Pi$ in the interference region of a CR user is equal to:

$$\overline{\lambda}_{\text{SPB}} = \frac{1 - P(I_{\text{SPB}})}{\overline{D}} \int_{A} f_{\text{CR}}(x_{\text{CR}}) f_{\text{PS}}(x_{\text{PU}}) dx_{\text{PU}}$$

where $P(I_{\text{SPB}})$ is the probability of the event $I_{\text{SPB}}$, $f_{\text{i}(l)}$ is the pdf of the random variable representing the Euclidean distance covered by the PU during a movement period, and $\overline{D}$ is the average value of the random variable $D$ representing the time spent by the PU to complete a movement [6].

**Lemma 2.** The probability of event $I_{\text{MPB}}$ is equal to:

$$P(I_{\text{MPB}}) = 1 - P(O_{\text{MPB}}) = 1 - \int_{A} (1 - P(I_{\text{SPB}}|x_{\text{CR}})) f_{\text{X}_{\text{CR}}}(x_{\text{CR}}) dx_{\text{CR}}$$

$$= \sum_{k=1}^{N} \binom{N}{k} \int_{A} P(I_{\text{SPB}}|x_{\text{CR}})^{k} (1 - P(I_{\text{SPB}}|x_{\text{CR}}))^{N-k} f_{\text{X}_{\text{CR}}}(x_{\text{CR}}) dx_{\text{CR}}$$

where $P(I_{\text{SPB}}|x_{\text{CR}}) \triangleq \int f_{\text{PS}}(x_{\text{PU}}) f_{\text{X}_{\text{CR}}}(x_{\text{PU}}) dx_{\text{PU}}$.

**Theorem 1 (Average Aggregate Arrival Rate).** The average aggregate arrival rate $\overline{\lambda}_{\text{MPB}}$ of the PUs in $\Pi$ roaming within the network region $A$ according to a general mobility model is given by:

$$\overline{\lambda}_{\text{MPB}} = \overline{\lambda}_{\text{SPB}} \int_{0}^{+\infty} N \left( 1 - (1-p)(N-1) \right) \left( P(s)(1-p(s))^{N-1} \right)^2$$

$$+ \sum_{k=1}^{N-2} \binom{N}{k} \int_{0}^{+\infty} P(s)^{N-k-1} \left( 1 - P(s) \right)^{k(N-1)} f_{\text{SPB}}(s) ds \int_{0}^{+\infty} \psi(N,p,s) f_{\text{SPB}}(s) ds$$

where $f_{\text{SPB}}(s)$ denotes the probability density function of the sojourn time process of an arbitrary PU in $\Pi$, $p(s)$ denotes the conditioned probability of having at least one arrival $A_{i}$ of PU $i \in \Pi$ within the CR interference region during the sojourn time of $\Pi$ $i \in \Pi$, i.e., $\psi(s) \triangleq P(A_{i} \in S_{i}|S_{i} = s)$.

**Proof.** See Appendix A. \(\square\)
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Insight 1. Theorem 1 reveals that the average aggregate arrival rate $\overline{\lambda}_{\text{MPB}}$ is a non-linear function of $N$, as shown in Fig. 2. This is crucial since, as we prove in Section 5, the average aggregate arrival rate dominates the tuning of the sensing time parameters, and thus the CR spectrum opportunities. More specifically, the average aggregate arrival rate $\overline{\lambda}_{\text{MPB}}$ satisfies the following inequality:

$$\overline{\lambda}_{\text{MPB}} < N\overline{\lambda}_{\text{SPB}}$$  \hspace{1cm} (5)

In fact, when $p(s) > 0$, we have $\int_0^\infty \psi(N, p(s))f_{s}(s)ds < N$. This result agrees with the reasonings in Remark 1.

We note that:

$$\lim_{p(s) \to 0} \overline{\lambda}_{\text{MPB}} = N\overline{\lambda}_{\text{SPB}}$$  \hspace{1cm} (6)

This result is reasonable since, when $p(s) \to 0$, the PU arrivals do not belong to the sojourn times of the other PUs. Hence, the aggregated arrival rate is equal to the sum of the single arrival rates.

Corollary 1 (Average Aggregate Inter-Arrival Time). The average aggregate inter-arrival time $\overline{T}_{\text{MPB}}$ of the PUs in $\Pi$ roaming within the network region $\mathcal{A}$ according to a general mobility model is given by:

$$\overline{T}_{\text{MPB}} = \frac{\overline{T}_{\text{SPB}}}{\int_0^\infty \psi(N, p(s))f_{s}(s)ds}$$  \hspace{1cm} (7)

Proof. See Appendix B. $\square$

Remark 2. From (7), it results that $\overline{T}_{\text{MPB}}$ depends on two factors: (i) the PU mobility model, through $\overline{T}_{\text{SPB}}$, $p(s)$ and $f_{s}(s)$; (ii) the number N of PUs that are sharing the same spectrum band. More in detail, $\overline{T}_{\text{MPB}}$ depends through $\overline{T}_{\text{SPB}}$ on the average PU velocity, the normalized protection radius $R/a$, and the size of the network region $\mathcal{A}$ [6].

Remark 3. As stated before, $p(s)$ and $f_{s}(s)$ depend on the adopted PU mobility model. In particular, when the arrival counting process of the arbitrary PU is a Poisson process, the arrival time process has an Erlang distribution of parameter $\overline{\lambda}_{\text{SPB}}$. This assumption is verified by a very large number of mobility models, as for example the Random Walk Mobility (RWM) and its derivatives, the Random WayPoint Mobility (RWPM) and the Random Direction Mobility (RDM) models [6,12,19]. It is also verified by experimental mobility models based on human mobility as shown in [20–23]. In these cases, $p(s) = 1 - e^{-\overline{\lambda}_{\text{SPB}}}s$ and the sojourn time process has an exponential distribution with parameter $1/\overline{\lambda}_{\text{SPB}}$.

Proposition 1 (Average Aggregate Sojourn Time). The average aggregate sojourn time $\overline{S}_{\text{MPB}}$ of the PUs in $\Pi$ roaming within the network region $\mathcal{A}$ according to a general mobility model is given by:

$$\overline{S}_{\text{MPB}} = \frac{P(\overline{T}_{\text{MPB}})\overline{T}_{\text{SPB}}}{\int_0^\infty \psi(N, p(s))f_{s}(s)ds}$$  \hspace{1cm} (8)

Proof. See Appendix C. $\square$

Proposition 2 (Average Aggregate Out Time). The average aggregate out time $\overline{\sigma}_{\text{MPB}}$ of the PUs in $\Pi$ roaming within the network region $\mathcal{A}$ according to a general mobility model is given by:

$$\overline{\sigma}_{\text{MPB}} = \frac{P(\overline{\sigma}_{\text{MPB}})\overline{T}_{\text{SPB}}}{\int_0^\infty \psi(N, p(s))f_{s}(s)ds}$$  \hspace{1cm} (9)

Proof. See Appendix D. $\square$

From Insight 1, the following two insights for the average aggregate sojourn time and for the average aggregate out time follow.

Insight 2. The average aggregate sojourn time $\overline{S}_{\text{MPB}}$ satisfies the following inequality:

$$\overline{S}_{\text{MPB}} > \frac{P(\overline{T}_{\text{MPB}})\overline{T}_{\text{SPB}}}{\overline{T}_{\text{SPB}}}$$  \hspace{1cm} (10)

In fact, when $p(s) > 0$, $\overline{\lambda}_{\text{MPB}} < N\overline{\lambda}_{\text{SPB}}$. Hence, from (8), it follows $\overline{S}_{\text{MPB}} > \frac{P(\overline{T}_{\text{MPB}})\overline{T}_{\text{SPB}}}{\overline{T}_{\text{SPB}}}$. By accounting for $\overline{S}_{\text{SPB}} = P(\overline{T}_{\text{SPB}})\overline{T}_{\text{SPB}}$ [6], (10) follows. Clearly, when $p(s) \to 0$, by accounting for (6), one has $\overline{S}_{\text{MPB}} \to \frac{P(\overline{T}_{\text{MPB}})\overline{T}_{\text{SPB}}}{\overline{T}_{\text{SPB}}} N$.

Insight 3. The average aggregate out time $\overline{\sigma}_{\text{MPB}}$ satisfies the following inequality:

$$\overline{\sigma}_{\text{MPB}} > \frac{P(\overline{\sigma}_{\text{MPB}})\overline{T}_{\text{SPB}}}{\overline{\sigma}_{\text{SPB}}}$$  \hspace{1cm} (11)

In fact, when $p(s) > 0$, $\overline{T}_{\text{MPB}} > \overline{T}_{\text{SPB}}$, from (8), it follows $\overline{\sigma}_{\text{MPB}} > \frac{P(\overline{\sigma}_{\text{MPB}})\overline{T}_{\text{SPB}}}{\overline{\sigma}_{\text{SPB}}}$. By accounting for $\overline{\sigma}_{\text{SPB}} = P(\overline{\sigma}_{\text{SPB}})\overline{T}_{\text{SPB}}$.
[6], (11) is obtained. Clearly, when \( p(s) \to 0 \), by accounting for (6), one has \( \overline{\text{\( S_{MPB}\)}} \to \frac{P(O_{MPB})}{P(I_{MPB})} \frac{P_{\text{off}}}{P_{\text{on}}} \).

Proposition 1 and 2 reveal that the evaluation of the average aggregate sojourn time \( S_{MPB} \) and the average aggregate out time \( \overline{\text{\( S_{MPB}\)}} \) requires the knowledge of \( P(I_{MPB}) = 1 - P(O_{MPB}) \). In [11], \( P(I_{MPB}) \) has been evaluated only for one-dimensional network regions and only for two mobility models. In the following, we derive a closed-form expression of \( P(I_{MPB}) \) for bi-dimensional network regions and for a general mobility model. Then, we confer completeness to the analysis by providing more accurate closed-form expressions for two widely adopted mobility models, i.e., the RWPM and the RWM.

**Proposition 3.** The probability \( P(I_{MPB}) \) of a CR user being inside the protection range of at least one PU in \( \Pi \), roaming within a two-dimensional network region \( A = [0, a] \times [0, a] \) according to a general mobility model, can be approximated when \( R \ll a \) as follows:

\[
P(I_{MPB}) = 1 - P(O_{MPB}) \simeq 1 - \left(1 - \frac{\pi R^2}{a^2}\right)^N \tag{12}
\]

**Proof.** See Appendix E. \( \square \)

**Proposition 4.** The probability \( P^{RWM}(I_{MPB}) \) of a CR user being inside the protection range of at least one PU in \( \Pi \), roaming within a two-dimensional network region \( A = [0, a] \times [0, a] \) according to the RWM, can be approximated as follows:

\[
P^{RWM}(I_{MPB}) = 1 - P^{RWM}(O_{MPB}) \simeq 1 - \left(1 - \frac{\pi R^2}{a^2}\right)^N \tag{13}
\]

**Proof.** See Appendix F. \( \square \)

(13) coincides with (12) due to the uniform steady-state spatial distribution of the PUs roaming according to the RWM model.

**Proposition 5.** The probability \( P^{RWPM}(I_{MPB}) \) of a CR user being inside the protection range of at least one PU in \( \Pi \), roaming within a two-dimensional network region \( A = [0, a] \times [0, a] \) according to the RWPM, can be approximated as follows:

\[
P^{RWPM}(I) = 1 - P^{RWPM}(O) \simeq 1 - \frac{1}{a^2} \int_A \left(1 - \frac{3\pi R^2}{2a^2} \right) \left( [R^2 + 6y_{\text{CR}}(y_{\text{CR}} - a)] \right. \]
\[
\times \left. \left[ R^2 + 6x_{\text{CR}}(x_{\text{CR}} - a) - 12x_{\text{CR}}y_{\text{CR}}(x_{\text{CR}} - a)/(y_{\text{CR}} - a) \right] \right)^N \times dx_{\text{CR}}dy_{\text{CR}} \tag{14}
\]

**Proof.** See Appendix G. \( \square \)

5. **Aggregate Primary-User: Criteria for tuning the sensing time parameters**

Here, we derive the criteria for tuning the sensing time parameters when multiple PUs roaming in the network region are sharing the targeted spectrum band. Specifically, we provide closed-form expressions of the transmission time and the sensing time that jointly maximize the sensing efficiency and the sensing accuracy.

**Proposition 6.** Let us consider the PUs in \( \Pi \) roaming within a network region \( A \) according to a general mobility model. An arbitrary CR user, aiming to satisfy the PU interference constraint and to maximize the sensing efficiency for a given value of the sensing time, must set the transmission time \( T_{Tx}^{MPB} \) as follows:

\[
T_{Tx}^{MPB} = F_{MPB}^{-1}\left(1 - \frac{\min\{P_{\text{off},i}\}}{\prod_{i=1}^N P_{\text{off},i}}\right) \tag{15}
\]

where \( P_{\text{off},i} \) is the maximum interference probability tolerated by PU \( i \in \Pi \). \( P_{\text{off},i} \) is the off-state probability of PUs, and \( F_{MPB}^{-1}() \) is the cumulative distribution function of the aggregate inter-arrival time process.

**Proof.** See Appendix H. \( \square \)

**Remark 4.** As proved in Appendix H, the transmission time \( T_{Tx}^{MPB} \) set according to Eq. (15) maximizes the sensing efficiency (Definition 5) for a given value of the sensing time, since \( T_{Tx}^{MPB} \) is the maximum value of the transmission time satisfying the PU interference constraint.

**Remark 5.** From (15), it results that if the interference constraint \( \min\{P_{\text{off},i}\} = P_{\text{on}} \) in \( \Pi \) is active, i.e., \( \min\{P_{\text{off},i}\} = P_{\text{on}} \triangleq 1 - \prod_{i=1}^N P_{\text{off},i} \), it results \( T_{Tx}^{MPB} = F_{MPB}^{-1}(1) \). This means that a CR user can transmit for an infinite time, as expected.

**Corollary 2.** If the aggregate inter-arrival time process has an exponential distribution of parameter \( \overline{\text{\( S_{MPB}\)}} \), an arbitrary CR user, aiming to satisfy the PU interference constraint and to maximize the sensing efficiency for a given value of the sensing time, must set the transmission time \( T_{Tx}^{MPB} \) as follows:

\[
T_{Tx}^{MPB} = \overline{\text{\( S_{MPB}\)}} \log \left(\frac{1 - \prod_{i=1}^N P_{\text{off},i}}{1 - \prod_{i=1}^N P_{\text{off},i} - \min\{P_{\text{off},i}\}}\right) \tag{16}
\]

**Proof.** See Appendix I. \( \square \)
Proposition 7. Let us consider the PUs in \( \Pi \) roaming within a network region \( \mathbf{A} \) according to a general mobility model. An arbitrary CR user, aiming to maximize the sensing accuracy, must set the sensing time \( T_s^{\text{MPB}} \) as follows:

\[
T_s^{\text{MPB}} < \overline{S}_{\text{MPB}}
\]

where \( \overline{S}_{\text{MPB}} \) is the average aggregate sojourn time given in (8).

Proof. See Appendix J. \( \square \)

The rationale behind Proposition 7 is that observing the band for a time greater than the average aggregate sojourn time \( \overline{S}_{\text{MPB}} \) has two effects: (i) the probability \( P_d^{\text{RSS}} \) of detecting the aggregate PU does not improve; (ii) the probability \( P_f^{\text{RSS}} \) of false detecting the aggregate PU increases. Hence, in mobile scenarios, the sensing accuracy does not improve by observing the channel for sensing time longer than the average aggregate sojourn time \( \overline{S}_{\text{MPB}} \). This is an important result compared to static scenarios where it is well-known that longer sensing times lead to higher sensing accuracy.

Remark 6. We underline that the developed theoretical analysis implicitly accounts for the channel propagation conditions and the noise levels. In fact the decision variable \( Y \) and the threshold \( \gamma \) of the arbitrary adopted sensing technique determining the expressions of the detection \( P_d^{\text{RSS}} \) and false-alarm \( P_f^{\text{RSS}} \) probabilities (see Appendix J for details) depend on the adopted channel and noise models as shown in [24,25].

Remark 7. Result (17) holds regardless of the adopted spectrum sensing technique. Moreover, result (17) is reasonable. In fact, if an arbitrary CR user is out of the protection range of any PU in \( \Pi \), i.e., if the event \( C_{\text{MPB}} \) occurs, the CR user can use the band without interfering any PU in \( \Pi \). So, it is useless to waste time by sensing a free band. Clearly, the amount of the average aggregate sojourn time to be devoted to the sensing depends on the specific sensing technique adopted. In particular, if \( \overline{S}_{\text{MPB}} \to 0 \) then \( T_s^{\text{MPB}} \to 0 \) as well. This agrees with the intuition: if the PUs are never in the CR interference region, it is useless to sense a free band.

6. Validation of the theoretical results

In this section, we first validate the derived analytical results by Monte Carlo simulations. Then, we show the effects of the different mobility parameters on the aggregate PU dynamics. This is crucial for the performance of a CR network, since as proved in Section 5, the aggregate PU mobility pattern dominates the tuning of the sensing time parameters.

We place uniformly \( 10^2 \) CR users in a bi-dimensional network region \( \mathbf{A} = [0,a] \times [0,a] \). The PUs move according to the RWM model and the RDM model for enough time to assure \( 10^3 \) inter-arrival events. Moreover, they start their movements from the steady-state spatial distribution and they randomly choose the normalized velocity \( v/a \) according to a uniform distribution in the interval \( [0.1,0.9] \) m/s. Finally, the normalized protection range \( R/a \) of the arbitrary PU in \( \Pi \) is set equal to two different values in order to confer generality to the analysis, i.e., 0.01 and 0.02.

Fig. 3 shows the average aggregate inter-arrival time \( \overline{T}_{\text{MPB}} \) vs the number \( N \) of PUs in \( \Pi \), for both the considered mobility models. The analytical results evaluated according to (7) match well the simulation results, for both the considered mobility models. In particular, we note that \( \overline{T}_{\text{MPB}} \) is a non-linear function of the number \( N \) of PUs, in agreement with Insight 1.

Figs. 4 and 5 show the sensing time \( T_s^{\text{MPB}} \) and the transmission time \( T_{\text{Tx}}^{\text{MPB}} \) as the number of PUs in \( \Pi \) increases, for both the considered mobility models. We set \( \min_i \{ P_{\text{off},i} \} = 10^{-2} \) and \( P_{\text{eff},i} = 2/3 \) \( \forall i = 1, \ldots, N \). The analytical results are obtained by setting \( T_s^{\text{MPB}} \) according to the upper bound derived in Proposition 7, i.e., \( T_s^{\text{MPB}} = \overline{S}_{\text{MPB}} \).
and by setting $T_{MPB}^{Tx}$ according to (16). We note that the theoretical results match well the simulation results, for both the considered mobility models. In particular, with reference to the sensing time, $T_{MPB}^{s}$ is a non-linear function of the number $N$ of PUs. Furthermore, we observe that the curve trend appears almost constant, since the normalized protection range $R/a = 0.15$; $R/a = 0.1$, and hence $P(I_{MPB})$ derived in (12) is very small. Finally, with reference to the transmission time, when $N$ increases, $T_{MPB}^{Tx}$ decreases non-linearly. This behavior is due to two factors: (i) the decreasing of the aggregate inter-arrival time as $N$ increases; (ii) the increasing of the probability of the aggregate PU being active as $N$ increases.

Figs. 6 and 7 depict the instantaneous interference levels produced by a CR user on the aggregate PU transmissions for the RWM and the RDM mobility models, respectively. The horizontal red line represents $\min_i|P_{int,i}| = 10^{-2}$. The results confirm the benefits of setting the transmission time according to the theoretical result, for both the considered mobility models. In particular, the average interference levels (obtained by averaging the instantaneous interference levels over the simulation time) on the aggregate PU transmissions are equal to $0.00998 \approx 10^{-2}$ for the RWM and $0.0099 \approx 10^{-2}$ for the RDM, in agreement with Proposition 6.

Now, we show the effects of the different mobility parameters on the aggregate PU dynamics, since this is crucial for the tuning of the sensing time parameters. To this aim, let us consider Figs. 8–10 that report the average aggregate inter-arrival time $T_{MPB}$, the average aggregate sojourn time $S_{MPB}$ and the average aggregate out time $O_{MPB}$ vs the number of PUs in $\Pi$, for three different values of the normalized protection range, i.e., $R/a = 0.15$, $R/a = 0.1$ and $R/a = 0.05$, when the RWM is adopted.

First, we note that the aggregate inter-arrival time has a concave behavior as function of $N$. This is due to the opposite behaviors of the aggregate sojourn time and the aggregate out time as function of $N$. Specifically, when $N$ increases, $S_{MPB}$ increases, whereas $O_{MPB}$ decreases. However, the two curves exhibit different slopes. This means that, for small values of $N$, the decreasing of the aggregate out time dominates the increasing of the
aggregate sojourn time. As a consequence, the aggregate inter-arrival time decreases. Differently, for higher values of $N$, the increasing of the aggregate sojourn time dominates the decreasing of the aggregate out time. As a consequence, the aggregate inter-arrival time increases. The value of $N$ for which the aggregate inter-arrival time inverts its behavior depends on the PUs mobility parameters, as shown in Fig. 8. Specifically, as the normalized protection range $R/a$ increases, such a value of $N$ decreases. The reason is that, when $R/a$ increases, the probability of a CR user being inside the aggregate PU protection range increases as well. Similarly, as the average PU velocity decreases, the value of $N$ for which the aggregate inter-arrival time inverts its behavior decreases as well, since the time the aggregate PU spends inside the CR interference region increases.

7. Conclusions

The emerging applications of the small-scale primary-user (PU) paradigm requires Cognitive Radio (CR) networks to explicitly support the mobility of a multitude of PUs concurrently using the same spectrum band. Hence, in this paper, we answered the following fundamental questions to jointly maximize the sensing efficiency and the sensing accuracy in presence of multiple mobile PUs: (i) How long can a CR user transmit without interfering with the multiple mobile PUs? (ii) How long must a CR user observe a targeted spectrum band to reliably detect multiple mobile PUs? For this, we first proposed the aggregate PU model to effectively describe the cumulative effects of multiple mobile PUs on the spectrum sensing functionality. Then, stemming from this model, we derive closed-form expressions for the sensing time and the transmission time that jointly maximize the sensing efficiency and the sensing accuracy. We derived all the theoretical results by adopting a general mobility model for the multiple PUs, and we validated the analytical results through simulations.

Appendix A. Proof of Theorem 1

Let us consider the case $N = 3$. By accounting for the aggregate PU model developed in Section 4, a realization of the aggregate arrival rate is given by:

$$\lambda_{\text{MPB}} = \left\{ \begin{array}{ll}
\lambda_1 + \lambda_2 & \text{if } \bigcap_{j=1}^{3} \left\{ A_i \in S_i, A_i \neq S_i \right\} \\
\lambda_1 + \lambda_2 + \lambda_3 & \text{if } \bigcap_{j=1}^{3} \left\{ A_i \in S_i, A_i 
eq S_i \right\} \bigcup \left\{ A_i \in S_i, A_i \neq S_i \right\} \bigcup \left\{ A_i \in S_i, A_i \neq S_i \right\}
\end{array} \right. \bigcup \left\{ A_i \in S_i, A_i \neq S_i \right\}
$$

By accounting for the equal distribution and for the independence of the PU mobility patterns, the conditioned average value of $\lambda_{\text{MPB}}$ is given by:

\footnote{In (A1), we have denoted with $(B \cap C)$ or equivalently with $(B \cup C)$ the intersection of the events $B$ and $C$. Moreover, we have denoted with $(B \cup C)$ the union of the events $B$ and $C$.}
is finally obtained as \( \lambda_{\text{MPB}} = f_0^\infty E[\lambda_{\text{MPB}}|S = s] = 3T_{\text{MPB}}(1-p(s))^6 + 12T_{\text{MPB}}p(s)(1-p(s))^4 + 9T_{\text{MPB}}p(s)^2(1-p(s))^2 \)

\[
= -T_{\text{MPB}} \left\{ N(1-p(s))^{N(N-1)} + Np(s)(1-p(s))^{N-1}(N-1)^2 + \left( \frac{N}{1} \right) \left( \sum_{h=1}^{N-1} \left( \frac{N-1}{N-1-h+1} \right) (N-h-1)^2 + \right) \right\} 
\]

Appendix B. Proof of Corollary 1

Since \( T_{\text{MPB}} = \frac{1}{\psi_{\text{MPB}}^2} \), stemming from (4) and by accounting for \( T_{\text{SPB}} = \frac{1}{\psi_{\text{SPB}}^2} \), the proof follows.

Appendix C. Proof of Proposition 1

By accounting for the aggregate PU model developed in Section 4, the overall inter-arrival time process of the N PUs in \( \Pi \) roaming in a network region \( A \) is equivalent to the inter-arrival time process of a single aggregate PU roaming in the same network region. Thus, by using Little’s Theorem [18], the average aggregate sojourn time \( S_{\text{MPB}} \) is given by:

\[
\mathbb{E}[S_{\text{MPB}}] = P(I_{\text{MPB}})T_{\text{MPB}} 
\]

where \( P(I_{\text{MPB}}) \) is derived in (3). By substituting (7) in (C.1), the proof follows.

Appendix D. Proof of Proposition 2

By accounting for Definition 7 and (8), one has:

\[
\mathbb{E}[\text{MPB}] = T_{\text{MPB}} - S_{\text{MPB}} = (1 - P_{\text{MPB}}(I))T_{\text{MPB}} 
\]

By substituting (7) in (D.1), the proof follows.

Appendix E. Proof of Proposition 3

If \( R < a \), \( P(I_{\text{SPB}}|X_{\text{CR}}) \) can be assumed independent of \( X_{\text{CR}} \). As a consequence, from (3), one has:

\[
P(I_{\text{SPB}}) \approx 1 - (1 - P(I_{\text{SPB}}|X_{\text{CR}}))^N
\]

where \( P(I_{\text{SPB}}|X_{\text{CR}}) \) can be easily evaluated by the fraction of the network region covered by the arbitrary PU, i.e.,

\[
P(I_{\text{SPB}}|X_{\text{CR}}) \approx \frac{\pi R^2}{A^2}
\]

Appendix F. Proof of Proposition 4

By neglecting the border effects, i.e., by supposing \( R < a \), \( P(I_{\text{SPB}}|X_{\text{CR}}) \) in (3) can be calculated as follows:

\[
P(I_{\text{SPB}}|X_{\text{CR}}) \approx \int f_{X_{\text{SPB}}}(x_{\text{SPB}}) \, dx_{\text{SPB}} 
\]

By substituting (F.1) the expressions of the PU spatial distributions for the RWM in the two-dimensional case [26] and by using the notable relations [27]

\[
\int \sin^m(x) \, dx = -\frac{\cos(x)\sin^{m-1}(x)}{m} + \frac{1}{m} \int \sin^{m-2}(x) \, dx 
\]

and

\[
\int \cos^m(x) \, dx = \frac{\sin(x)\cos^{m-1}(x)}{m} + \frac{1}{m} \int \cos^{m-2}(x) \, dx 
\]

one obtains:

\[
P_{\text{RWM}}(I_{\text{SPB}}|X_{\text{CR}}) \approx \frac{\pi R^2}{a^2}
\]

By substituting (F.2) in (3), the proof follows.

Appendix G. Proof of Proposition 5

By neglecting the border effects, i.e., by supposing \( R < a \), \( P(I_{\text{SPB}}|X_{\text{CR}}) \) in (3) can be written as in (F.1). By substituting in (F.1) the expressions of the PU spatial distributions for the RWP in the two-dimensional case [28] and by using the notable relations [27]

\[
\int \sin^m(x) \, dx = -\frac{\cos(x)\sin^{m-1}(x)}{m} + \frac{1}{m} \int \sin^{m-2}(x) \, dx 
\]

and

\[
\int \cos^m(x) \, dx = \frac{\sin(x)\cos^{m-1}(x)}{m} + \frac{1}{m} \int \cos^{m-2}(x) \, dx 
\]

one obtains:

\[
P_{\text{RWP}}(I_{\text{SPB}}|X_{\text{CR}}) \approx \frac{3\pi R^2}{2a^4} \left[ R^2 + 6y_{\text{CR}}(y_{\text{CR}} - a) \right] 
\]

By substituting (G.1) in (3) and by accounting for the uniform distribution of the CR users, the proof follows.

Appendix H. Proof of Proposition 6

By accounting for the aggregate PU model developed in Section 4, we can adopt similar reasonings as in [6] for setting the transmission time allowing a CR user to respect the PU interference constraint and maximizing the sensing efficiency for a given value of the sensing time. Specifically, during two aggregate PU arrival events in a CR interference
region, a CR user can interfere the active aggregate PU during the transmission time. As a consequence, the CR transmission time cannot exceed the maximum interference time the active aggregate PU can tolerate between two arrival events, i.e., it cannot exceed the minimum of the maximum interference times the active PUs in I is active. This event has probability \( P_{\text{agg}} \leq 1 - \prod_{i} P_{\text{off}, i} \). As a consequence, we have:

\[
\mathcal{F}_{\text{agg}}(T_{\text{rx}}) P_{\text{agg}}(T_{\text{tx}}) = P(T_{\text{agg}} \leq T_{\text{tx}}) P_{\text{agg}}(T_{\text{tx}}) \leq \min\{P_{\text{int}, i}\}
\]

\[
\iff T_{\text{tx}} \leq \mathcal{F}_{\text{agg}}^{-1}\left(\min\{P_{\text{int}, i}\}\right)
\]

and the proof follows by considering the maximum \( T_{\text{tx}} \) satisfying (H.1).

**Appendix I. Proof of Corollary 2**

If the aggregate inter-arrival process has an exponential distribution of parameter \( \lambda_{\text{agg}} \), then \( \mathcal{F}_{\text{agg}}(t) = 1 - e^{-\lambda_{\text{agg}}t} \). Hence, the proof follows by accounting for (9) and (15).

**Appendix J. Proof of Proposition 7**

By accounting for the aggregate PU model developed in Section 4, we adopt similar reasons as in [6] for setting the sensing time. Specifically, \( Y \) and \( \gamma \) denote the decision variable and the threshold of a generic sensing technique, respectively. \( I_{\text{agg}}^{\text{agg}} \) and \( I_{\text{agg}}^{\text{agg}} \) denote the hypotheses of “no aggregate PU signal” and “aggregate PU signal transmitted”, respectively. The detection probability \( P_{d}^{\text{agg}} \triangleq P(Y > \gamma|I_{\text{agg}}^{\text{agg}}) \) is affected only by the event \( I_{\text{agg}}^{\text{agg}} \), since if the event \( O_{\text{agg}} \) occurs, the CR user cannot sense any PU in I. Instead, the false-alarm probability \( P_{f}^{\text{agg}} \triangleq P(Y > \gamma|I_{\text{agg}}^{\text{agg}}) \) is affected by both the events \( I_{\text{agg}}^{\text{agg}} \) and \( O_{\text{agg}} \). Specifically:

\[
P_{d}^{\text{agg}} = P(Y > \gamma|I_{\text{agg}}^{\text{agg}}) P(I_{\text{agg}}^{\text{agg}}) P(O_{\text{agg}})
\]

\[
P_{f}^{\text{agg}} = P(Y > \gamma|I_{\text{agg}}^{\text{agg}}) P(I_{\text{agg}}^{\text{agg}}) P(O_{\text{agg}})
\]  

\[
+ P(Y > \gamma|I_{\text{agg}}^{\text{agg}}) P(I_{\text{agg}}^{\text{agg}}) P(O_{\text{agg}}) 
\]

\[
> P(Y > \gamma|I_{\text{agg}}^{\text{agg}}) P(I_{\text{agg}}^{\text{agg}}) P(O_{\text{agg}}) 
\]  

with \( P(I_{\text{agg}}^{\text{agg}}) = \mathbb{E}_{\text{agg}} / T_{\text{agg}} \). From (J.1) and (J.2), it results that observing the band for a time greater than the average aggregate sojourn time \( \mathbb{E}_{\text{agg}} \) has two effects: (i) \( P_{d}^{\text{agg}} \) does not improve; (ii) \( P_{f}^{\text{agg}} \) can increase. Hence, for an efficient spectrum sensing, \( T_{\text{agg}} \) has to be set by accounting only for \( \mathbb{E}_{\text{agg}} \).
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