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Vision-Based Dynamic Virtual Fixtures for Tools
Collision Avoidance in Robotic Surgery

Rocco Moccia
and Fanny Ficuciello

Abstract—Inrobot-aided surgery, during the execution of typical
bimanual procedures such as dissection, surgical tools can collide
and create serious damage to the robot or tissues. The da Vinci
robot is one of the most advanced and certainly the most widespread
robotic system dedicated to minimally invasive surgery. Although
the procedures performed by da Vinci-like surgical robots are
teleoperated, potential collisions between surgical tools are a very
sensitive issue declared by surgeons. Shared control techniques
based on Virtual Fixtures (VF) can be an effective way to help the
surgeon prevent tools collision. This letter presents a surgical tools
collision avoidance method that uses Forbidden Region Virtual
Fixtures. Tool clashing is avoided by rendering a repulsive force to
the surgeon. To ensure the correct definition of the VF, a marker-less
tool tracking method, using deep neural network architecture for
tool segmentation, is adopted. The use of direct kinematics for tools
collision avoidance is affected by tools position error introduced
by robot component elasticity during tools interaction with the
environment. On the other hand, kinematics information can help
in case of occlusions of the camera. Therefore, this work proposes an
Extended Kalman Filter (EKF) for pose estimation which ensures
a more robust application of VF on the tool, coupling vision and
kinematics information. The entire pipeline is tested in different
tasks using the da Vinci Research Kit system.

Index Terms—Surgical robotics, collision avoidance, virtual
fixtures, surgical tool tracking, haptic feedback.

I. INTRODUCTION

INIMALLY Invasive Robotic Surgery (MIRS) has com-
Mpletely changed surgical procedures. Enhanced dex-
terity, ergonomics, motion scaling, and tremor filtering, are
well-known advantages introduced with respect to classical
laparoscopy. With the da Vinci robotic system (Intuitive Surgical
Inc., Sunnyvale, CA) the surgeon performs tasks in teleopera-
tion mode using only visual information of the surgical scene
provided by a 3D stereo viewer. During the execution of a
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surgical procedure, two or more tools can come dangerously
close to each other. The surgeon has a very limited vision on the
surgical site which reduces dexterity and increases the cognitive
workload, making the task most difficult to be performed. The
view the surgeon has could be insufficient to avoid collision,
thus this issue can cause tools or tissues damage. Experienced
surgeons develop strong capabilities to compensate for the
lack of haptic information, recreating the perception of haptic
feedback from visual cues of the surgical scene [1]. However,
recent studies demonstrate different performances in MIRS pro-
cedures between experienced and novice surgeons, suggesting
that haptic feedback effects performances differently based on
the operator’s level of experience with the robot [2]. Actually,
haptic feedback could significantly affect the performances of
novice surgeons, reducing training duration and improving the
effectiveness of the procedures.

A large number of surgical tasks can benefit from the in-
troduction of collision avoidance techniques. During robotic
polypectomy, one surgical tool has to cut around the polyp
while another tool keeps raised the surface of the polyp [3].
In this procedure, the surgeon performs a first cutting opera-
tion, then lifts the surface of the polyp and executes another
cutting task. An automatic robotic assistance to avoid collision
between the surgical tools can alleviate the surgeon workload
during the execution of this task, and can allow the surgeon
focusing on following the polyp margins. In procedures requir-
ing tissues removal with the use of electrocautery, the direct
coupling that occurs with a conductor, such as another tool, could
burn non-targeted tissue [4]. Collision between surgical tools in
MIRS can be avoided with the application of advanced shared
control techniques. In particular, Virtual Fixtures can impose
collision avoidance by rendering haptic cues to the surgeon.
Forbidden Region Virtual Fixtures (FRVF) restrict the motion
of the robot’s tool tip through a repulsive force rendered to the
surgeon. The da Vinci Research Kit (dVRK) is an open-source
mechatronic system, constituted by the first-generation of the
da Vinci robotic system equipped with electronics, firmware,
and software developed on purpose to create an open control
architecture. The dVRK allows testing new control methods and
it is already used to test VF-based methods [3] [5]. Since dVRK
robot joints are driven through cables that introduce elasticity,
backlash and non-linear friction [6], tools position information
obtained through direct kinematics is affected by errors and thus
requires correction. Therefore, to ensure a correct application of
the VF, a method for surgical tool tracking is strictly needed.
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A. Related Works

Rosenberg was the first author to introduce VF [7]. Since its
introduction, shared control techniques have had great success in
surgical applications and for collision and obstacle avoidance. Li
et al. presented an on-line collision avoidance method for real-
time interactive control of a surgical robot in geometrically com-
plex environments, such as the sinus cavities [8]. Ren et al. [9]
proposed dynamic active constraints using medical images. The
system builds potential fields to reduce the contact force between
the tool tips. Xia et al. [10] reduced the proportional gain in an
admittance control law according to the distance between the
tool tip and the nearest obstacle. This allowed the system to
smoothly avoid collisions. Rydén et al. showed a method to
create forbidden region virtual fixtures to protect an object from
undesired contacts, using point cloud streamed by an RGB-D
camera [11]. This method uses depth information and it is
generally applicable only for collision avoidance on the tool tips.
In [12], the authors proposed a vector-field-inequalities method
to provide dynamic active-constraints for collision avoidance
of any number of robots and moving objects sharing the same
workspace. Banach et al. proposed a Forbidden Region Active
Constraints strategy to avoid surgical tool clashing and, at the
same time, the collision with patient anatomy using elasto-
plastic frictional force control model [4]. In this work, the current
poses of the tools are tracked in real-time from the robot’s
kinematics of the dVRK. Thus, a non-compensated position
error could compromise the effectiveness of the method.

In the literature, most of the tracking methods used to correct
the surgical tool position error are realized using the sensors
of the robotic system or using external sensors integration, but
still obtaining limited accuracy. A significant improvement is
introduced by image-based approaches, detecting the tool’s po-
sition and orientation in the camera reference frame. In [13], the
authors presented a survey about vision-based and marker-less
surgical tool tracking. The works can be classified based on
the segmentation and tracking methods [14], most of them ex-
ploiting Random Forest (RF) or convolutional neural networks
(CNN) techniques. In [15], the authors combine a region-based
segmentation technique with point-based pose estimation, using
prior knowledge of the instrument shape through classifica-
tion with a Random Forest (RF), besides temporal motion is
incorporated with a Kalman filter. Du et al. [16] proposed
a 2D tracker based on a Generalized Hough Transform using
SIFT features which can both handle complex environmental
changes and recover from tracking failure. They extended the
work in [17], presenting a 2D pose estimation framework for
articulated endoscopic surgical instruments, which involves a
fully convolutional detection-regression network (FCN) and a
multi-instrument parsing component.

B. Contribution

This letter proposes a surgical tool collision-avoidance
method in MIRS. The goal is to improve safety in surgical
procedures, enhancing especially novice surgeons abilities. The
method is tested on the da Vinci Research Kit (dVRK). For-
bidden Region Virtual Fixtures are used to avoid surgical tool
clashing, by rendering a repulsive force to the surgeon which is
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Fig. 1. Experimental setup and frames definition. Gripper frame: F, :
(Ogy — Tg5Ygs Zg, ) and Tool tip frame Fy, : (Opy — Tio Yty 2ty )-

inversely proportional to the distance between tools. The method
includes a marker-less surgical tool tracking technique using an
Extended Kalman Filter (EKF) that couple vision and kinematics
information to enhance the robustness of VF application. Visual
information allows overcoming the large position error, that oc-
curs on the dVRK kinematics, especially when the surgical tools
interact with the environment. While kinematics data reinforce
the method in the presence of visual occlusions. To validate
the method, an extensively study involving human subjects is
conducted on two groups of surgeons, namely experts and novice
surgeons, each group is constituted by 6 subjects. The goal is
to demonstrate significant improvement in performances caused
by the introduction of force cues. The pipeline of the method is
articulated as follows:

1) Pre-operative calibration and stereo endoscopic images

acquisition;
2) tool segmentation and tool tip pose estimation from vision
algorithm;
3) kinematic and vision data fusion with EKF;
4) VF generation and force rendering.

II. SYSTEM DESCRIPTION
A. dVRK Robot

The dVRK robot is composed of two Patient Side Manipu-
lators (PSMs) and an Endoscope Camera Manipulator (ECM)
commanded by two Master Tool Manipulators (MTMs). Full
control of the dVRK robotic arms is possible thanks to an
open controller developed by [18]. To generate force cues, as
in [3] the MTMs are controlled through an impedance controller.
The surgical scene can be seen by the surgeon thanks to an
endoscope, including a stereo camera with 5 mm baseline. In
Fig. 1, the reference frames definition is shown. The base frame,
Fo, : (Op, — @, Yb, 2, )» 1s positioned at the PSM1 Remote
Center of Motion (RCM). Likewise, Fp, : (Ob, — Tty Ybs 2b,)
is the base frame centred in the PSM2 RCM. All the mea-
surements in this work will be expressed referring to the base
frame Fp, of the PSM2. The frames F, : (Og, — g, Yg: %g,)
and F,, : (Og, — x4,Yq, 24, ) are the grippers frames. The direct
kinematics of the dVRK allows computing the current position
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of the tools in the Cartesian space, providing the coordinates of
Oy, and Oy, in Fy, and F, respectively. The reference frames
Fiy 2 (O, — x4, yp, 2, ) and F, : (O, — T4, Yt, 21, ) have their
origins in the PSM1 and PSM2 tool tips, respectively. For each
PSM, the frames F, and F; have the same orientation and the
origin of F; is translated of 1 cm along the z-axis of F,. As
in [3], Zhang stereo camera calibration is performed to define
the camera reference frame F.. : (O, — x.y.2.) and a hand-eye
calibration is performed to find the transformation T'%? between
Fu, and F.. During the calibration process, the tool is placed in
ten fixed positions and the transformation is computed adopting
an absolute orientation formulation [19]. A hand-eye calibration
is performed to find the transformation Tgf between the fixed
frames of each robotic arm.

B. Tool Segmentation and 3D Reconstruction

The method directly uses laparoscopic images to track the sur-
gical instrument. A deep learning solution for instrument seman-
tic segmentation is employed. It is based on U-Net architecture,
which is a fully convolutional neural network, composed by a
contracting path to capture context and by an expanding path that
enables precise localization [20]. The system adopts the U-Net
modification proposed in [21], called TernausNet that uses pre-
trained VGG16 networks as an encoder. The network is trained
using the dataset provided for MICCAI 2017 Endoscopic Vision
Sub-Challenge: Robotic Instrument Segmentation' consisting of
8 x 225-frame sequences of high resolution stereo camera im-
ages acquired from a da Vinci Xi surgical system during several
different porcine procedures, with 2 Hz frame rate. The output
of the model is an image in which each pixel is the probability
value of belonging to the instrument or background area. Then
the binary segmentation is obtained, in which all the instrument
pixel values are set as 255 and all the background pixel values
are set as 0. The homographic transformation H between the
original left and right images is computed, using Scale-Invariant
Feature Transform (SIFT) for features detection and Fast Library
for Approximate Nearest Neighbors (FLANN) for matching, as
in [3]. To detect the tool tip on the image plane, the search area
range is reduced by re-projecting the tip kinematic position on
the image plane and by constructing a rectangle centered on the
projected point. Then, the 3D position of the PSM2 tip, expressed
in the camera frame F, is reconstructed by using a triangulation
method with direct linear transform. The tool orientation is
computed solving Pn P problem, which allows computing the
orientation of the object from a set of n correspondences between
3D points and their 2D projections [22]. In this case, the line of
symmetry of tool is computed, allowing the identification of
four specific points on the line in the image plane and their
correspondent 3D coordinates thanks to the knowledge of the
tool’s geometry. Finally, using transformation Tﬁ?, the tool tip
position and orientation of PSM2 is found, expressed in the base
frame Fy, . Fig. 2 shows the results of the segmentation method.

Uhttp://endovissub2017-roboticinstrumentsegmentation. grand-
challenge.org/
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(b)

Fig. 2. Segmentation method: (a) Original frame; (b) Binary mask; (c) Point
identification in the image plane; (d) Reference frame definition.

C. Surgical Tool Tracking

For the estimation and tracking of the instrument pose, the
Extended Kalman Filter (EKF) is used. Kalman filtering allows
combining visual information from the endoscope with the robot
kinematics [23]. The entire formulation is referred to PSM2 and
the subscript 2 is omitted in this subsection.

The filter provides an estimate of the tool tip pose ¢ =
[p;, q;]", being p, the true tool position, and g, = [1:, €7 its
quaternion-based true orientation in the base frame F,. The pre-
diction step provides a preliminary estimation of the instrument
pose through the linear and angular velocities of the gripper
provided by the manipulator kinematics. Then, the vision-based
estimated pose is used in the filter correction step. The process
dynamics for the state vector ¢ is given by:

Py =vg+ 8 (wy) g + 1y

! (1)
q; = 59 (wg) gy +my

where [v,, w,]” are the linear and angular velocity of the gripper

in F, S(-) is the skew-symmetric operator, 4 is the position

vector of the tool tip respect to the gripper, n = [n,, nq]T ~

N (0, N) is the process noise and

w= [l s

The error state vector is defined as ¢ = [p, d6]7. The orientation
error 60 is the 3 x 1 small-angle approximation vector of the
quaternion orientation error. The vision algorithm computes the
3D pose of the tool tip, so the measurement model is given by:

)

y=¢C+m )
where m ~ A (0, M) is the measurement noise. Then:
S (w ) 03 :| |:I3 03:|
F = g ; H = 4
[ 03 S(wg) 03 Ig ( )

where F' and H are respectively the control and measurement
matrix used in the EKF implementation. The output of the EKF
consists in the current pose of frame F; of PSM2 with respect
to the base frame F,.

D. Virtual Fixtures Generation

The collision avoidance between the two tools is ensured by
the application of a FRVF. To this purpose, the VF is defined
as the swept surface along the tool axis, the forbidden region is
around the PSM2. The VF has a cylindrical shape with a radius
which is double the tool radius.
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Assuming that the last two joints are kept still, the cylinder axis
direction corresponds to z,, axis of F;, tracked by the EKF. The
current pose of PSM1 is tracked in 3, using the dVRK kinemat-
ics and then mapped in Fj, through the transformation matrix
TZ? . The minimum distance between the PSM1 tool tip position
2 and the cylindrical FRVF corresponds to the length of the line
segment which joins perpendicularly the point to the axis minus
the radius of the cylinder. A constraint enforcement method is
defined, consisting in the application of a spring-damper like
force:

foj(@ @) =—K, & — D, (5)

where © = x4 — x is the displacement between the point x4,
belonging to the constraint geometry having minimum distance
from z. The matrices K,y and D, are properly designed
diagonal and positive definite. The external force is not directly
measurable, it is estimated by resorting to a non-linear dynamic
observer [5], [24], and [25]. Finally, the force imposed by the
Virtual Fixture is mapped on the MTM, so that it exhibits a
repulsive behaviour and it pulls the robot end-effector away from
the forbidden region. The MTM impedance controller exhibits
a closed-loop behaviour that can be described by

Mz + Dz + K ;& = f), (6)

where D = D + D, # contains the damping assigned both by
the impedance control and the constraint enforcement method.

III. EXPERIMENTAL EVALUATION

The experimental validation is performed on dVRK robot,
which is controlled at the MTM by an impedance controller
as described in Section II-A, with m,;; = 1.5 and d;; = 0, be-
ing the (7,7) entries of the matrices M and D, respectively.
The D, has been adapted according to the stiffness variation
such that d, s s = 21/my;ky s, Where dy g ;; and k, s ;; are the
diagonal values of the matrices D, and Ky, respectively
and k,r = 8 N/m, as in [5]. The dVRK dynamic parameters
are identified in [6]. During the experiments, two Endowristda
Vinci tools are used: curved scissors and Prograsp forceps. The
kinematics data from the dVRK are acquired at 200 Hz, while
the vision-based system estimated the tool position at the camera
frame rate of 25 Hz. The EKF approach allows overcoming this
limitation, providing tool pose at 200 Hz. The tool segmentation
is performed using GPU implementation on an NVIDIAGTX
1080 Ti to speed up computation.

A. Tracking Method Evaluation

The proposed tracking method is preliminarily evaluated on a
simple task, executed with dVRK robot. The task is planned ad
hoc to reduce the variability introduced by the telemanipulation,
and, thus, to obtain a reference target to measure the error.
Two specific points, placed on a phantom tissue at a distance
of 15 mm, are recorded offline from kinematic data, by hold-
ing the tool steady in the given positions. In this condition,
the position error introduced by the kinematics, in the two
selected points, is minimized since the tool is fixed and the
interaction force with the phantom goes towards zero. After
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Fig. 3. Two different frames of the second evaluation experiment; PSM1 tool
holds the center of the circle; PSM2 moves following the circle.

that, a linear path is defined analytically between the two points
to serve as ground truth for the evaluation. The experiment,
conducted to evaluate our tracking method, consists in moving
the tool, in teleoperation mode, along the defined linear path
drawn on the phantom. The task is performed slowly, with a
duration of 12 seconds, to minimize the error along the linear
path introduced by telemanipulation. During the task execution,
the surgical tool is tracked using the EKF method. Then, the
estimated pose is compared to the target linear path, obtaining
mean absolute errors of 0.126 + 0.08 mm along the x-axis, and
0.02 4+ 0.01 mm along the y-axis. The results demonstrate the
goodness of our tracking method. Furthermore, we computed
the error obtained just using kinematics information, obtaining
mean absolute errors of 0.135 + 0.08 mm along the x-axis, and
0.02 £ 0.01 mm along the y-axis. As expected, the pose error is
similar to the one obtained with our tracking method because of
the absence of interaction with the environment.

B. Collision Avoidance Evaluation

The collision avoidance strategy is evaluated in two different
tasks. During the first evaluation test, the PSM1 tool is fixed and
the PSM2 is moved by the user in teleoperation mode towards
PSM1. The collision avoidance strategy is applied during the
entire duration of the test. Fig. 4 shows the distance between the
two surgical tools, computed considering the proposed tracking
method, and the related haptic force norm rendered to the user
through the master side (MTM) during the task. The maximum
reached force is 3.2 N.

The second evaluation test consists in a human subject study
to show significant differences in performance caused by the
introduction of force feedback. The study involves 12 subjects
divided into two groups, 6 experienced and 6 novice surgeons,
based on self-evaluation about their experience in the use of
da Vinci Robotic system for minimally invasive surgical pro-
cedures. The study is articulated in two experiments using the
dVRK robot in teleoperation mode. Taking inspiration from [4],
the test simulates burning tissue with an electrocautery device.
During each test, the subject keeps the PSM1 centered in the
middle of a circle with a diameter of 20 mm. Meanwhile,
the PSM2 has to follow the circular path for 270° from a definite
starting point, as shown in Fig. 3. In the first experiment, the
subjects perform the test 5 times moving the surgical tool in
free motion. In the second experiment referred as VF constraint
tasks, they perform the same task 5 times with the proposed
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Fig. 4. First evaluation experiment. Duration: 20 seconds. Time histories of:
(Blue) Distance between surgical tools; (Red) Related estimated force norm.
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Fig. 6.  Expert subjects: Mean values of minimum distance between tools with
standard error bars.

collision avoidance constraint applied. Each task has an average
execution time of 10 seconds. Each subject is asked to try the
test in advance, to become familiar with the task itself and with
the dVRK platform. The minimum distance between the tools is
considered as performance parameter and it is computed using
the proposed tracking method, in the VF constraint test the
maximum force felt during the task is also computed.

Fig. 5 and Fig. 6 shows the mean values of the minimum
distance between tools for novice and expert subjects during
free motion and VF constraint tasks. The error bars represent
the standard error of the means. To demonstrate the statistical
relevance of the results, a comparison is made between the
mean values of minimum distance, through a statistical unpaired

IEEE ROBOTICS AND AUTOMATION LETTERS, VOL. 5, NO. 2, APRIL 2020

TABLE I
MAXIMUM FORCE AND T-TEST RESULTS ON MINIMUM
DISTANCE FOR NOVICE AND EXPERT USERS

Novice [ test | p [ Far INT ]| Expert [ test | p [ Far IN]
1 1 0.0044 2.4416 1 0 0.1352 3.4527
2 0.0127 3.0749 2 0 0.0856 2.8175
3 1 0.0030 3.3411 3 0 0.8286 3.5239
4 1 0.0219 2.8188 4 0 0.8757 2.6180
5 1 0.0206 3.9998 5 0 0.1140 3.0035
6 1 0.0012 3.4170 6 0 1 2.8800

t-test, with a significance level o = 0.05. As presented in Ta-
ble I, the test shows statistically significant differences between
the means for all subject in the novice group. Moreover, it
presents an increase in the minimum distance values of ~ 10%
in collision tests with respect to free-hand tests. The estimated
force norm, rendered to the novice users through the master
side (MTM), during the collision avoidance tasks, has a mean
value of 3.1822 £ 0.5368 N. The expert group presents a mean
force norm of 3.0493 £+ 0.3629 N.

C. Discussion

A real comparison between the EKF-based tracking method
and the kinematic measurements cannot be reliable without
the use of an external sensor providing the ground truth of
the tool pose. Indeed, we point out that the method used in
Section III-A to evaluate the tracking algorithm is affected by
the error due to the low resolution of the camera, and by the
variability given by telemanipulation, even if it is minimized
thanks to the ad hoc designed experiment. The experiments
minimize the interaction with the environment introducing low
position error in kinematic data, but ensuring the correct execu-
tion of the tool’s movement following the defined path. In future
works, we aim to significantly improve the validation method by
means of a more advanced calibration technique, and we aim to
compare the tracking method with the kinematics measurements
using an external camera to measure the true tool pose that can
be considered as more appropriate ground truth for tracking
evaluation.

Fig. 4 shows the repulsive force felt at the MTM when the
distance between PSMs decreases. The method to generate the
force is designed to have small forces values such as to be slightly
perceived by the surgeon. This is because the purpose is not
to interfere with surgeon’s actions, but to serve as an alarm to
remind the presence of the other instrument in the proximity.
Indeed, during the experiments, the maximum value of the force
norm is 3.2 N.

The human subject study has shown a statistically significant
difference regarding the mean of the minimum distance between
the tools for the novice subjects. The VF test outperformed the
free-hand test and this result suggests that feeling a haptic force
during the task allows maintaining a safe distance between the
surgical tools. On the contrary, in the free-hand test, the subject
has no force feedback during the task and could dangerously
reduce the distance between the tools. The maximum reached
force is lower than 4 N and it does not create variation in the
task performance.
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Fig. 7. Radar graph of the TLX results on expert users.

As concern the expert subjects, the test does not show a
statistically significant difference in the VF constraint task with
respect to the free motion task. Nevertheless, they were asked
to compile the NASA-TLX questionnaire [26] to assess the
perceived workload. The results of the questionnaires shown
in Fig. 7 assess that the VF constrained task is not mentally,
physically and temporally demanding and the force feedback
does not affect negatively on the performances. On the contrary,
it represents a comfortable reminder of the collision risk, that
diminish the user mental workload. Similar results were obtained
for novice surgeons.

IV. CONCLUSION

This letter introduces a method based on haptic guidance
and virtual fixtures that allows avoiding surgical tools collision
in MIRS. A marker-less algorithm allows estimating the PSM
position and orientation, using kinematic and visual information.
The PSM estimated pose is used to generate a FRVF, that aims to
avoid collision between the two instruments through a repulsive
force felt at the MTM during the surgical task execution. The
proposed strategies are evaluated through multiple experiments
on dVRK, showing good results in improving novice surgeon’s
performance. Furthermore, the use of VF allows also expert
surgeon to better focus on the task, as far as the haptic force
are small enough to suggest that the tools are dangerously close
without affecting the performance. Therefore, the method can be
considered effective both in a training stage of novice surgeon, as
well as when the level of expertise increases. The goal for future
works is to improve the accuracy of the tool pose estimation. For
this purpose, more advanced method for hand-eye calibration
and 3D reconstruction will be considered.
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