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Abstract—We propose a new approach for remote sensing data
exploration, based on a tight human-machine interaction. The
analyst uses a number of powerful and user-friendly image classifi-
cation/segmentation tools to obtain a satisfactory thematic map,
based only on visual assessment and expertise. All processing tools
are in the framework of the tree-structured MRF model, which
allows for a flexible and spatially adaptive description of the data. We
test the proposed approach for the exploration of multitemporal
COSMO-SkyMed data, that we appropriately registered, calibrated,
and filtered, obtaining a performance that is largely superior, in
both subjective and objective terms, to that of comparable nonin-
teractive methods.
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Markov  random fields (MRF),
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1. INTRODUCTION

HE constellations of sensors available nowadays provide

data with unprecedented spatial resolution and revisit
time. Therefore, the bulk of available data reached a level that
can be hardly managed by human operators, leading to an
extreme automation of algorithms, with techniques that alienate
more and more the users from direct data management and
analysis [1]-[3]. This paradigm, certainly necessary and advan-
tageous in the data acquisition and storage steps, has been also
extended to the data processing realm, leaving the user with the
role of mere interpreter of results obtained through “black-
boxes” implemented on the basis of some necessarily simplified
models [4]. In remote sensing, this can lead to the misclassifica-
tion of objects and the misidentification of phenomena, and
eventually to a wrong interpretation of the data.

These problems can be mitigated by restoring the central role
of the user as the key actor in a number of high-level decisional
tasks. As brilliantly argued in [5], human beings and computer
algorithms are good at solving different and mostly complemen-
tary tasks. As the interpreter cannot be asked to compute
important data statistics and synthetic features, essential for all
decision making processes, algorithms cannot be expected to
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make correct decisions in a wide range of unpredictable situa-
tions, which arise quite often in remote sensing and cannot be
taken into account by compact mathematical models. To obtain
the most from the available data, the user must be given the
opportunity to interact with the computer, in a simple and easily
understood way, to drive the decision process. In such a way, due
to real-time actions and reactions, the processing can be trans-
formed from an “objective coding of the image information
content” [6] into a machine learning process guided by the user’s
knowledge and judgment.

In this paradigm, the computer is only a flexible (yet powerful)
number-crunching tool driven by the expert toward a solution
that is context-aware, as opposed to the context-independent
solutions offered by totally automatic processes, where by
“context” we mean the many possible data peculiarities and
specific application needs which call for dedicated work flows.
The user—machine interaction is fundamental for recognizing the
inconsistencies between the technique/model and the context in
which it is applied, and the user becomes the central actor of this
task, participating actively in the processing chain, based on the
accumulated expertise [6].

Among the many image processing tasks relevant for remote
sensing, segmentation is probably the one which could benefit
most from the interactive paradigm described above. Although it
is not obvious, in general, how to manage the huge amount of
data provided by remote sensing, and what workflow is best
suited to extract the information of interest from them [7],
segmentation is very likely to be part of it. In [5], a model for
remote-sensing data exploration is proposed. Not surprisingly,
segmentation is taken as a running example to prove its potential,
adopting a number of tools, under the user supervision, to extract
ameaningful thematic map based on high resolution optical data
and a digital elevation model of the scene. Following this seminal
paper, recent work has focused on a more formal definition of the
human—machine interaction frameworks and their applications
to remote-sensing data analysis [6], [8]. The tendency to leverage
user interaction in this domain is further confirmed by very recent
works both in the SAR [9] and optical [10] context.

In this work, inspired by [5], we propose an innovative user-
driven approach for the unsupervised land-cover classification of
multitemporal COSMO-SkyMed SAR images. SAR image pro-
cessing, especially in the multitemporal case, is a perfect exam-
ple of the added value represented by the user intervention in the
processing chain. Interpreting SAR images requires, in general, a
deep understanding of many relevant physical processes and
models. Moreover, with multitemporal data, the physical para-
meters of the scene vary not only in space but also in time, often
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in an unpredictable way, affected by human activities which can
induce both temporal patterns and local anomalies in the elec-
tromagnetic response. These circumstances can be controlled
and mitigated interactively by the user who can modify the
processing flow using available prior knowledge or information
drawn from different sources.

In the proposed work flow, after the suitable preparation of
data, we combine the multitemporal stack of intensities and the
coherence maps extracted from it to obtain an accurate thematic
map. Unlike in [5], most of the segmentation tools belong to a
single flexible algorithmic suite, the Tree-Structured Markov
Random Field (TS-MRF) algorithm, based on the model of the
same name, originally proposed for the unsupervised [11], [12]
and supervised [13] land-cover classification of multispectral
images. Indeed, with its hierarchical nature, TS-MRF represents
a natural basis for interactive segmentation, allowing the user to
check and then validate, or further process, results that are
confined to a single class or region of the image, without
interfering with satisfactory results observed elsewhere. More-
over, the opportunity to work in a single algorithmic framework
(without precluding the use of others, of course) reduces the
training required of the users to take full advantage of the image
processing and data analysis tools available. TS-MRF does not
need training data (in unsupervised mode), hence is especially
suited to data exploration. Its effectiveness has been largely
proven in the segmentation of optical remote sensing data, while
its application to SAR imagery has been long prevented only by
the lack of data reliable enough for a detailed segmentation, a
problem now overcome due to the wealth of multitemporal SAR
data provided by the COSMO-SkyMed constellation. Human—
machine interaction represents the correct modality to find a
meeting point between challenging SAR-related tasks and well-
founded and long-proven methods developed in the optical
domain.

In Sections II and III, we briefly review the related work
on MRF-based SAR data analysis, and the TS-MRF model
and segmentation algorithm. Then, we describe the case
study and available data, in Section IV, the data preprocessing
phase, in Section V, and the actual exploration experiment in
Section VI. Section VII provides a performance assessment, in
both subjective and objective terms. Finally, Section VIII draws
conclusions.

II. RELATED WORK

SAR image segmentation is an extremely challenging task.
Beside, the mentioned need for a knowledge-based interpretation
of phenomena, meaningful information must be extracted from
data that exhibit a very high dynamics, and are characterized by
speckle which severely corrupts region boundaries and fine
details, preventing the use of classical image processing tools.
In order to deal with speckled images, most of the segmentation
techniques proposed in the literature adopt a Markov Random
Field (MRF) approach [14]-[17]. By defining explicitly the
spatial interaction between neighboring pixels, one can enforce
suitable regularity constraints, avoiding so the highly fragmented
segmentation output maps typical of pixel-level approaches.

IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 7, NO. 7, JULY 2014

Many variations to the classical MRF-based data-flow have
been proposed as, e.g., embedding the MRF model in the
clustering space and using graph cuts to search the optimal data
clusters [2], or using a hierarchical MRF for multiresolution
segmentation, with suitable expedients to avoid block artifacts
[18]. Irrespective of the detail, all these methods are based on the
assumption of a multiplicative noise with circular Gaussian
statistics, which makes full sense for fully developed speckle.
For high resolution SAR images, however, this model is not
always appropriate, because it cannot be assumed that a large
number of scatterers fall in any resolution cell, especially in
urban areas. This observation has spawned a number of recent
papers. In [19], a new model for the statistics of the scattering
process is proposed, and used to improve the classification of
urban areas. Another way to deal with high resolution images
goes through the use of statistical learning methods with appro-
priate local descriptors. In [20], texture features are included in
the MRF model to identify distinct ice types. In [21], a hierar-
chical Markov “aspect” model is proposed to generate dense and
efficient terrain-class labeling by exploiting both high-level
context and multiscale features. In [22], conditional random
fields are used to incorporate context interactions in the extracted
features. Clearly, for all these methods, a significant training
phase is required.

All the methods outlined above have been proposed for a single
intensity or amplitude SAR image. However, co-registered
multitemporal SAR images provide a much richer information,
with new opportunities for land-cover classification. First of all,
they allow one to use effective despeckling filters, improving
significantly the quality of data. Despeckling has never been a
popular option for the segmentation of single-look images,
because of a possible resolution loss (mostly absent, though, in
modern despeckling techniques [23], [24]). With multitemporal
data available, however, undue smoothing effects can be avoided
altogether. Needless to say, despeckling modifies data statistics,
and models for unfiltered data do not apply anymore. Of course,
beside the improved data quality, the mere fact that a vector of
data is associated with each pixel opens the way to major
improvements in segmentation and classification. Indeed, with
their very high spatial resolution combined with a short revisit
time these data represent a powerful tool for accurate interpreta-
tion of the ground scene. Therefore, in recent years, research has
focused mostly on application-oriented tasks rather then meth-
odological developments: supervised land-cover classification
[25], urban-area segmentation [26], [27], flood mapping [28],
flood monitoring [29], [30], and wet snow cover in a mountain-
ous area [31]. A major advantage in using a multitemporal stack
for classification stems from the intrinsic ability to deal with
classes that exhibit a peculiar temporal behavior, allowing to
extract information about, e.g., seasonal changes and periodic
land use. Moreover, new mixed classes, due to changes in the
scene, e.g., after a fire or a landslide, may be detected as well,
since the affected area will exhibit a separable response vector.
These transition areas, difficult to characterize without prior
information on when the event occurred, especially benefit from
the interactive approach proposed in this work, which allows for
aposterior annotation supported by user knowledge (e.g., photo-
interpretation aided by optical data).
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We conclude this short review of the literature by mentioning
the method recently proposed in [32], where the binary partition
trees [33] are used to perform the hierarchical segmentation of
multidimensional SAR data. A multiple-resolution description
of the image is obtained, with a structured representation which
supports easy access and processing of subsets of regions.
Although not based on MRF models, this method performs SAR
image segmentation through a hierarchical approach, similar in
principle to the one used here. This is not surprising, though,
since the hierarchical approach fits very well the scale-dependent
and non-stationary nature of SAR images.

III. THE TS-MRF SUITE FOR INTERACTIVE CLASSIFICATION

In this section, we recall briefly the principles of TS-MRF
image modeling, and define the related elementary actions for
unsupervised segmentation which are combined to obtain the
final segmentation map. This combination, and hence the
detailed processing chain, was fully automated in the original
TS-MREF algorithm, while here it is the user that selects at each time
the actions most suitable for the data exploration goal. We refer
the reader to [12], [13], and [34] for a more detailed description.

A. The TS-MRF Model

In the TS-MRF model, the image, defined on the set of sites S,
with observable data y, is associated with a binary unbalanced
tree. Each node ¢ of the tree is associated with a region (not
necessarily connected) S’ of the whole image, and hence with the
corresponding data 3'. To each internal node, a label map ' is
also associated which, for each pixel s € S’ can assume only two
values z! € {181} pointing at the two children nodes.
Therefore, the label map of node ¢ defines the regions associated
with its children nodes S ={sec S':al ="} and
St — {5 € S': ol = ¢Meht}, The root is associated with the
whole image (S, y), and its binary label map divides the image in
two non-overlapping regions. Proceeding recursively, each
internal node/region is further partitioned, until the K leaves of
the tree are reached which, collectively, partition the whole
image in K disjoint regions.

To this structural model, we now add a statistical model. Each
label map is modeled as a binary Markov random field (MRF),
with distribution p(z') = Pr(X" = 2'), while the observable at
the leaves are modeled as multivariate Gaussian variables
y'. ~ N(u!, C") independent on one another given the label. As
aconsequence, the observables in the internal nodes are mixtures
of Gaussian. However, they can also be approximated as Gauss-
ian if detailed information on the nodes is lacking (unsupervised
case). In this tree-structured model, a dedicated binary MRF is
associated locally with each node/region, which allows to adapt
accurately to the non-stationary behavior typical of images. The
non-stationarity is indeed the major issue in image modeling, and
certainly the major limit of “flat” MRF models. TS-MRF model-
ing is a powerful method to address this problem.

B. TS-MRF Segmentation

Given the above model, the TS-MRF recursive segmentation
is readily described. The fundamental action is the so called node
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splitting, while further actions, the merge-split refinement, and
the fopological split allow to improve overall accuracy.

1) Node Splitting: For each node ¢, a binary MRF
segmentation is carried out according to the Maximum a
Posteriori (MAP) criterion

(1)

&' = argmaxp(a'[y’) = arg maxp(y'le")p(a").
T x°

Therefore, Z' is the most probable label map given the
observables and the MRF prior at the node. Although any
binary MRF prior can be adopted at the nodes, the classical
Potts model is preferred for the sake of simplicity, and class
parameters are estimated with a Maximum Likelihood (ML)
approach. If no prior information is available (general un-
supervised case), segmentation and class-wise parameters are
jointly computed in a Estimation-Minimization (EM) fashion,
by iteratively performing ML (given the class membership) and
MAP (given the model parameters) estimation. Refer to [12] and
[35] for further details.

In the supervised case [13], a significant prior knowledge is
supposed to be available, due to preliminary data exploration or
other sources of information. In particular, the structure of the
tree is known in advance, and hence the number of leaves K,
corresponding to the number of classes. Moreover, the para-
meters p, C" are supposed to be known for each class, and
therefore all node likelihoods p(y') are also perfectly known. In
this setting, the only matter is the solution of the binary segmen-
tation problems (1). In the unsupervised case [12], instead, all
information must be estimated for each node. This includes the
tree structure itself, and the number of leaves. In [12], this latter
problem is solved by using an indicator, computed locally for
each node, the split gain, which drives the growth of the tree by
indicating at any time which leaf must be split and providing a
stopping condition. Obviously, lacking any annotation of the
source data, the meaning of each region singled out is not
provided, and the task of associating regions to semantic classes
is left to the user. It is worth underlining that, for a given number
of classes, TS-MRF segmentation is computationally lighter than
flat MRF segmentation.

2) Merge-Split Refinement: The exclusive use of binary splits
represents a constraint which might impair the segmentation
performance, because of the inability of the algorithm to deal
with non-binary structures. In [12], a new action was added to
address this problem, the merge-split refinement.

The example in Fig. 1 illustrates a typical over-segmentation
problem due to the binary constraint. Part (a) shows a synthetic
image with three distinct regions, x, y, and z. In some infortunate
cases, due to region statistics, the first binary split may produce a
segmentation, like in part (b), where region y is split between
nodes 2 and 3. The further split of these nodes will produce the
final 4-class segmentation of part (c), where two different nodes,
5 and 6, correspond to two adjacent parts of the same region y, a
clear failure of the algorithm.

This over-segmentation problem is solved by introducing,
after each split, a merge-split phase. Each newly created child
node is tentatively merged with each of the other nodes, except
the sibling, and then split again based on a local binary MRF.
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Fig. 1. Merge-split refinement: (a) ground truth, (b) initial binary split, (c) final
4-class segmentation without refinement, (d) intermediate 3-class segmentation,
refinement by (e) merging and (f) binary split.

For each tested merge-split, a merging gain is computed. Even-
tually, the merge-split with the largest gain (if positive) is
validated. The overall effect of this action is a refinement of the
boundary between the two involved nodes. In the bottom part of
Fig. 1, we illustrate the effect of one such merge-split action.
After the splitting of node 2, we have nodes 4, 5, and 3, in part (d);
the merging of nodes 5 and 3, in part (e), reassembles the over-
segmented region y, while the subsequent split of the merged
node (5 + 3), in part (f), provides the desired segmentation.

3) Topological Split: Another important action was introduced
in[34]. The segmentation carried out by TS-MRF is clearly class-
oriented. However, if the user is interested in segmentation in a
more strict sense, rather than classification, there is no point in
keeping a single class-wise data description, as it represents only
a constraint which can impair local accuracy. In fact, separate
segments belonging to the same class can have quite different
statistics, especially with large and noisy images.

Therefore, when TS-MRF is used in the context of pure
segmentation, aimed at building an object-level description of
the image, after each binary split a topological split of the
children classes follows, in which disjoint segments are assigned
different labels. Each MRF split, which generates always two
children nodes, is therefore followed by a topological split,
which can be void, if the class is already connected, but more
often generates a very large number of children. Of course, the
huge increase in the number of nodes has a significant cost in
terms of computational burden. On the other hand, a description
of'the data local to each segment cannot but improve the accuracy
of subsequent binary MRF splits.

The elementary actions described above were proposed origi-
nally for automatic segmentation, driven by suitable numerical
indicators, such as the split gain, the merge gain, and other node
statistics. Here, they will be given to the user as basic tools, to be
used interactively on the basis of a continuous inspection of
results.

IV. CASE STUDY AND DATA

Our case study concerns the province of Caserta, in southern
Italy, between the Volturno river and the Regi Lagni artificial
channel (reference coordinates are 41°01'50” N, 13°59'04" E).
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Fig. 2. Google Earth view of the study area. The covered area is approximately
15 km x 13 km.

The area, whose Google Earth view is shown in Fig. 2, is
prevalently rural, with densely inhabited coastal settlements, and
a flat topography. It includes cultivated fields, human settlements,
large tanks, and small water harvesting facilities. Most of the fields
are managed by family farms, so that the agricultural production
units are very small (less than 4 hectares on average) and the
terrain is cultivated with different plantations, each providing a
different temporal feature in the radar reflectivity.

Fifteen COSMO-SkyMed stripmap SAR images are available,
of size 5200 x 4600 pixels, spanning a temporal interval of 2
years, between December 14, 2009 and October 17, 2011. The
data are HH polarized, acquired with ascending orbit and a look
angle of approximately 33°. Spatial resolution is 3 m, for an
overall coverage of about 195 km?.

Our aim is to recover the best possible range of land-cover
information, in the absence of a ground truth, through the
interactive segmentation of the whole area, driven by joint visual
inspection of the SAR data and the corresponding optical view of
the scene.

Fig. 3(a) shows a false-color representation of the scene,
obtained using the intensities of three SAR images acquired in
different seasons, April (red), August (green), and December
(blue), 2010. In Fig. 4, we show some selected sections of this
image and highlight some classes that might reasonably be found
in a good thematic map. A “water” class (up-left) is clearly
distinguishable from its low response at any season. Another
“tanks” class (up-middle) comprises small agricultural tanks
which are empty in the summer and filled in the other seasons,
and appear in full green in our RGB composition. Pine groves
and uncultivated crops are included in a “permanent vegetation”
class (up-right) which has a fairly stable response throughout the
year and hence appears close to gray in the image. Finally, we
could identify three main types of crops, characterized by
different seasonal behaviors, called “dry crops 1,” “dry crops
II,” and “wet crops,” in the absence of more specific information,
and shown in the bottom part of the figure.

Based on this set of classes, a ground truth was generated,
shown in Fig. 3(b), by manually annotating several areas of the
image. It is worth underlining that this ground truth was not used
in any way during the interactive segmentation phase, but only at
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Fig. 3. False-color representation of the data (a) and selected ground truth (b).

4

Fig. 4. Ground truth samples for the homogeneous classes (water, tanks,
permanent vegetation, dry crops I and II, and wet crops).

a later stage for testing purposes, allowing us to compare the
proposed method with suitable references in terms of classifica-
tion accuracy.

A further “man-made” class is eventually considered, com-
prising the urban areas and other artificial structures. The urban
areas, in particular, characterized by tiny details and a high
response heterogeneity, cannot be easily identified based on the
multitemporal vector of intensities. An expert could fairly easily
find them based on textural properties which, however, are
hardly captured by statistical models [36]. Here, we will resort
to a further piece of information the average coherence, which is
typically very large for stable artificial structures and much
smaller otherwise.

V. DATA PREPARATION

In order to fully exploit the wealth of information provided by
the COSMO-SkyMed data, using the TS-MRF suite with the
smallest possible variations w.r.t. the optical image case, a
number of preliminary processing steps are necessary:

1) spatial registration;

2) radiometric calibration;
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TABLE I
DATASET SUMMARY

Acquisition date  Calib. coeff. [dB]

2009-12-14 -36.3176
2009-12-30 —-36.9188
2010-01-15 —39.0413
2010-03-20 —40.7196
2010-04-05 -38.4177
2010-04-21 —40.1378
2010-08-11 —46.5234
2010-08-27 —41.1693
2010-09-12 -40.5112
2010-09-28 —39.4239
2010-12-17 -39.9272
2011-01-18 —40.0279
2011-02-03 —40.8033
2011-06-27 —46.9393
2011-10-17 —46.5963

3) despeckling;

4) homomorphic transform.

The data registration has been carried out via the three-step
procedure proposed in [37]. After a coarse registration based on
orbital data, a refinement based on correlation of amplitude data,
and a final step based on coherence evaluation, the images are
aligned with sub-pixel precision.

With multitemporal images, a meaningful comparison of data
acquired in different dates requires a reliable calibration proce-
dure. This step is of fundamental importance for a better visual
inspection by the user. As explained in [38], COSMO-SkyMed
Single Look Complex Balanced products are already corrected
for effects related to the sensor and the acquisition geometry.
Hence, the sigma naught can be evaluated by applying a cali-
bration factor which can be computed from ancillary data. The
list of the available product dates and the corresponding calibra-
tion factors are shown in Table 1.

As mentioned in Section II, the availability of a number of co-
registered images of the same scene, gives us the opportunity to
significantly improve the data quality by a suitable despeckling.
In the proposed processing chain, we apply an optimal weighting
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Fig. 5. Comparison between SLC products before (a) and after (b) the application of the De Grandi filter.
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Fig. 6. Variation of the image statistics along the processing chain for different classes (water, permanent vegetation, and crops) and for the whole scene, from top to

bottom.

De Grandi filter [39] which allows a speckle reduction in the
order of 12 equivalent number of looks, without any loss in
spatial resolution. In Fig. 5, we show a subset of the 2010-04-05
image together with its despeckled version: the quality improve-
ment is obvious, as well as the preservation of spatial resolution.

At this processing stage, data intensities do not follow anymore
an exponential statistic (if they ever did before despeckling) but
they are certainly not Gaussian, not even approximately. On the
other hand, TS-MREF relies on the hypothesis that data are Gauss-
ian, conditionally on the class they belong to. Therefore, in order to
apply the TS-MRF suite without any structural modification, we

perform a point-wise homomorphic transformation of the data,
which provides class-wise statistics of the scene much closer to the
Gaussian distributions. It goes by itself that, even after this
processing, this is still only a convenient approximation, but this
holds just as well for optical images. More important is the fact that
the class-wise distributions show a negligible skewness, allowing
us to proceed as usual with second-order statistics.

To provide some more insight into the effects of these opera-
tions, Fig. 6 shows a number of data distributions observed at
various stages of the processing chain, for the 2010-04-05 image.
In all cases, we report the frequency of occurrence of
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Fig.7. TS-MRF tree evolution: squared nodes come from binary MRF splits; circular nodes come from topological splits; prime superscript indicate a class obtained by

merge-split refinement; filled circles represent elements of the object layer.

observations as a function of the intensity, using always the same
scale on both x- and y-axis to enable an easy comparison. In
particular, the distributions are computed after internal calibra-
tion (first column), after despeckling (middle column), and after
logarithmic rescaling (last column). The first three rows show
class-wise statistics for the water, permanent vegetation, and a
crop class, respectively, while the last row concerns the whole
image.

As expected, despeckling modifies significantly the statistics
observed in homogeneous areas, which pass from the character-
istic exponential distribution of the SLC intensity product to a
more symmetric one. The homomorphic transform, eventually,
leads to distributions that are reasonably well fit by Gaussians.

Note that, while the water class is clearly separable from the
other two, these latter have distributions that overlap significant-
ly. However, the permanent vegetation has a fairly stable
response during all the year, contrary to the crops, where the
response is significantly influenced by state of the cultivations.
By exploiting information on the whole time series, these two
classes can be easily separated as well.

VI. INTERACTIVE TS-MRF-BASED SEGMENTATION

We now describe the interactive segmentation of our multi-
temporal SAR stack carried out with the tools provided by the
TS-MREF suite. As explained in Section I, the user can select at
any moment one of the following three actions:

1) split;

2) split-and-merge refinement;

3) topological split.

Since our aim is land-cover classification, we consider only the
first two actions, initially, leaving the third one for the final stage
when we build an object layer used to recover the man-made class.

In automatic TS-MRF algorithm, the choice on whether to
split some nodes, and in which order, is based on a locally
computed split gain parameter. In interactive mode, instead the
user assesses by visual inspection the meaningfulness of any split
to decide whether to proceed, validating the split, or to stop. After

TABLE II
SummMARY OF User AcTIONS (FINAL CLASSES IN BoLD)

Action Node Emerging Classes
Node splitting Root § gg i et
Node splitting 3 g %Zi;wet +dry
é Merge-split Ref. 2,6 é: ?er:zi-wet
5‘; Node splitting 6’ g ;Vhe'ikirops
8 Node splitting 2 g ?gnf.mvi;emﬁon
Node splitting 4 g gg Zzz 51
;? Topological split Dg’lge’z;\;es -

each class split, the newly created classes can be compared with
the other ones to check whether a merging is needed. Again, in
the automatic version of the algorithm, a specific parameter, the
merging gain, is used to drive this process. In the interactive
mode, this decision is left to the user responsibility. In general,
merge-split refinement should not be abused, resorting to it only
when one of the children classes is clearly over-segmented, with
complementary parts dropped into another class.

In our experiment, we obtained fairly naturally the six-class
segmentation tree shown in Fig. 7 (stopping at the colored nodes)
using only visual information on class homogeneity and region
compactness. The colors have been set only afterward, by
optimizing the matching of the selected classes with the
ground-truth classes. Note that only one merging was actually
required to prevent over-segmentation. Such refinement affected
the nodes labeled as 2’ and 6°, obtained by means of a suitable
reshaping of the original classes labeled 2 and 6. More specifi-
cally, such reshape eventually helped recovering the integrity of
class 12 (“wet crops”), eventually anchored to 6°. A full summary
ofthe user actions is reported in Table I, together with the classes
emerging at each step of the process.
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Fig. 8. Segmentation products. (a) 6-class TS-MRF classification. (b) Low-resolution coherence map. (c) Full object-layer. (d) Final 7-class segmentation.

Fig. 8(a) shows the segmentation map associated with our
6-class tree. This result, however interesting, is obviously
incomplete, as it lacks a dedicated man-made class. Indeed,
the presence of some areas characterized by a significant
class variability can be noticed in the map. These areas
correspond mainly to urban settlements, characterized by
very fine details, therefore they cannot fall into any of
the above classes, but parts of them are retrieved in all six
of them.

To single out man-made regions, we resort to the coherence
map, shown in Fig. 8(b), obtained by averaging the pair-wise
coherence of the oldest with all the others images. In fact,
built-up areas exhibit typically a high coherence, which seems
to be confirmed in our experiment. A simple way to obtain a
reasonable man-made class is by thresholding the coherence
map. By so doing, however, very irregular areas would be
eventually extracted, and many inland artificial structures
would be lost, especially the thin roads, due to the lower
resolution of the coherence map. Such inconveniences can be
avoided by resorting again of the TS-MRF suite. By applying a
topological split to all classes, and then a further MRF split of

each new segment, followed by a final topological split, a new
tree is obtained, with terminal nodes (filled circles in Fig. 7)
which correspond to elementary connected components of the
map. The set of all these components forms an “object layer,”
that is a higher-level representation of the image opposed to the
pixel-level, shown in Fig. 8(c) for our case study. We then
perform thresholding at object-level rather than at pixel-level,
featuring each object with its average coherence value. This
very simple solution, which strongly relies on the available
segmentation and hence constitutes a byproduct of the interac-
tive classification, provides a much more consistent and
accurate man-made class, shown in lilac in the final output
map in Fig. 8(d) together with the other six original classes,
properly reshaped. Note that, since the coherence information is
projected on the original high-resolution objects, no loss of
details is observed, and tiny structures are faithfully preserved.
Note also that segments generated by the topological split of
classes in the right part of the tree (“water,” “tanks,” and “wet
crops”) do not need a further MRF split since they are already
quite homogeneous, hence we skip this last step for such
segments.
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Fig.9. Close-ups from Fig. 8. From top to bottom: 6-class map, coherence, object
layer, 7-class map.

VII. PERFORMANCE ASSESSMENT

Visual inspection of the 7-class map in Fig. 8(d) seems to
confirm the potential of the proposed TS-MRF-based tech-
nique for interactive segmentation. The most relevant regions
of interest have been clearly extracted, with a good level
of detail up to the finest scales, as confirmed by the close-ups
shown in Fig. 9. Of course, the quality of the SAR data
used in this experiment, in terms of both spatial resolution
and number of observations, plays a fundamental role in such
good results. Nonetheless, the obtained performance seems
much superior to that of conventional techniques working on
the very same data.

In Fig. 10(a) and (b), we show the 6-class segmentation maps
obtained by using a “flat” (non tree-structured, noninteractive)
MRF-based segmentation, both in unsupervised and supervised
modality, to be compared with the analogous 6-class map in
Fig. 8(a) (obviously, the man-made class, based on external
features, is not considered in this comparison). To train the
supervised segmenter, we used a fraction of the ground truth in
Fig. 3(b) as training set (around 35% of the area for each class),
leaving the rest as test set for numerical evaluation. In Tables I1I-V,
we report the confusion matrices computed on the test set for
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unsupervised MRF, supervised MRF, and interactive TS-
MREF, respectively.

The unsupervised classifier scores very poorly in terms of
overall accuracy, 7 = 56.18%. With its balanced approach,
given only the number of classes as prior information, it tends
to the refinement of the classes with the higher data variability,
missing altogether several others. The supervised classifier, as
expected, performs much better, achieving an overall accuracy
7 = 81.82%. Interactive TS-MRF significantly outperforms
both, with 87.22% of correctly classified pixels. These results
were not at all obvious in advance. Remember that the proposed
classifier is, in the usual sense, unsupervised, i.¢e., it makes no use
of prior information available on the classes of interest. The user
can only decide which nodes to split, and possibly merge again,
but has no influence on the binary local segmentations. Under
this point of view, the most correct reference for the proposed
approach is indeed the unsupervised MRF, and the huge perfor-
mance gain speaks volumes about the importance of human/
computer interaction.

Nonetheless, we observe a considerable gain also w.r.t. the
supervised classifier. Looking in detail at the two confusion
matrices, we note that in both cases the “water” and “tanks”
classes have been almost perfectly recovered due to their
distinctive features. Significant differences arise instead on
several vegetation classes. The poor performance of the super-
vised classifier on the permanent vegetation class is likely due to
its strong inner variability, which can be hardly captured by a
single multivariate Gaussian distribution. In the interactive
approach, this class is identified by exclusion, after several
other classes have been already well defined, hence it suffer less
from over-segmentation. The “wet crops” class, instead, is a
smaller class very local to the image, which is well recovered in
the interactive case mainly due to the merge-split refinement
performed in early stages. In summary, the observed gain is
probably due to the better class-adaptivity of the tree-structured
model, together with the opportunity of exploiting it through the
user intervention.

For the man-made class, we limit the assessment to a suitable
visual inspection of the result. In Fig. 11, we compare, for various
thresholds, a section of the man-made class obtained working at
pixel-level (top) and at object-level (bottom) using the object
layer provided by interactive TS-MRF. At all thresholds, the
object-based class appears to be less noisy, and to better preserve
the shape of the component regions. Moreover, in the pixel-based
solution, the variation of the threshold changes rather gracefully
the level of noise in the map, providing little clues on which
threshold best tradesoff noise against the preservation of impor-
tant details. With the object-based solution, instead, by varying
the threshold, entire objects of the scene appear/disappear,
allowing for an easier selection of the “correct” level according
to the highlighted content.

One might argue that a better man-made class could be
obtained through a direct contextual segmentation of the coher-
ence map. However, Fig. 12 clearly shows that this is not the
case. Next to a detail of the original continuous-valued coherence
map (a), we show its binary segmentation obtained with the MRF
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(b)

Fig. 10. Thematic maps obtained using the supervised (a) and unsupervised (b) flat MRF classification.

TABLE III
CONFUSION MATRIX FOR THE UNSUPERVISED FLAT MRF-BASED CrLASSIFIER. IN BoLD, PER-CLASS CORRECTLY CLASSIFIED PIXELS AND OVERALL ACCURACY

[[ Water | Tanks [ Perm. Veg. | Dry Crops I [ Dry Crops I | Wet Crops [[ User acc.

Water 8516 0 16 0 0 0 99.81%
Tanks 54 3444 11 0 0 1402 70.13%
Perm. Veg. 1 1231 888 253 33 338 32.36%
Dry Crops I 0 0 6215 4334 649 833 36.02%
Dry Crops II 0 0 1527 4721 7614 1977 48.07%
Wet Crops 51 29 0 0 0 0 0%
Prod. acc. 98.77% | 73.21% | 10.26%% 46.56% 91.78% 0% T = 56.18%
TABLE IV

CONFUSION MATRIX FOR THE SUPERVISED FLAT MRF-BASED CLASSIFIER. IN BoLD, PER-CLASS CORRECTLY CLASSIFIED PIXELS AND OVERALL ACCURACY

[[ Water | Tanks [ Perm. Veg. | Dry Crops I [ Dry Crops I | Wet Crops [[ User acc.

Water 8541 0 0 0 0 0 100%
Tanks 55 4636 0 23 0 0 98.35%
Perm. Veg. I 0 4465 0 0 639 37.46%
Dry Crops I 5 0 3 9187 740 0 92.47%
Dry Crops 11 20 63 3893 93 7495 2124 54.72%
Wet Crops 0 0 296 0 61 1787 8335%
Prod. acc. 99.06% | 98.55% | 51.58%% 93.70% 90.34% 39.27% || 7 = 81.82%
TABLE V

CONFUSION MATRIX FOR THE INTERACTIVE TS-MRF-BASED CLASSIFIER. IN BoLD, PER-CLASS CORRECTLY CLASSIFIED PIXELS AND OVERALL ACCURACY

[[ Water [ Tanks [ Perm. Veg. [ Dry Crops I [ Dry Crops I | Wet Crops [[ User acc.

Water 8515 0 0 0 0 0 100%
Tanks 107 | 4704 0 0 0 0 97.78%
Perm. Veg. 0 0 6260 0 0 654 90.54%
Dry Crops I 0 0 1980 8721 918 538 71.74%
Dry Crops 1I 0 0 101 2 7378 440 93.14%
Wet Crops 0 0 316 585 0 2918 76.41%
Prod. acc. || 98.76% | 100% | 72.31% | 93.60% | 88.93% | 64.13% || 7 —87.22%

model of Section III-B1 (b), and the result obtained by object- even large objects exhibit less continuity where coherence values
based thresholding (c). Direct MRF segmentation suffers the are less dense. This last example underlines the potential offered
obvious problems related to the low-resolution original data: by the object-layer, and hence by the low-level segmentation, for
most thin details are lost due to excessive regularization, and SAR data exploration.
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Fig. 11. Pixel layer vs. object layer man-made class extraction. Top: maps obtained through pixel-level thresholding of the coherence map, with thresholds 0.15, 0.18,
and 0.21. Bottom: maps obtained through object-level thresholding at the same levels.

Fig. 12. Direct contextual segmentation of the coherence map vs. object-based
thresholding. (a) Detail of the coherence map. (b) MRF segmentation. (c) Object-
based thresholding.

VIII. CONCLUSION

Fundamental tasks in remote-sensing data analysis, such as
segmentation and classification, cannot be easily automated and
hence require some forms of supervision to provide satisfactory
results. Traditionally, supervision comes in the form of some
statistical description of the object/classes found in the scene,
through a preliminary analysis, and the collection of training data.
In this work, with reference to the challenging case of multi-
temporal high-resolution SAR data, we show that much better
results can be obtained by following an interactive data explora-
tion paradigm. Here, no prior analysis is required, but the user can
perform simple actions, based on prior knowledge and experience,
that guide the process toward the most satisfactory results.

This approach, of course, rests upon the availability of powerful
and easy-to-use basic tools. We show that the TS-MRF algorith-
mic suite fits well this approach, and allows one to obtain very
valuable results. The hierarchical image model, which adapts to
the local statistics of the classes, provides the required flexibility to

deal with non-standard problems. In the considered case study, the
interactive use of TS-MRF allowed us to obtain a better thematic
map than with a conventional supervised approach. Moreover, by
leveraging on the object-layer made available by the suite, we
could also accurately recover a high-definition man-made class.

Despite such good results, there is much room for improve-
ments under many respects. In this work, we used a very limited
set of possible actions, but many more can be conceived. Keeping
the very promising hierarchical framework, more sophisticated
MRF models can be used, possibly varying from node to node,
possibly K-ary instead of binary. Other classes of models, alter-
native to the MRFs, can also be considered to deal with specific
problems, such as the recovery of macro-textures, road networks,
etc. We are already investigating some of these topics.
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