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Abstract

Optimal placement and selection of service 
instances in a distributed heterogeneous cloud is 
a complex trade-off between application require-
ments and resource capabilities that requires 
detailed information on the service, infrastruc-
ture constraints, and the underlying IP network. 
In this article we first posit that from an analysis 
of a snapshot of today’s centralized and region-
al data center infrastructure, there is a sufficient 
number of candidate sites for deploying many ser-
vices while meeting latency and bandwidth con-
straints. We then provide quantitative arguments 
why both network and hardware performance 
needs to be taken into account when selecting 
candidate sites to deploy a given service. Final-
ly, we propose a novel architectural solution for 
service-centric networking. The resulting system 
exploits the availability of fine-grained execution 
nodes across the Internet and uses knowledge of 
available computational and network resources 
for deploying, replicating and selecting instances 
to optimize quality of experience for a wide range 
of services.

Interactive Demanding 
Services in the Cloud

There is vast diversity in cloud-hosted services 
today, ranging from mobile back-ends, over vir-
tualized set-top boxes and gaming consoles to 
real-time services providing decision and control 
support for self-driving cars. These recent cloud 
services require a crisp experience and/or real-
time processing of high data rate streams. High 
network delays and low throughput to a relatively 
small number of centralized remote data centers 
(DCs) may have a serious impact on the quality 
of experience (QoE). For instance, 30 percent of 
the US population has a too high latency to one 
of Amazon’s EC2 DCs for cloud-based gaming [1]. 
Deploying such applications in distributed execu-
tion platforms closer to the users reduces network 
delays and is also the preferred approach for 
many data intensive applications. Shifting all the 
data to a centralized service could overwhelm the 
network, and it is better to bring the computation 
logic closer to data sources and users at the net-
work edge. As of today, Internet service providers 

(ISPs) already deploy content delivery network 
(CDN) proxy servers in their network to save on 
transit costs and improve the quality of service for 
their customers [2].

Service developers are thus confronted with 
the twofold challenge of service instance place-
ment and selection. The central problem in 
service placement is to determine the cost-opti-
mal set of geo-distributed datacenters where to 
deploy an instance, and to configure the appro-
priate scaling policies in each of these datacenters 
to adequately cope with the expected demand. 
These distributed nodes have heterogeneous 
hardware, as they are owned by different entities 
or deployed at different moments in time. Ser-
vice instance selection refers to the anycast-style 
resolution of a service identifier to the network 
endpoint of the best replica, taking into account 
service availability, network metrics, and the loca-
tion of the requesting user.

Service placement and instance selection in 
distributed clouds are best performed on the 
grounds of both network and service perfor-
mance metrics. However, this knowledge is 
distributed among different business entities in 
the value chain of application delivery, such as 
infrastructure providers, ISPs and service devel-
opers, and is highly impacted by the specific 
service requirements as well as the character-
istics of the underlying heterogeneous cloud 
infrastructure. Misaligned objectives and incom-
plete visibility on policies due to IPR protection 
mechanisms can lead to suboptimal decisions in 
terms of service performance and deployment 
cost [3].

In this article, we introduce the concept of ser-
vice-centric networking (SCN) as a framework 
that holistically addresses both service and net-
work aspects when providing functionality for ser-
vice resolution and placement in a distributed and 
heterogeneous cloud environment.

The remainder of this article is structured 
as follows. First we discuss existing frameworks 
enabling collaboration between ISPs and service 
providers and for distributed service management. 
We then focus on the need for close cooperation 
with the ISP in selecting service instances based 
on performance and bandwidth/cost grounds, 
as well as on the importance of DC capabilities 
being part of the service placement optimization 
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problem. In the last part of the article, we intro-
duce the SCN architecture and its primitives for 
capability and performance awareness.

Related Concepts
CDNs cache content closer to the user to reduce 
traffic in interconnection links, and to provide 
higher downloading speed and lower access 
delays. CDN typically uses domain name sys-
tem-based resolution to select the appropriate 
server. End-user mislocations and the limited view 
of network bottlenecks have been major drivers 
for CDN-ISP collaboration to improve server selec-
tion and enable on-demand negotiation of CDN 
surrogates on ISP-owned datacenters [2]. CDNs 
are often combined with application delivery net-
works (ADNs) consisting of controllers deployed in 
datacenters that reduce the service load through 
load balancing or performing application acceler-
ations such as image transcoding or SSL offload. 
ADN middleboxes are over-the-top (OTT) propri-
etary solutions that optimize the service load, but 
they are black boxes to the ISP. Only the largest 
enterprises can carry the extensive costs of oper-
ating a private WAN that connects geo-distributed 
datacenters and peers with user ISPs [4].

CDNs and ADNs provide partial solutions to 
the targeted problems by SCN. CDNs choose 
between cached content replicas for lower net-
work delays, while SCN also accounts for ser-
vice-level performance information and service 
availability. SCN fills the gaps in network-wide 
service orchestration and introduces service reso-
lution to provide intersection with traffic engineer-
ing in transport network and data centers. 

Existing research on service resource alloca-
tion in geo-distributed clouds can be broadly cat-
egorized into approaches that place services in 
order to minimize latency [5], and approaches that 
instead focus on (re)placing service instances driv-
en by variations in demand and infrastructure cost 
[6, 7]. The SCN primitives also account for ISP 
traffic optimization, service-specific performance 
metrics, and cloud heterogeneity.

Several distributed service management 

architectures have been proposed. IRMOS [8] 
relies on strict QoS guarantees between ser-
vice components so it fits best to managed 
networks and needs adoptions for wide area 
Internet. NGSON is an IEEE standardized over-
lay framework [9] that provides the means to 
flexibly interconnect existing deployed services 
but does not account for service placement and 
provisioning, scaling, and heterogeneous virtu-
alized capabilities. 

While the integration of CDNs, ADNs, 
NGSON and other known solutions is possible 
at a conceptual level, it is hard to just take exist-
ing technologies in order to achieve the goals of 
SCN. The most important missing parts are net-
work-wide service orchestration and support for 
the implementation and propagation of network 
policies to allow service resolution, taking account 
of server load, DC resources, and network costs 
and conditions. The SCN approach is holistic in 
addressing these problems, and provides addi-
tional functionalities oriented to recent evolutions 
in cloud hardware heterogeneity and lightweight 
virtualization.

Latency to Distributed DCS
It is often claimed data processing capabilities 

located at the extreme network edge are required 
to provide low-latency services. The realization of 
this edge computing paradigm obviously entails 
significant capital and operating expenses to ISPs. 
However, our studies show that the already exist-
ing DCs may provide sufficient performance to 
deliver many high-performance applications, such 
as cloud gaming, to the vast majority of users 
worldwide.

We calculated the haversine distance from 
all cities worldwide listed in the geonames.org 
database to the address of 3116 DCs identified 
at www.datacentermap.com. Figure 1a shows the 
CCDF of the number of DCs within radii of 100 km, 
500 km and 2000 km for all users. Network laten-
cy, in terms of round-trip-time, can be estimated 
from haversine distance using a conversion factor 
of approximately 55km/ms, as determined by the 

Figure 1. Characterization of the geographical distance between users and DCs worldwide: a) CCDF of number of DCs available with-
in radii of 100 km, 500 km, and 2000 km for all users worldwide; b) CDF of the distance of the fifth closest DC for all users, split by 
continent and for the global population.
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analysis of global Internet traffic [10]. This conver-
sion factor accounts for queuing delays in inter-
mediate switches and routers. Our model shows 
that 100 percent of users can reach at least one 
DC within ~36 ms (2000 km), and ~65 percent of 
all users can reach a DC within ~2 ms (100 km). 
It should be noted that this model assumes the 
best case for access network latency; for higher-la-
tency access networks, the RTT figures should be 
increased accordingly.

Figure 1b shows the CDF of the fifth closest 
DC to all users worldwide and per continent. This 
indicates that for 90 percent of users there is 
a choice of five or more DCs within 1000 km 
(~15 ms RTT) for provisioning services.

For 5T tactile services with a response time of 
1 ms or less [11], the existing DCs may indeed 
not be sufficient, and additional micro-DCs with-
in ISP-provided locations may be required to 
keep latency below 10 ms. On the other hand, 
latency-tolerant services, such as document edit-
ing, can be deployed in a handful of centralized 
locations. However, even for latency-tolerant ser-
vices it might be appropriate to deploy replicas 
in more locations, especially when they are band-
width-hungry, such as remote video processing or 
large-scale data analysis. A distributed deployment 
closer to users and data sources can drastically 
reduce bandwidth costs.

For the majority of applications that lie 
between these two extremes and require a 
response within 30 ms to 100 ms, including 
audio-visual applications such as video confer-
encing and cloud gaming, a deployment in a 
number of the existing DCs is sufficient to meet 
performance requirements. Service placement 
optimization is required in order to select the 
minimum number of locations to run services, 
and hence reduce cost, while ensuring that the 
selected DCs are within tolerable performance 
limits. In addition to network metrics, the infra-
structural aspects of the DCs also impact the ser-
vice placement. We will discuss these in a later 
section, but we will first study the added value of 
the ISPs’ knowledge of network metrics in place-
ment and resolution.

Network-Aware 
Service Placement and Resolution

Commercial solutions such as Cedexis or 
CloudHarmony provide benchmarks of CDNs 
and cloud providers worldwide on end-to-end 
network metrics such as latency, jitter, and 
throughput. Statistics are crowdsourced in an 
over-the-top manner, by clients accessing HTTP 
pages with embedded scripts to measure net-
work statistics to selected sites. The accuracy 
and timeliness of these datasets depends directly 
on the number of participating clients. ISPs, on 
the other hand, have a detailed insight into the 
performance of their own network, and on the 
BGP routing topology toward other autonomous 
systems (AS). This inter-AS routing is subject to 
changes (e.g. due to link failures) and traffic rout-
ing policies. A key question is thus whether OTT 
measurement methods are sufficient for taking 
resolution decisions or whether this role is better 
assumed by the ISP.

We measured every six minutes the RTT to 
209 DCs worldwide from the Orange Poland 
network in the period Jan 8–Feb 8 , 2016. Each 
measurement consisted of downloading 12 times 
a Javascript that only contains an empty method, 
and taking the average of only the last 10 down-
loads to exclude warming-up effects.

We correlated these application-layer latency 
results to the directly observed changes in BGP 
inter-domain routing by the ISP. Figure 2a visu-
alizes the impact of a link failure between the 
Orange Poland network and a Tier-1 network on 
the end-to-end delay between our probe and a 
subset of the DCs. 

Link failures introduce a storm of BGP 
updates. After convergence of the BGP rerout-
ing, the RTT of about 10 percent of monitored 
sites located in Europe and other continents (for 
the sake of visibility, only a subset are included 
in the figure) stabilizes on a new value. Although 
for most DCs the latency observed after BGP 
convergence does not differ noticeably from 
before the failure, there is still an impact in terms 
of lost connectivity: the gaps in the figure corre-

Figure 2. Network and routing statistics from Orange Poland: a) impact of a BGP event on the end-to-end latency to DCs worldwide. 
The event was observed by the Orange Poland network on Jan 26, 2016 at 12:34:53 CET; b) number of route updates and the 
fraction of the active IP address space as a function of the minimum time between consecutive route updates, measured from 
Orange Poland network in the period Jan. 8–Feb. 8 2016.

Time (relative, minutes)
42

RTT [msec]

20

0

40

60

80

100

120

140

160

6 77 113 149 185
Route stability time threshold [seconds]

(a) (b)

0,72

Fr
ac

tio
n 

of
 IP

 sp
ac

e 
re

se
rv

ed
by

 a
cti

ve
 p

re
fix

es

Nu
m

be
r o

f r
ou

te
 u

pd
at

es

0,66

0,7
0,68

0,74
0,76
0,78
0,8

0,82
0,84
0,86

6,0E+06

0,0E+00

4,0E+06
2,0E+06

8,0E+06
1,0E+07
1,2E+07
1,4E+07
1,6E+07
1,8E+07
2,0E+07

43
20

0

76
80

38
40192
0

96
0

48
0

24
01206030155

Aruba/CZ
Aruba/UK
Cloudsigma/CH
Cloudsigma/FLO
Digitalocean/CDN

Number of
route updates

Fraction of the global IP address
space reserved by active prefixes

Stratogen/UK
Upcloud/FIN
Upcloud/D
Link failure



IEEE Communications Magazine • July 2017 211

spond to failed measurements during the con-
nectivity downtime.

The period of broken connectivity extends 
for several minutes, which can have a negative 
impact on the QoE. Such interruptions can only 
be detected by OTT probes if measurements 
are taken very frequently and there are suf-
ficient users in each AS crowdsourcing data. 
Real-time monitoring of BGP route updates is 
therefore a more scalable and practical prop-
osition to detect interruptions quickly and to 
increase the responsiveness to changes in net-
work conditions. 

The next question is then how often such BGP 
route updates occur over time, and how much 
of the forwarding entries in the routing table are 
affected. Figure 2b provides insight into the scale 
of this phenomenon. The dashed plot describes 
the total number of route updates (forwarding 
entry changes) during the observation period 
(one month) such that the time elapsed from the 
previous update for a given prefix was not less 
than a given value. We note every such “active” 
prefix involves a set of IP addresses. According-
ly, the solid line shows the fraction of the IPv4 
address space that corresponds to the route 
updates described by the dashed line.

The general conclusion from this analysis is 
that BGP route changes are observed for a large 
portion of the IP address space and over a wide 
range of time scales, and that BGP route updates 
are a quick indicator of changes in network per-
formance between end-users and DCs. Although 
BGP updates could in principle be monitored and 
processed by non-ISP third parties, this requires 
probes deployed in various vantage points 
around the globe. The quantity of information 
to be processed by OTT providers would easily 
become prohibitive: BGP route updates observed 
at different locations must be correlated and the 
impact on users from each AS must be calculat-
ed, which is a complex process considering that 
BGP changes in a single AS cause a high rate of 
globally propagated updates. Moreover, ISPs are 
unlikely to expose the full details of their peering, 
transit, and uplink connections with third parties, 
meaning that this information must be indirectly 
inferred by OTT parties. 

In summary, if resolution decisions are 
made by OTT service providers, they require 
a significant overhead in terms of network 
monitoring infrastructure, and the result may 
be sub-optimal from the perspective of traffic 
costs to the network operators. ISPs are in a 
privileged position to make service resolution 
decisions due to the efficiency and accuracy 
of direct access to network performance infor-
mation from the perspective of their users, 
with the added benefit of being able take net-
work costs into account.

Participating in service resolution decisions has 
several other advantages to ISPs, in particular to 
reduce traffic cost. Service replicas will be located 
in a range of DCs, and the routing paths to those 
in remote ASs will be over peering and transit 
links with different monetary costs to the ISP. The 
ISP is thus able to select service replicas with an 
appropriate trade-off between service utility and 
network costs to ensure QoE within acceptable 
traffic costs for the network operator.

Performance Variations In 
Heterogeneous Clouds

Network metrics are not the only factors to be 
considered in service placement. Demanding 
services often have specific hardware/software 
resource and performance requirements to deliv-
er a consistent QoS. For example, media services 
may depend on certain GPU features such as spe-
cific OpenGL extensions, or vendor-specific APIs 
such as NVIDIA CUDA support. 

However, even with identical hardware we 
can observe huge performance differences across 
DCs, owing to the configuration and manage-
ment policies of the infrastructure provider. For 
economic reasons, infrastructure providers will 
co-locate many workloads on the same node, bal-
ancing resource isolation policies with resource 
oversubscription, thereby assuming that not all 
concurrently running applications need their full 
capacity at the same time. 

To demonstrate the impact of resource iso-
lation policies on service performance, we have 
measured the latency of a media encoding appli-
cation for producing a single frame in a 720p 
video stream. Targeting a frame rate of 25 fps, 
this latency should be kept below 40 ms. We 
deployed 48 application replicas on bare metal, 
in a VM managed by the KVM hypervisor, in a 
Docker container and on bare metal with NUMA-
aware placement.

The CCDF plots in Fig. 3 show the probability 
that the time to produce a single frame exceeds 
a given latency. The full lines report the average 
performance of the 48 instances, using the default 
best-effort settings for CPU isolation of a vanilla 
Linux kernel. The dashed line indicates the same 
metric for one instance that was configured with a 

Figure 3. Latency to produce a single 720p video frame. The experiments were 
conducted on a SuperMicro server blade, with a dual Opteron 6174 CPU 
and 64 GiB RAM. Full lines: average CCDF of 48 instances with best-effort 
CPU scheduling of the vanilla Linux kernel. Dashed lines: CCDF for a single 
instance that was attributed a higher CPU scheduling class, while the other 
47 instances were scheduled best-effort.
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higher priority class, while the other 47 were sched-
uled with best-effort. It can be clearly observed 
that the enabled Linux mechanisms result in much 
stronger guarantees on application performance 
for all tested virtualization technologies.

The type of hypervisor used and the implemen-
tation of the resource isolation mechanisms to 
provide strict performance guarantees may differ 
widely among infrastructure providers. Moreover, 
it is hard for infrastructure providers to come up 
with a single configuration that is optimal for all 
applications. First, server workload characteris-
tics continuously change as application instances 
come and go. Second, there is a wide variety in 
performance bottlenecks: CPU-intensive, memo-
ry-intensive, high I/O, etc. An experimental study 
concluded that the best-performing configura-
tion for an application in one cloud provider can 
become the worst-performing configuration for 
that application in another cloud [12]. 

Given the impact on service performance 
of hardware resources, infrastructure manage-
ment policies, and runtime conditions, it is clear 
that the cost-versus-quality trade-off of a DC for 
resource-demanding services is highly applica-
tion specific. Moreover, the placement decision 
can only be performed in an optimal way when 
it is based not solely on static descriptions of DC 
capabilities, but involves an evaluation of the 
runtime condition on application-specific require-
ments. 

Service-Centric Networking
The previous discussion reveals that for both ser-
vice placement and service resolution, detailed 
knowledge is needed about the capabilities of 
heterogeneous nodes, the IP network topology, 
and service performance metrics. This knowledge 
is scattered between different business entities, 
such as infrastructure providers, ISPs, and service 
developers. 

In the following, we describe an intermediary 
service-centric networking (SCN) framework that 
assists service providers to manage the deploy-
ment and operation of services over distributed 
heterogeneous clouds. This includes the optimal 
placement of service instances considering the 

capabilities of DCs, their proximity in terms of net-
work metrics to user demand, dynamic service 
scaling to meet varying demand, and the resolu-
tion of user queries to the best service instance, 
according to a combination of network metrics, 
available server capacity, and other operational 
policies such as minimizing transit costs. 

The framework is enabled by several primi-
tives, including evaluator services, session slots, 
and service catalogs to convey information that 
is abstract enough to avoid the exposure of IPR 
on network or service performance, yet contains 
sufficient detail for service placement and reso-
lution in distributed heterogeneous cloud envi-
ronments. Placement is performed on a deeper 
level than the limited set of regions offered by 
current geo-distributed DC providers, and the ser-
vice-specific impact of hardware heterogeneity is 
taken into account when assigning resources to 
the deployed replicas. 

Functional Entities

The SCN framework [4] covers service manage-
ment and resolution functions implemented by 
multiple cooperating, but loosely coupled entities: 
service providers, service orchestrators, DC pro-
viders, and service resolvers. The service life cycle 
across these entities is depicted in Fig. 4.

1. Service providers register their service with 
an orchestrator via an (extended) TOSCA ser-
vice manifest, containing information such as the 
service graph identifying service components and 
their relationship with one another, performance 
requirements and constraints, and deployment 
policies. 

2. The orchestrator goes beyond cloud infra-
structure brokering and also offers advanced 
instance placement, service life cycle manage-
ment and monitoring. The orchestrator carries 
out a detailed evaluation of the performance and 
runtime conditions of a large set of candidate exe-
cution locations, named execution zones (EZ). 
The computational resources may be a dedicated 
DC of a cloud infrastructure provider, or similar 
resources co-located with PoP, base stations, etc. 
provided by an ISP. The placement decision may 
be based on service-specific evaluator services, a 
concept further detailed in a later section.

3. The evaluation results are used to deploy 
service replicas in a subset of the EZs, taking into 
account the service requirements and policies list-
ed in the service manifest.

4. EZs report on their service availability to the 
service resolution subsystem, which is responsible 
for creating dynamic forwarding paths for end-us-
er queries to be resolved to EZs containing avail-
able instances of the requested service. Multiple 
domain resolvers exchange information on ser-
vice availability, and each domain has a logically 
centralized resolver that answers queries from the 
domain’s clients.

5. The resolver returns a locator of the service 
replica to the client. These locators can contain 
IPv4/IPv6 address, TCP ports, protocol numbers, 
and/or tunnel identifiers. The location of the resolv-
er for a specific service and/or a given user can be 
retrieved through standard DNS mechanisms. 

6. The client then accesses the service replica 
over a standard IP connection, out-of-band of the 
SCN framework.

Figure 4. Service life cycle in service-centric networking.

Orchestrator
2 Evaluation

2 Evaluation

3 Placement and
deployment

6 Client-service
communication
in data plane

44

Service
announcement

1 Registration

5 Resolution

Resolver

Execution
zone

Resolution
domain

Service provider Service provider



IEEE Communications Magazine • July 2017 213

Utility-Based Placement with Evaluator Services
Service placement involves a cost-vs-quality 
trade-off that is application-specific. The service 
provider specifies in the manifest the service per-
formance targets by means of a utility function. 
Utility is defined as a weighted combination of 
metrics relevant for the service performance and 
can range from zero to one. Further details on the 
utility function can be found in [13].

Placement algorithms in the orchestrator need 
to solve a multi-objective optimization problem to 
maximize the total utility of all users within budget 
constraints. We show in the Pareto frontier of the 
trade-off between placement cost and user utility 
for the EZs and user demand as described earlier. 

Costs are in arbitrary units and are proportion-
al to the published cost of the closest Amazon 
EC2 for each EZ. The X-axis is the sum of utility 
each of 1800 user groups received by accessing 
services in the chosen EZ. Each point “x” on the 
plane represents a feasible placement solution, 
but only the points on the Pareto curve represents 
a maximum utility for a cost constraint value. Each 
strategy on the Pareto curve shows a particular 
trade-off between the utility and the cost. Based 
on this, the service provider can choose an appro-
priate operating point.

Performance impacting factors such as multi-
tenant resource isolation and hardware hetero-
geneity are only measurable at runtime and/or 
require in-depth and sensitive knowledge of the 
service implementation to assess the utility of an 
EZ. Describing such detailed hardware capabilities 
and performance dependencies in a static man-
ifest is infeasible. Instead, we propose the con-
cept of evaluator services. These are lightweight 
services deployed as probes in a selected num-
ber of EZs to verify deployment and execution 
requirements and predict the performance when 
the application would be deployed in the same 
environment. Before the service is deployed, the 
orchestrator deploys one or more evaluator ser-
vice instances across the candidate EZs. An eval-
uator service calculates a numerical score for the 
execution environment. This value, together with 
network statistics and infrastructure costs, is used 
as input parameters in the utility function by the 
orchestrator.

The major advantage of the evaluator service 
concept is that orchestrators can follow the same 
evaluation procedure for all services. It is up to 
the service providers to provide the evaluator ser-
vices. In the simplest case, the evaluator service 
only makes a small number of system API calls to 
verify whether a required hardware or software 
feature is available; in other cases, a more thor-
ough performance evaluation may be necessary. 
There should however be a reasonable relation 
between the complexity of the evaluation and the 
service itself, as running a complex and time con-
suming evaluation for a short-lived service would 
introduce too much overhead. 

Both the utility function and the evaluator ser-
vices are described as policies in a TOSCA ser-
vice manifest. TOSCA is an OASIS standard for 
the specification of topology and orchestration 
of cloud applications [14]. An example is given in 
Fig. 6. The evaluator service needs to be executed 
in three regions, and the utility of an execution 
zone is an equally weighted sum of the end-to-

end latency and the numerical score of the eval-
uator service. 

Distributed Resolution Based on Session Slots

Service resolution algorithms find the “best” 
instance among possibly many replicas distributed 
over the Internet. Simply selecting the closest EZ 
for each user request or the one that maximiz-
es utility for that individual request can result in 
sub-optimal performance. As we show in [13], a 
utility-maximizing service selection approach in 
SCN can reduce blocking and increase overall 
utility compared to a classic closest-based selec-
tion approach. 

The exchange of service availability informa-
tion consists of two distinct steps: catalogue shar-
ing and service subscription.

Catalogue Sharing: Orchestrators deploy an 
agent in each EZ that announces the service ID, 
the utility function, and a representative locator 
to at least one resolver. This information is fur-
ther injected into the catalog, which is shared 
between resolvers using a DHT implementation. 
This information only updates when a new ser-
vice is created, all service instances have been 
deleted, or there are significant changes in net-
work connectivity (e.g. a change of traffic engi-
neering policy). To keep full control of the load 
on some instances, resolvers may decide to hide 
the actual locators and replace them with an 
ALTO provider-defined identifier (PID). ALTO is 
an IETF standard for dissemination of network-lev-
el information between different business entities 
[15]. The PID is a representative locator for, e.g., 
a subnet or a metropolitan area that allows other 
resolvers to assess the potential performance of 
connections to instances running in that domain. 
Operators expose cost maps, assigning cost val-
ues (e.g. routing cost) to one-way connections 
between PIDs. Other resolvers can then evalu-
ate the feasibility of service replicas exposed by 
one resolver, without having full knowledge of the 
internal network or the operator policies.

Service Subscription: Based on the catalog 
information, resolvers subscribe to a set of EZ. 
To obtain enough diversity of service availability, 

Figure 5. Pareto graph placement cost vs. utility.
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resolvers will contact close zones before expand-
ing the subscriptions to more distant zones until 
enough instances are found. Resolvers will start 
receiving updates from that EZ on the availability 
of the service(s) subscribed to. The availability 
information is conceptualized as session slots. A 
session slot is a unit of measurement representing 
how many users can be accommodated simul-
taneously in a given service instance, group of 
instances, or EZ. The total number of session slots 
to be instantiated is decided by the orchestrator, 
and the current number of available session slots 
is announced to the service resolvers to help drive 
the instance selection algorithms.

The resolution overlay can grow organical-
ly. In an early phase, orchestrators could act as 
resolvers to ensure reachability of their managed 
services. Over time, other parties could attach 
resolvers to the resolution overlay. As argued ear-
lier, resolvers may be operated by ISPs. 

Conclusion
In this article, we present a framework for opti-
mal service placement and resolution in widely 
distributed heterogeneous cloud infrastructures. 
SCN leaves the data plane unmodified and there-
fore aligns with other efforts to improve service 
delivery, such as software defined networking to 
manage data flows, and 5G wireless technologies 
to improve wireless throughput and latency.

The SCN framework has been extensively 
modelled and prototyped in the FUSION proj-
ect. Some of the challenges of deploying SCN, as 
discussed in this article, involve the definition of 
appropriate abstractions of service requirements 
and the inclusion of network and service moni-
toring data in placement and resolution decisions. 
The primitives of evaluator services, utility, and 
session slots are able to capture the vast diversity 
in service requirements at an appropriate demar-
cation level between different business entities 
for orchestration and resolution. Together with 
these primitives, the adoption of standards such 
as TOSCA and ALTO ease the deployment of 

SCN. The deployment of SCN is also facilitated 
by it not requiring to be deployed as a single big-
bang solution. For example, service resolution can 
initially be undertaken by service-specific central-
ized functions. For more popular services that are 
more widely deployed, and especially for those 
that require a more detailed knowledge of net-
work performance metrics than can be provided 
by OTT monitoring, then the resolution function 
can be incrementally deployed by ISPs.

There are several areas for ongoing study, 
including: modelling and mitigating policy mis-
matches between service placement and resolu-
tion when deployment and networking costs are 
not aligned. For extremely low-latency tactile ser-
vices, additional edge computing nodes may need 
to be utilized to deploy service instances much 
closer to users. Globally centralized placement 
optimization functions do not scale well at this 
level of detail, and hierarchical placement frame-
works may be needed where algorithms at lower 
levels in the hierarchy are able to make detailed 
placement decisions with local knowledge of edge 
nodes, user locations, and network topology.
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