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Abstract—Recent advances offered by Software Defined Net-
working and virtualization techniques are creating the favourable
conditions to design and develop Future Networks where network
functions and services can be virtualized, dynamically instan-
tiated and moved across networks. The ability to dynamically
allocate virtual nodes across distributed physical hosts and
even more the live migration of the Virtual Machines which
perform such virtual network functions are driving current
network infrastructures towards “programmable” networks. To
be adopted as a deployable feature on a Carrier’s Network,
live migration performance need to be analysed and tested.
Therefore a compositional modelling approach could provide
early measures by evaluating the impact of these new technologies
on the performance of Future Network systems. The main
contribution of the paper is the definition of a general modelling
framework to integrate simple models representing the main
components and features of a Future Network architecture.
Starting from this model composed by atomic sub-models, we
conduct the performance analysis of the live migration of a single
Virtual Machine between two hosts located in different networks.
The Möbius tool has been used for developing the model as well
as for studying its behaviour and performance. Finally, some
simulative results are provided in order to show the feasibility
of this approach.

Index Terms—Software Defined Networking, Network Func-
tion Virtualization, OpenFlow, Virtual Machines Live Migration,
Stochastic Activity Network.

I. INTRODUCTION

The progress of the IT technology is impacting on the
evolution of networks, which are becoming less hierarchical
and with a limited number of simplified nodes inter-connecting
multiple local areas. In turn, this local areas are becoming
more and more populated by small aggregation-nodes and
also by a huge number of mobile devices, smart objects and
“things”.

The cost reductions of devices due to advanced technol-
ogy in terms of computing, storage and communication-
networking, is creating the ideal conditions to increase the
users capability to “drive the network intelligence” towards
the edges of the networks where this innovation will take
place [1]. However, the “ossification” of Internet makes some
difficulties for Service Providers and Network Operators to
develop and deploy new network functionality, services and
management policies which are essential to cope with the
increasing dynamic of the ICT markets. Actually, today most
of the Network Functions (typically from the layer 4 to the

layer 7) are provided by specific nodes called middle-boxes.
These nodes offer important services such as the improv-
ing security (e.g. firewalls and intrusion detection systems)
and performance (e.g. proxies) as well as the reduction of
bandwidth costs (e.g. WAN optimizers). However, they also
represent most of the CApital EXpenditures (CAPEX) and
Operating EXpenditures (OPEX) due to the effort management
that they require [2].

In this evolution towards the Future Network systems,
emerging paradigms such as Software Defined Networking
(SDN) [3] and Network Function Virtualisation (NFV) [4]
offer the possibility to develop such network functions (and
all middle-boxes) in software, by separating and abstracting
the logic from the underlying resources. Moreover, OpenFlow
[5] protocol operates directly on network flows, simplifying
the creation and installation of new “rules” into network re-
sources such as switches and routers. Therefore, the network is
more flexible, adapting to market dynamics. “Programmable”
networks [6] offer many advantages for the management of the
middle-boxes such as enabling dynamically adaptive polices
[7] and an elastic execution of virtual middle-boxes [8]. The
above analysis brings to the main assumption that network
functions and services should mainly be executed as virtual
network functions in an ensemble of Virtual Machines (VMs)
dynamically placed into distributed platforms at edges of the
network [9], [10]. This implies, also, the possibility to move
such VMs according to requirements and constraints of the
physical machines where they are hosted.

This paper argues one of the main challenge behind this
vision which is the capability of dynamically instantiating,
orchestrating and relocating VMs across networks. In particu-
lar, it provides a formal method based on Stochastic Activity
Network (SAN) which aims to analyse the live migration per-
formance of a single VM between two different physical hosts
in the network. In particular, we introduce a generic model
of a Future Network infrastructure based on SDN/OpenFlow
and NFV solutions. This generic model is implemented by
defining SAN sub-models and interfaces among them to share
information.

This work is mainly intended to proof of the advantages
that could gain Network Operators in adopting the proposed
modelling approach. In particular, our model intends to support
the design phase of the network infrastructure, providing a
valid tool to define its features and configuration parameters.



Finally, such model could help Network and Service Operators
for the evaluating the impact of the new technologies on
the live migration, widely used as conventional method for
changing the placement of the VMs in the network.

The paper is organized as follows: Section II provides some
related works and a brief background knowledge that will
help the reader to understand the paper easily; Section III
implements the modelling approach by mean of SAN models;
Section IV presents some results while Section V ends the
paper with some remarks and future developments.

II. RELATED WORKS AND BACKGROUND KNOWLEDGE

VM live migration within (and across) data centers has
traditionally been a complex task due to the requirements of
storage accessibility and moving the network-level policies
associated with each VM to its new location. Traditional
approaches studied the live migration behaviour by using
some virtualization platforms (e.g. Xen) to evaluate the mi-
gration performance in terms of migration time and energy
consumption given a resource available [11]. Others adopted
some prediction techniques [12] and probabilistic frameworks
[13], [14] to build a performance model representing the
performance features of the live migration.

Conventional VM live migration involves the transfer of the
CPU and memory state as well as the storage data. However,
storage data migration in WAN is still an important challenge
on which researchers are spending more efforts [15]. In the
other side, the live migration inter-data centers presents the
problem to allow IP change; solutions like tunnelling [16] and
later-2 expansion [17] work around the problem of connection
loss due to a change of the IP address. Using OpenFlow
VMs are allowed keep their original IP addresses, maintaining
all existing connections [18], [19]. Moreover, this protocol
(i) allows the mobility between the layer-2 and layer-3, (ii)
allows a programmable SDN, and (iii) network resources can
be remotely configured, controlled and monitored. Therefore,
SDN-based solutions could improve management operations
and performance as well as enable the VM migration in intra
and inter data centers [20], [21] Recent works [22], [23]
present a SDN architecture to enable the VM live migration
and evaluate its performance.

Generally speaking, the VM live migration involves several
key factors such as the VM memory size, page dirty rate,
the network transmission rate and the migration algorithm.
The page dirty rate is the rate which the VM memory page
change with. These factors and even more the migration
algorithm used, can introduce relevant variations of the mi-
gration performance. There are different techniques for the
live migration [24], [25], [26] that trade-off two important
performance parameters: the migration time and the downtime.
Migration time refers to the time required to move the VM
between physical hosts while downtime is the portion of the
time when the VM is not running. stop&copy [25] designs
halt the original VM and copy its entire memory to the
destination. This techniques minimise the migration time but
suffers from high downtime as the VM is suspended during the

entire transfer. On the other side, on-demand [26] migration
operates by stopping the VM copy only essential kernel data
to the destination. The remainder of the VM address space
is transferred when it is accessed at the destination. While
this technique has a very short downtime, it suffers from high
migration time.

Among the several techniques used, the iterative pre-copy
algorithm [27] minimizes the total migration time and down-
time than other algorithms used, such as on demand migration
and the stop&copy. Using an iterative approach, the hosted
VM in the source physical machine can be kept in an active
state during the migration towards the new destination. Since
the VM is running, some memory pages are changed during
the migration and must be re-sent. The term “iterative” means
that pre-coping occurs in several rounds and the data to be
transmitted during a round are the dirty pages generated in
the previous round. The pre-copy phase terminates if: 1) the
memory dirtying rate exceeds the memory transmitted rate;
2) the remaining dirty memory becomes smaller than a pre-
defined threshold value; 3) the number of iterations exceeds
a given value. After several rounds of synchronization, a
very short stop-and-copy phase is performed to transmit the
remaining dirty pages. Then, the VM is halted for the final
state transfer and re-starts it in the new location.

III. A SAN-BASED IMPLEMENTATION

This Section describes our modelling approach in order
to support the design of a Future Network by defining a
“generic” modelling framework for peformance analysis of
the live migration. Our approach exploits the usage of the
formal models, allowing to create the overall model of the
system under analysis in a well-structured way. We adopte
a component-based view of the network applying divide-et-
impera techniques: the overall system model is decomposed
recursively into sub-models until reaching an atomic sub-
model. The effectiveness of this approach has been showed in
[28] where a modelling framework has been defined and then
implemented exploiting the flexibility of the SAN formalism.

The analysis of the VM live migration over a
SDN/OpenFlow network requires to consider the entire
application field by modelling four different components:
the Controller, the OpenFlow Switch, the VM which are the
traditional components in SDN and the VM Live Migration
Orchestrator. This latter is a soft-component in charge of
the resources management and orchestration as well as for
the starting and stopping of the migration. This is argued by
many efforts that the ETSI [29] is spending in this direction;
however, in this work, the capability of the orchestrator is
limited to the triggering the migration for a given VM. Other
features will investigated in next developments.

The implementation of the system has been realized using
the SAN formalism [30]. The choice of this approach is due
to the great flexibility and power in the modelling given by
using such formal method. One of main advantages of the
SAN formalism is the possibility to map each component of
the designed architecture into “atomic” models. Component



Fig. 1: Live migration algorithm model

interfaces have been realized by sharing extended places,
which contain complex data structures used by atomic models
to read and write shared information. In the follow subsections,
each atomic model is described in detail.

A. Virtual Machine model
This model consists of three main parts: the live migration
algorithm (Fig. 1), a trigger signal (Fig. 2(a)) and one
part that represents the typical production and delivery of
packets (Fig. 2(b)). The pre-copy algorithm executes in
several rounds and each iteration is modelled using the
place Iteration.
When a new iteration starts, a new token is added to
this place. The extended place VMSource is an input
parameter set as the memory size of the hosted VM into the
source physical machine. VMDest represents the fraction
of memory of such VM that is transferred to the destination
machine during the migration. The memory size of the
hosted VM into the source physical machine, the memory
dirtying rate during the migration and the elapsed time at
each round are modelled as VMSource, DirtyPages
and TimeMigration, respectively.

(a) Trigger signal

(b) VM model

Fig. 2: Trigger signal and Virtual Machine model

In the beginning, VMDest is zero and one token in
Transfer is used to start the live migration. All the
memory of the hosted VM in the source physical machine

is transferred to the destination. The timed transition
Move_Data models the channel and the such transition
expires when all memory of the hosted VM in the source
physical machine is transferred to the destination. When
the migration starts, some memory pages (called dirty
pages) change during the process and they must be re-
sent to the destination. This is modelled using the place
Writer, the gate IG1, the timed transition Write_Page
and the extended place DirtyPages. In particular,
when the migration starts, one token is in Writer and
some memory pages change at a given rate. The timed
transition is modelled as an exponential distribution with
parameter equal to the page dirty rate (that is an input
parameter). Pages changed during this phase are modelled
by an extended place DirtyPages.
The place Iteration increases one token until when
one of the stop-conditions is verified. Such event is
modelled using the gate OG1. In aprticular, when a stop
condition occurs, one token is in StopCopy and the
hosted VM in the source physical machine is halted for
the final transfer round. During last iteration one token
is in the place DownVM. When last fraction of memory
has been transfered to the destination, the VM hosted on
the physical machine of destination is re-activated. In this
case, DownVM is zero and one token is in StartVM.
Morevoer, the VirtualHost model represents the ability
to handle a trigger signal (Fig. 2(a)) to start the migration.
Fig. 2(b) shows the host model representing the typical
production and delivery packet operations. The timed tran-
sition OutPkt and InPkt are modelled as a deterministic
distribution.

B. Live migration orchestrator model
This atomic model represents the entity in charge for
enabling the live migration (Fig. 3). To run it, a token is in
the place Trigger. The hosted VM in the source physical
machine is selected for the migration and, after one token
is in the place in MigrateHost. When the migration
is completed, one token is added at Completed. The
timed transition Trigger_signal is modelled as a
deterministic distribution with a transition firing every 10s.

C. Controller model
The sub-model for the controller is shown in
Fig. 4. Basically, it represents the interaction



Fig. 3: Live migration orchestrator model

occurring between the Controller and the OpenFlow
Switch. In particular, OpenFlow_Switch and
OpenFlow_Controller share a common place
SwitchToControllerRequest and the timed
transition Matching has two cases (i.e. Flow_mod and
Packet_Out).

Fig. 4: Controller model

D. Open Switch model
The sub-model that represents a OpenFlow Switch is
shown in Fig. 5. It is argued that the behaviour of
such switch is based on set of rules installed into it-
self. Basically, if a rule matches an incoming packet,
the forwarding decision is instantaneously executed on
the switch. Otherwise, if there is no matching rule, the
switch asks the controller for an action to execute. We
model these events by using two cases associated to the
timed transition Serve_switch_request. For such
transition a normal distribution with a mean of 4µs and
standard deviation of 101.43 has been used according
to the reference [31]. Moreover, Write_Flow_Entry,
Output_Action and Matching are modelled as a
uniform distribution with lower bound 4µs and upper
bound 16.5µs. Finally, FlowExpires is modelled as a
normal distribution with mean 1 and standard deviation
0.2ms.

IV. EXPERIMENTAL RESULTS

In this Section we report some results obtained by using
Möbius tool [32], a software tool for modelling the behaviour
of complex systems. The modelling language is based ei-
ther graphical or textual representations supporting several

Fig. 5: Open Switch model

modelling formalisms including SAN, Markov chains and
extensions as well as stochastic process algebras. Functionality
of the system can be defined as model input parameters, and
then the behaviour of the system can be automatically studied
across wide ranges of input parameter values. In particular,
we use Möbius for the analysing and evaluating the VM live
migration in a SDN/OpenFlow infrastructure.

To perform useful results, we evaluate the migration time
and downtime by changing the page dirty rate. Fig. 6 shows
the effect of varying the page dirty rate on migration time and
downtime for three different link speed values: 100 Mbps, 1
Gbps and 10 Gbps. The memory size VM migrated experi-
mentation is 1024 MB. This value is used for all experiments.
We observe an interesting relationship between page dirty rate
and migration performance: specifically, such relationship is
not linear this occur because of the stop conditions defined in
the migration algorithm. In line with some results presented
in [27], if the page dirty rate is below the link capacity, all
modified pages are transferred in a timely fashion resulting in
a low migration time and downtime. In the other side, if the
page dirty rate starts approaching towards the link capacity,
the migration performance degrades significantly.

Moreover, it is relevant to observe the impact of the
link speed on the live migration performance. Results have
been obtained considering a page dirty rate set as 300.000
pages/second. Fig. 7 shows clearly that the migration perfor-
mance are influenced by link speeds; moreover such figure
highlights that relationship between the link capacity and the
migration time is inversely proportional. Same consideration
about the relationship between the link capacity and the
downtime.

V. CONCLUSION AND FUTURE STEPS

In this paper we have defined a general modelling frame-
work to support the design of a network architecture based
on SDN/NFV principles. The framework is general enough to
model a design a SDN architecture by defining independent
sub-models. In particular, such framework has been used to



(a) Migration Time (b) Downtime

Fig. 6: Migration time and downtime versus page dirty rate

(a) Migration Time

(b) Downtime

Fig. 7: Migration time and downtime versus link speed

evaluate the performance of the virtual machine live migration
in terms of migration time and downtime. The main goal of
our analysis is to highlight how some parameters such as link
speed of the network and the page dirty rate of the migration
algorithm can influence significantly the migration time and
downtime. This is confirmed from some results obtained by
Möbius tool that show how the link speed and the page dirty
rate are the main factors impacting on the live migration

performance. In particular, link speed and the page dirty
rate cause not linear effects on such performance indicators
due to the use of some stop conditions in the migration
algorithm which force the migration to the final round. Future
research efforts will be oriented on the development of other
aspects related to architecture components. Moreoveor, we
will plan to investigate other migration algorithms in order
to migrate an ensemble of VMs across networks providing
other performance indicators including throughput, latency,
and jitter.
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