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Abstract— Synthetic aperture radar (SAR) systems can
generate microwave images by using different acquisition modes:
stripmap, spotlight, scanSAR, and the more recently developed
sliding spotlight and Terrain Observation by Progressive Scans
(TOPSAR). The proper mode to be used is chosen according
to the desired spatial resolution and coverage. In this paper,
we present a unified formulation able to express raw signals
of all acquisition modes. This formulation is then employed
to show that both sliding spotlight and TOPSAR raw signal
simulation of extended scenes can be achieved by using an
improved version of the approach previously proposed by some
of the authors for the sliding spotlight case. This approach
implies a 1-D range Fourier-domain processing, followed
by 1-D azimuth time-domain integration, and it can also precisely
account for sensor trajectory deviations for any acquisition mode.
Effectiveness of the proposed simulation scheme is assessed by
using numerical examples. Results show that its computational
load is much lower than the one of the time-domain approaches,
and the obtained raw signals are in very good agreement with
the exact ones. Finally, examples of simulations of SAR signals
relative to extended, both canonical and realistic, scenes are also
reported.

Index Terms— Synthetic aperture radar (SAR), SAR
simulation.

I. INTRODUCTION

THE synthetic aperture radar (SAR) system can acquire
data from a ground area under survey by using different

operational modes. The standard, simplest one is the stripmap
mode [1], [2]: the radar antenna is pointed along a fixed
direction with respect to the platform flight path, and the
antenna footprint covers a strip on the imaged surface as
the platform moves. To improve the azimuth resolution by
increasing the synthetic aperture length, at the expense of
ground coverage, the spotlight, or staring spotlight, mode can
be used [1], [2]: the radar antenna beam is steered during
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the overall acquisition time, pointing always at the same area
over the ground. An intermediate solution is the so-called
hybrid stripmap/spotlight, or sliding spotlight, mode [3]–[5]:
the radar antenna beam is steered about a point farther away
from the radar than the area being illuminated so that the
antenna footprint on the ground moves more slowly than the
sensor (it slides).

While staring and sliding spotlight modes aim at
improving resolution at the expense of azimuth coverage,
scanSAR [1], [2] and Terrain Observation by Progressive
Scans (TOPSAR) [6] modes are aimed at improving range
coverage (i.e., at extending the range swath) at the expense of
azimuth resolution. In the scanSAR mode, a wide-range swath
is obtained by periodically switching the antenna beam eleva-
tion to illuminate different range subswaths. Therefore, each
subswath is periodically illuminated by bursts shorter than
the stripmap integration time so that the azimuth resolution is
worsened. To avoid the well-known annoying scalloping and
space-varying ambiguity ratio effects of scanSAR images [1],
[2], [6], the TOPSAR mode has been proposed: the antenna
beam elevation is still periodically switched among different
range subswaths, but within each burst, the beam is also
steered from backward to forward (i.e., in the opposite way
with respect to the staring or sliding spotlight cases) so that the
antenna footprint on the ground moves faster than the sensor.

All above-described operational modes are today of great
practical interest. In fact, while the first spaceborne SAR
systems (such as European Remote Sensing Satellite and
ENVISAT) employed stripmap and scanSAR modes, the
most recent ones (namely, Cosmo/SkyMed, TerraSAR-X, and
Sentinel-1) are also using sliding spotlight and/or TOPSAR
modes. Accordingly, many different algorithms have been
devised to process data acquired by using the different opera-
tional modes [1]–[10].

It is well-known that stripmap and staring spotlight modes
can be considered as limiting cases of the sliding spotlight
mode [4], and the TOPSAR has been conceived as a slid-
ing spotlight with inverse beam rotation [6] so that similar
approaches can be used to process data from both acquisition
modes [7]–[10]. In addition, a unified raw signal formulation
for all acquisition modes was proposed in [9] and [10] but
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only for a point target and only in space domain. However,
at the best of our knowledge, a clear general, unified
analytical formulation able to express raw signals acquired
by all operational modes for extended scenes and both in
space and frequency domains is not currently available in the
literature. The first contribution of this paper is the presentation
of such a unified formulation. By using the proposed raw
signal formulation, we then show that both sliding spotlight
and TOPSAR raw signal simulation of extended scenes can
be achieved by using an improved version of the approach
previously proposed by some of us for the sliding spotlight
case [11], which implies a 1-D range Fourier-domain process-
ing, followed by 1-D azimuth time-domain integration. This
is the second contribution of this paper. It must be noted that
the Fourier-domain approach allows exploiting the efficiency
of fast Fourier transform (FFT) codes so that it is much more
computationally convenient with respect to most of the wide
literature on SAR simulation that is based on the time-domain
approach (see [12], [13] for two recent examples). This is of
fundamental importance when simulation of extended scenes
has to be performed. In fact, in this case, all the operations
needed to simulate the raw signal of a single-point target must
be repeated for all the facets (smaller than system resolu-
tion), in which the scene surface must be subdivided, which
usually are in the order of tens of millions. In addition, the
scene reflectivity map must be evaluated based on the terrain
topography and the scene’s geometric and electromagnetic
parameters. Note that [7]–[10] only deal with SAR focus-
ing and do not present any SAR signal simulation scheme.
Conversely, in [19], and [20], efficient TOPSAR simulation
schemes were recently presented: they are both based on the
proper azimuth filtering of wide-beam stripmap [20] or also
spotlight [19] simulated raw signals. However, they both imply
approximations whose range of validity is not demonstrated
in [19] and [20] and cannot be analytically foreseen. Instead,
our approach allows analytical evaluation of its validity range,
as detailed in Appendix A. In addition, [19] and [20] only
consider nominal, straight-line sensor trajectory at variance
with our approach. In fact, as a third original contribution of
this paper, the proposed simulation approach can also account
for SAR sensor trajectory deviations for any acquisition mode
(not only sliding spotlight and TOPSAR but also stripmap,
scanSAR, and staring spotlight) more efficiently and precisely
than what is currently available in the literature for Fourier-
domain simulation approaches.

II. UNIFIED RAW SIGNAL FORMULATION

Let us consider an SAR sensor moving with velocity v along
a straight line, coincident with the x-axis, and illuminating
the ground with a steerable beam. Let us call X1 the length
of the trajectory flight portion used to acquire the raw data
(or, for a scanSAR or TOPSAR system, the burst length) and
r0 the distance from the line of flight to the center of the
imaged scene (see Fig. 1). If the beam is steered from forward
to backward (as in the sliding spotlight case), its center of
rotation is below the sensor, whereas if it is steered from
backward to forward (as in the TOPSAR case), its center of

Fig. 1. (a) Sliding spotlight and (b) TOPSAR modes: illuminated area.

rotation is above the sensor. Let us call r1 the oriented distance
from the line of flight to the beam rotation center, assumed
positive if the beam rotation center is below the sensor [see
Fig. 1(a)] and negative if the beam rotation center is above the
sensor [see Fig. 1(b)]. For the moment being, we will assume
that no squint is present so that the trajectory flight center (that
we take as the origin of the x-axis) is at the same abscissa
as the scene center. In addition, for the sake of simplicity, we
will also assume that X1 � |r1|, although the more general
case could be considered as well. Let us now introduce the
factor

A = r1 − r0

r1
. (1)

It must be noticed that this factor is the same as the factor A
defined in [4] for the sliding spotlight case and as the factor α
introduced in [6] for the TOPSAR case, but here, it is defined
in such a way that exactly the same formulation (1) can be used
to express both: in this respect, it is very similar to the unified-
model coefficient defined in [9] and [10]. By using simple
geometrical considerations (see Fig. 1), it can be verified that
the angular velocity of the antenna beam is

ωa = v

r1
= v

r0
(1 − A) (2)

that the antenna azimuth footprint on the ground moves with
velocity

v f = Av (3)
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and that, when the sensor is at position x ′, the center of the
antenna azimuth footprint is at

x̄ = Ax ′. (4)

Accordingly, the azimuth illumination diagram of the
antenna is of the form

w

(
Ax ′ − x

X

)
(5)

where X = λr0/L is the azimuth size of the antenna footprint
[we assume that w(·) is negligible when the absolute value
of its argument is larger than 1/2 and that it is an even
function], L being the antenna azimuth length. Assuming a
chirp modulation of the transmitted pulse, the expression of
the SAR raw signal is then the following:

h(x ′, r ′) =
∫∫

γ (x, r)g(x ′, r ′ − r; x, r)dxdr (6)

where

g(x ′, r ′ − r; x, r)

= exp

[
− j

4π

λ
�R

]

× exp

[
− j

4π

λ

� f / f

cτ
(r ′ − r −�R)2

]

× rect

[
(r ′ − r −�R)

cτ/2

]
w2
(

Ax ′ − x

X

)
rect

[
x ′

X1

]
(7)

is the SAR system impulse response, and

�R = �R(x ′ − x; r) = R − r =
√

r2 + (x ′ − x)2 − r. (8)

The following variables are used in (6)–(8) [see also Fig. 2
(with no deviations, i.e., Rn ≡ R)].

1) x, r , and θ are the coordinates in the cylindrical coordi-
nate system whose axis is the sensor line of flight.

2) S ≡ (x ′, 0, 0) is the sensor position.
3) r ′ is c/2 times the time elapsed from each pulse

transmission.
4) γ (x, r) is the scene reflectivity pattern,1 including the

phase factor exp[− j (4π/λ)r ] and the range antenna
pattern wr (r − r0/Sr ), Sr being the range size of the
antenna footprint.

5) λ and f are the carrier wavelength and frequency of the
transmitted signal, respectively.

6) R is the distance from S to the generic point
[x, r, θ(x, r)] of the scene.

7) θ = θ(x, r) is the soil surface equation.
8) � f is the chirp bandwidth.
9) c is the speed of light.

10) τ is the pulse duration time.
11) rect[·] is the standard rectangular window function,

i.e., rect[·] = 1, if the absolute value of its argument
is smaller than 1/2, otherwise rect[·] = 0.

By analyzing the last two factors of (7) (or also by analyzing
geometry in Fig. 1), we note that the synthetic antenna, with

1Hereafter, we will assume γ (x ′, x, r) ≈ γ (x, r). Actually, the reflectivity
pattern of still ground point changes as the sensor moves, but the approxima-
tion is acceptable for the distances involved.

Fig. 2. Geometry of the problem, including possible trajectory deviations.
(a) 3-D view. (b) 2-D lateral view.

which a ground point at position x is observed, is made of
trajectory points x ′ belonging at the same time to both the
interval [x/A – X/(2|A|), x/A + X/(2|A|)] and the interval
[−X1/2, X1/2]. In addition, the fully focused ground area is
made of the ground points x , such that the entire first interval,
of size X/|A|, is included in the second one, of size X1,
if X/|A| < X1, or the entire second interval is included in
the first one if X/|A| > X1. We can then realize that the
synthetic antenna length of the fully focused ground points is

X S A = min

{
X

|A| , X1

}
(9)

and that the azimuth size of the fully focused ground area is

X F = ||A|X1 − X |. (10)

It must be noted that (2)–(10) hold for any real value of
the factor A, and, by varying the latter, all acquisition modes
can be obtained. In fact, for A = 0 (i.e., r1 = r0), the staring
spotlight mode is obtained; for 0 < A < 1 (i.e., r1 > r0),
the above-mentioned expressions refer to the sliding spotlight
mode; and A = 1 (i.e., r1 = ∞) corresponds to the stripmap
mode if X1 � X or to a burst of a scanSAR system if X1 < X .
For A > 1 (i.e., r1 < 0), we get a burst of the TOPSAR
mode, and (2) shows that the angular velocity of the antenna
beam is in this case negative, coherently with the fact that the
rotation is in the opposite direction with respect to the staring
and sliding spotlight cases. Note that (2)–(10) also hold for
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negative values of A, corresponding to 0 < r1 < r0, i.e., to the
case in which the beam rotation center is between the sensor
and the ground. In this case, both the antenna beam rotation
and the antenna ground footprint shift are from forward to
backward (ωa > 0 and v f < 0), and we get an inverse sliding
spotlight mode if −1 ≤ A < 0 and an inverse TOPSAR mode
for A < −1. These inverse modes are less convenient than the
direct ones, because the coverage and resolution properties are
the same, but the antenna rotation velocity is higher. However,
the inverse TOPSAR mode has been proposed in [14].

Additional useful information can be gained by expressing
the raw signal in the 2-D Fourier transformed domain. In fact,
a stationary phase evaluation of the FT of (6) and (7) along the
same guideline of the stripmap and spotlight cases [2] leads to

H (ξ, η)=
∫∫

γ (x, r)G(ξ, η; x, r) exp[−jξx] exp[−jηr ]dxdr

(11)

where

G(ξ, η; x, r)

= exp

[
j
η2

4b

]
exp

[
j

ξ2(r/r0)

4a(1 + ηλ/(4π))

]

· rect
[ η

bcτ

]
rect

[
B(ξ − 2ax)

2a X

]
w2
[

Aξ − 2a(A − 1)x

2a X

]
(12)

is the SAR system transfer function (STF).
In (11) and (12), we have set

B = X

X1
, a = 2π

λr0
, b = 4π

λ

� f / f

cτ
(13)

so that B � 1 for the stripmap mode, B < 1 for the staring
and sliding spotlight modes, and B > 1 for the scanSAR
mode; in addition, see the last three factors of (12), the range
bandwidth is

�η

2π
= bcτ

2π
= 2� f

c
(14)

as it is well known, and the azimuth bandwidth of each fully
focused ground point is

�ξ

2π
= a

π
min

{
X

|A| , X1

}
= 2/L

max{|A|, B}. (15)

The overall azimuth bandwidth of the fully focused ground
area can be obtained by analyzing the last two factors of (12)
and using (10), and we get

ξmax − ξmin = 2

L

(
1 + X1

X
|1 − A|

)
= 2

L

(
1 + |1 − A|

B

)
.

(16)

Finally, from (14) and (15), we straightforwardly get the
SAR system slant range and azimuth resolutions

ρr = c

2� f
, ρa = L

2
max{|A|, B}. (17)

Also (11)–(17) hold for any (positive, zero, or negative) real
value of A, and they hold for any positive real value of B .

Finally, if a small squint angle ψ is present, (4) is replaced
by x̄ = Ax ′ + ψr0 so that in the numerator of the argument
of the azimuth illumination diagram w, a term ψr0 must be
added in (5) and (7) and a term 2aψr0 must be added in (12).

III. SIMULATION OF SAR RAW SIGNALS: SLIDING

SPOTLIGHT AND TOPSAR MODES

In the stripmap, scanSAR, and staring spotlight cases, effi-
cient simulation of raw signals relative to extended scene can
be achieved by a full-2-D Fourier-domain approach [15], [16].
In fact, the x-dependence of the SAR STF in (12) is either
absent (stripmap and scanSAR cases: A = 1) or it can
be easily managed as explained in [16] (staring spotlight
case: A = 0). In addition, the r -dependence of the SAR
STF can be dominated by expanding the second exponential
in (12), as illustrated in [2], [15], and [16]. Accordingly,
the raw signal FT turns out to be equal to the (possibly scaled,
see [2], [15], [16]) FT of the reflectivity multiplied by the
SAR STF. Efficient 2-D FFT algorithms can be then exploited.

Conversely, in the general sliding spotlight and TOPSAR
cases, while the r -dependence of the SAR STF can still be
handled (see the following), no procedure can be implemented
to manage its x-dependence and an efficient simulation algo-
rithm cannot be devised in the 2-D Fourier domain. On the
other hand, an algorithm in the space domain, directly based
on (6)–(8), even if always possible, is not computationally
efficient and, hence, not usable in practice if the extended
scenes are considered. In [11], for the sliding spotlight case,
we proposed an approach that involves 1-D range FTs. How-
ever, we there used a limited-range-swath assumption that is
often reasonable for the sliding spotlight case but may be
inappropriate for some TOPSAR systems. The method we
propose here is still based on 1-D range FTs but it can relax
the limited-range-swath assumption and can be employed for
any acquisition mode.

Let us rewrite (6) and (7) as follows:

h(x ′, r ′) = rect

[
x ′

X1

] ∫
dx

×
{∫

drγ1(x
′, x, r)g1(x

′−x, r ′−r, r)

}
(18)

where

γ1(x
′, x, r)

= γ (x, r) exp

[
− j

4π

λ
�R(x ′ − x, r)

]
w2
[

Ax ′ − x

X

]
(19)

g1(x
′ − x, r ′ − r, r)

= exp

[
− j

4π

λ

� f / f

cτ
(r ′ − r −�R)2

]
rect

[
r ′ − r −�R

cτ/2

]
.

(20)

The 1-D range FT of h(x ′, r ′) is

Hη(x
′, η) =

∫
h(x ′, r ′) exp(− jηr ′)dr ′

= rect

[
x ′

X1

] ∫
dx

×
{∫

drγ1(x
′, x, r) exp(− jηr)

∫
dr ′

g1 (x
′−x, r ′−r, r) exp [− jη(r ′−r)]

}
. (21)
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The last integral in (21) can be readily evaluated by using
the stationary phase method

G1(x
′−x, η, r) =

∫
dr ′g1(x

′−x, r ′−r, r) exp[−jη(r ′−r)]

= exp

[
j
η2

4b

]
rect

[ η

bcτ

]
exp(− jη�R)

= G10(x
′ − x, η) exp[− jη(�R −�R0)]

(22)

with

G10(x
′ − x, η) = exp

[
j
η2

4b

]
rect

[ η

bcτ

]
exp(− jη�R0) (23)

and

�R0 = �R(x ′ − x, r = r0) =
√

r2
0 + (x ′ − x)2 − r0. (24)

Now, if we assume η(�R −�R0) � 1, which amounts to
set a maximum limit to the range swath size (see Appendix A),
then the last exponential in (22) is unitary so that we get

Hη(x
′, η) = rect

[
x ′

X1

] ∫
dx �1(x

′, x, η)G10(x
′ − x, η) (25)

where �1(x ′, x, η) is the range-FT of γ1(x ′, x, r), and then,
by an inverse FT

h(x ′, r ′) = rect

[
x ′

X1

] ∫
dx

×
{
	−1 [�1

(
x ′, x, η

) · G10(x
′ − x, η)

]}
. (26)

We so obtain a simulation method similar to the one
in [11]. Note that most part of the r -dependence of G is
already accounted for in the exponential term of (19), and
only the residual r -dependence of G1 is neglected. Therefore,
the assumption on range size is not extremely restrictive
(see Appendix A) so that it can be safely made for sliding
spotlight (see also [11]).

However, if above-mentioned assumption is not verified (as
it may be the case in the TOPSAR case), we can still manage
the r -dependence of G1 by expanding �R around r = r0,
so obtaining

�R −�R0 ∼=
⎛
⎝ r0√

r2
0 + (x ′ − x)2

− 1

⎞
⎠ (r − r0). (27)

Accordingly, we get

Hη(x
′, η)

= rect

[
x ′

X1

] ∫
dx

{∫
dr̄γ1(x

′, x, r̄) exp[− jη�(x ′ − x)r̄ ]

× G10(x
′ − x, η)

}

= rect

[
x ′

X1

] ∫
dx�1[x ′, x, η�(x ′ − x)]G10(x

′ − x, η)

(28)

where r̄ = r − r0 and

�(x ′ − x) = r0√
r2

0 + (x ′ − x)2
. (29)

Fig. 3. Flowchart of SAR raw signal simulation. In the limited-range-swath
case, the grid-deformation block can be removed.

We can finally write

h(x ′, r ′) = rect

[
x ′

X1

] ∫
dx

×
{
	−1[�1[x ′, x, η�(x ′ − x)] · G10(x

′ − x, η)]
}
.

(30)

This expression suggests that the SAR raw signal simulation
can be performed via the following steps (see Fig. 3).

1) Generation of the Scene Reflectivity Pattern γ (x, r):
This step is performed exactly in the same way as
described in [15]: the scene surface is subdivided in
facets smaller than the final system resolution but much
larger than wavelength. For each facet, the scattering
coefficient is generated as a complex circular Gaussian
random variable (characterized by the Rayleigh ampli-
tude and uniform phase distribution) whose variance
is computed according to the proper electromagnetic
scattering model by considering incidence angle, polar-
ization, and facet’s roughness, conductivity, and permit-
tivity (see [15] for details).

2) For Each x ′ ∈ [ − X1/2, X1/2]: It has the following
steps:

a) Multiplication of γ (x, r) by exp[− j (4π/λ)�R]
w2[(Ax ′ − x)/X] to obtain γ1(x ′, x, r).

b) Implementation of 1-D FFT of γ1(x ′, x, r) to
obtain �1(x ′, x, η).

c) Interpolation in the η-Fourier domain to obtain
the desired values �1(x ′, x, η�(x ′ − x)) from the
available ones �1(x ′, x, η).

d) Multiplication by G10(x ′ − x, η).
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e) Implementation of 1-D inverse FFT to get
	−1[�1(x ′, x, η) · G10(x ′ − x, η)].

f) Integration over x .
This is the method employed in the simulator that we

propose here for both the sliding spotlight modes and for each
burst of the TOPSAR mode. Note that the interpolation in the
η-Fourier domain can be efficiently performed by using grid
deformation [15] or the chirp-scaling algorithm [2] so that the
proposed method shows no substantial increase of computa-
tional complexity with respect to the method of [11]. Actually,
the proposed method can be also applied for the stripmap,
scanSAR, and staring spotlight modes, but in those cases, it is
not convenient with respect to the methods of [15] and [16]
which use a full-2-D Fourier-domain approach.

The presented procedure is certainly appropriate to space-
borne sensors: in fact, it assumes a straight-line flight path
that is a good approximation for a few kilometres portion of
the elliptical orbit of a satellite platform. Conversely, in the
case of airborne sensors, appreciable deviations from the ideal
trajectory may occur. Effects of these deviations can be easily
accounted for by our simulation scheme since the azimuth
processing is performed in time domain. Accordingly, it is
sufficient to replace, in (19), (20), and (22), the expression (8)
of �R with

�R = �R(x ′, x, r) =
√

[r +�r(x ′, x, r)]2 + (x ′ − x)2 − r

(31)

where �r(x ′, x, r) is the projection along the local line of
sight of the deviation with respect to the nominal trajectory at
the sensor azimuth location x ′

�r(x ′, x, r) = −d(x ′) sin[θ(x, r)− β(x ′)] (32)

with d(x ′) and β(x ′) defining the platform displacement
(see Fig. 2). In (32), it is assumed that d � r0, which is
always verified in practice.

Accordingly, (24), (27), and (29) are replaced, respectively,
by

�R0

= �R(r = r0) =
√

[r0 +�r(x ′, x, r0)]2 + (x ′ − x)2 − r0

(33)

�R −�R0

∼=
(

[r0 +�r(x ′, x, r0)][1 +�r ′(x ′, x, r0)]√[r0 +�r(x ′, x, r0)]2 + (x ′ − x)2
− 1

)
(r − r0)

(34)

�(x ′, x)

= [r0 +�r(x ′, x, r0)][1 +�r ′(x ′, x, r0)]√[r0 +�r(x ′, x, r0)]2 + (x ′ − x)2
(35)

wherein (see Appendix B)

�r ′(x ′, x, r0) = ∂�r

∂r

∣∣∣∣
r=r0

∼= −d(x ′) cos[θ(x, r0)− β(x ′)]
r0 tan[θ(x, r0)] .

(36)

Note that, again, no increase in the computational complex-
ity is implied by this method of accounting for trajectory devi-
ations. Also note that in [11], �r(x ′, x, r) was approximated

by �r(x ′) = �r(x ′, x, r0), which is not necessary, as shown
here. Finally, the method proposed here to account for trajec-
tory deviations has a computational complexity similar to that
of the method in [17], which, however, only applies to the
stripmap mode. In addition, at variance with [17] and [18],
no constraints on trajectory deviation amplitude are necessary
(except that they are small compared to r0, as it always
happens in practice).

In conclusion, the proposed method can simulate raw sig-
nals with any acquisition mode, accounting for trajectory
deviations. Accordingly, the very recent interesting method
proposed in [21], able to obtain an SAR raw signal in case of
trajectory deviations from several straight-trajectory simulated
SAR raw signals, is not necessary with our approach. However,
the method in [21], used in conjunction with our or other
simulators, can be useful if one wants to efficiently simulate
raw signals for several nonrectilinear sensor trajectories with
the same nominal straight-line trajectory.

IV. PERFORMANCE EVALUATION

A. Computational Complexity

In order to evaluate the performance of the proposed simula-
tion scheme, let us first compare its computational complexity
with the one of a full time-domain direct approach. In this
analysis, we do not consider the generation of the reflectivity
map, which is the same in both approaches.

We call N1 the number of pulses within a burst
length X1, N the number of scene pixels within one azimuth
footprint X, Nr the number of range pixels within the slant
range swath Sr , and Nτ the number of samples of the
transmitted pulse of duration τ . It turns out that

N1 = X1
PRF

v
= X PRF

v
· 1

B
(37)

N = X PRF

v
· 1

max{|A|, B}
(38)

Nr = Sr
2 fs

c
(39)

Nτ = τ fs (40)

where PRF is the pulse repetition frequency and fs is the
sampling frequency.

If the raw signal is evaluated in time domain directly
from (6)–(8), the efficiency of FFT codes is not exploited and
the computational complexity (measured by the number of
complex multiplications NTD) is

NTD ≈ N1 N Nτ Nr . (41)

As for the proposed 1-D Fourier-domain approach, compu-
tation of γ1(x ′, x, r) requires N1 N Nr complex multiplications,
and its 1-D range FFT is calculated for each couple of
values (x ′, x), so this step exhibits the computational com-
plexity

N1 N
Nr

2
log2 Nr . (42)
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TABLE I

MAIN SAR SYSTEM DATA USED IN THE SIMULATION RUNS

At this point, the matrix �1(x ′, x, η) is multiplied by the
function G(x ′ − x, η) for every value (x ′, x, η) and then the
inverse 1-D range FFT of the updated matrix is evaluated. This
stage exhibits the computational complexity

N1 N Nr + N1 N
Nr

2
log2 Nr . (43)

Therefore, the overall computational complexity of the
above-described algorithm (again measured by the number of
complex multiplications N1DFD) is

N1DFD ≈ N1 N Nr (2 + log2 Nr ). (44)

Accordingly, by using the suggested 1-D Fourier-domain
approach, processing time is reduced by the factor

N1DFD

NTD
= 2 + log2 Nr

Nτ
(45)

with respect to a time-domain simulation. For instance, for
Nr = 8192 and Nτ = 4096, we obtain a processing time
decrease factor of about 1/273. Note finally that if interpo-
lation in the Fourier domain is needed (see Section III), the
numerator of (45) only slightly increases (the exact amount
depending on the employed interpolation technique) so that
the very large advantage of the proposed simulation scheme
with respect to the time domain is maintained.

B. Simulation Examples

We now move to test the accuracy of simulated raw signals.
First of all, we want to verify that the raw signal corresponding

Fig. 4. (a) Azimuth and (b) range cuts of the phase difference between
the raw signals simulated by using the proposed approach and the full time-
domain simulation. Point scatterer placed at the scene center (x = 0, r = r0).

to a single scattering point, simulated by using the proposed
1-D Fourier-domain approach, agrees with the one obtained
directly from the exact time-domain expression, i.e., (6)–(8),
where the reflectivity map γ (·) is a Dirac pulse so that no
integration is needed.

We consider the system parameters similar to those of the
Sentinel-1 spaceborne sensor, operating in the TOPSAR mode:
they are reported in Table I (second column). We simulate
the raw signal of a point scatterer placed at the center of the
illuminated scene (i.e., the coordinates of the point scatterer
are x = 0, r = r0). First, phase error is considered, i.e., the
phase difference between the raw signal simulated by using the
proposed approach and the one obtained via full time-domain
simulation: the results are shown in the plots of Fig. 4 with
Fig. 4(a) reporting the cut of this phase difference along the
azimuth direction and Fig. 4(b) the cut of the same phase
difference along the range direction. It can be noted that the
absolute value of this phase difference is always smaller, and
often much smaller, than π /10, thus leading to negligible
effects. Fast small oscillations in the range cut are due to
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Fig. 5. (a) Azimuth and (b) range cuts of the amplitudes of the raw
signals simulated by using the proposed approach (black line) and the full
time-domain simulation (red line). Point scatterer placed at the scene center
(x = 0, r = r0).

the stationary phase method approximation and the Gibbs
phenomenon.

Raw signal amplitudes are considered in Fig. 5, where
azimuth and range cuts of the amplitudes of the raw signals
obtained by the proposed approach and by using (6)–(8) are
reported. Only small oscillations around the exact constant
value can be noted in the range cut, again due to the stationary
phase method approximation and to the Gibbs phenomenon,
whereas the two azimuth cuts are almost perfectly overlapped
and practically undistinguishable.

Similar comparisons for a point scatterer located at the
azimuth and range borders of the illuminated area provide very
similar results, as shown in Figs. 6 and 7: the only differences
with respect to the previous case are very slight, negligible
oscillations in the azimuth amplitude and phase cuts. Similar
results are also obtained for different values of the system
parameters.

A simulation relevant to an extended scene is now consid-
ered. We use the same spaceborne SAR system data of Table I
(second column) and a “canonical” extended scene, constituted

Fig. 6. (a) Azimuth and (b) range cuts of the phase difference between the
raw signals simulated by using the proposed approach and the full time-
domain simulation. Point scatterer placed at the near range scene border
(x = −8000 m, r = r0 − 18 300 m).

by a cone over a flat plane. In this experiment, we assume
that outside the fully resolved area, the scene is perfectly
absorbing. Corresponding raw signal has been generated.
In Fig. 8, we show the image that can be obtained by using a
TOPSAR focusing algorithm. As a final example of extended
scene simulation of an actual scenario, we show in Fig. 9
the image obtained using the same system parameters of the
previous simulation and providing as input to the simulator
a digital elevation model of the southern Apennines area in
Campania, Italy.

Finally, let us now consider an airborne sensor
(see column 3 in Table I) with instable trajectory, operating
in the TOPSAR mode. By using the approach described in
Section III, we can deal with extended scenes and arbitrary
trajectory deviations. However, for a simpler comparison,
we here consider a scattering point located at the center of
the illuminated scene and sinusoidal deviations with respect
to the ideal trajectory. In particular, in our simulation, the
trajectory sinusoidal deviation has a 1-m amplitude (when
projected along the local line of sight) and a 157-m period.
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Fig. 7. (a) Azimuth and (b) range cuts of the amplitudes of the raw signals
simulated by using the proposed approach (black line) and the full time-
domain simulation (red line). Point scatterer placed at the near range scene
border (x = −8000 m, r = r0 − 18 300 m).

Fig. 8. Amplitude image obtained by focusing a simulated raw signal of a
canonical extended scene constituted by a cone over a flat plane.

These are quite strong deviations. In Fig. 10, we show the
azimuth and range cuts of the phase difference between the
raw signal simulated by using the proposed approach and the
one obtained via full time-domain simulation. Phase error
is always smaller, and often much smaller, than π /10, thus
confirming the validity of our approach. For the amplitudes,
results similar to those of the spaceborne sensor with no
trajectory deviations (see Figs. 5 and 7) are obtained.

A few last words are now needed about processing
time. In the case of the simulation of the extended scene
of Fig. 8, with a raw signal of 1537 (azimuth) × 15040 (range)
samples, the raw signal simulation took about 40 min on a
PC with an Intel Core 2 Duo Processor E8400 @ 3.00 GHz

Fig. 9. Amplitude image obtained by focusing a simulated raw signal of the
Apennines area in Campania, Italy. A multilook of two has been applied in
the range direction to obtain an almost square pixel.

Fig. 10. (a) Azimuth and (b) range cuts of the phase difference between
the raw signals simulated by using the proposed approach and the full time-
domain simulation in the presence of sinusoidal trajectory deviations. Point
scatterer placed at the scene center (x = 0, r = r0).

and 8-GB RAM. Note that time-domain processing of the
same scene would require a processing time of the order of
some days on the same PC.

V. CONCLUSION

In this paper, a unified analytical formulation of the SAR
raw signals of extended scenes, expressed both in space and
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in frequency domains and valid for all acquisition modes,
has been presented. Based on this formulation, a simulation
method has been proposed that allows to efficiently simu-
late SAR raw signals of extended scenes acquired with any
acquisition mode, including the effects of trajectory deviations.
It has been shown that this method is more accurate (since
it makes less restrictive assumptions) and/or efficient than
the available simulators for all acquisition modes, except for
the cases in which a full 2-D Fourier-domain approach is
possible, i.e., stripmap, scanSAR, and staring spotlight cases
without trajectory deviations with respect to the ideal straight-
line trajectory. In all other cases (i.e., sliding spotlight and
TOPSAR modes with or without trajectory deviations, and
stripmap, scanSAR, and staring spotlight cases with trajec-
tory deviations), the proposed simulator is more accurate
and/or efficient than existing ones. The proposed approach
implies a 1-D range Fourier-domain processing, followed by
1-D azimuth time-domain integration. Computational com-
plexity of the proposed simulation algorithm has been
also analyzed, thus showing the enormous advantage with
respect to the time-domain approach in terms of computing
time. Finally, accuracy of the proposed simulation scheme
has been assessed by comparing the raw signals that it
generates with those generated by using the exact time-
domain approach. Simulations of SAR signals relative to
extended, both canonical and realistic, scenes have been also
provided.

APPENDIX A

In this Appendix, we determine the conditions under
which the approximation involved in (25) and (26) holds,
i.e.,

η(�R −�R0) � 1 (46)

where �R0 is given by (24).
The first factor in (46), i.e., η, is limited by the range

bandwidth bcτ = (4π� f /c). For the second

�R −�R0 ∼= (x ′ − x)2

2r
− (x ′ − x)2

2r0
= (x ′ − x)2

2r0

(r0

r
− 1
)

∼= − (x
′ − x)2

2r2
0

(r − r0) (47)

where

|x ′ − x | ≤ |1 − A|X1 + X

2
= X

2

(
1 + |1 − A|

B

)
(48)

and

|r − r0| ≤ Sr

2
(49)

where Sr is the (slant) range extension of the imaged area.
It follows that:

�R −�R0 ≤ 1

8

(
X

r0

)2 (
1 + |1 − A|

B

)2

· Sr

2
. (50)

The final result is

|η(�R −�R0)|
≤ π� f

c

1

2

(
X

r0

)2(
1 + |1 − A|

B

)2

· Sr

2

= 2π2� f

c

(
λ2

L

)2 (
1 + |1 − A|

B

)2

· Sr

64
= 2π

ρr

(
λ

L/2

)2

×
(

1 + |1 − A|
B

)2

· Sr

64
. (51)

Actually, for most of the values of the variables x, r , and η
[over which integrations in (28)–(30) are performed], the phase
term η(�R−�R0) is much smaller than the upper limit in (51)
so that a sufficiently conservative condition to be set is

2π

ρr

(
λ

L/2

)2 (
1 + |1 − A|

B

)2

· Sr

64
< π

i.e.,

Sr <
32ρr

(
L/2
λ

)2

(
1 + |1−A|

B

)2 . (52)

For instance, for a hypothetic high-resolution spaceborne
sliding spotlight SAR system with λ = 3 cm, L = 6 m,
ρr = 1 m, B = 1/6, and A = 1/2, we have Sr < 20 km.
Approximately, the same result is obtained for a spaceborne
TOPSAR system with λ = 6 cm, L = 12 m, ρr = 3 m,
B = 1/3, and A = 3 (similar to the Sentinel-1 SAR system).

We finally note that our approximation in (27) amounts to
neglect a term of the order of

�R −�R0 −
⎛
⎝ r0√

r2
0 + (x ′ − x)2

− 1

⎞
⎠ (r − r0)

∼= (x ′ − x)2

2r3
0

(r − r0)
2 (53)

and the condition to be fulfilled in this case is
2π

ρr

(
λ

L/2

)2(
1 + |1 − A|

B

)2

· S2
r

128r0
< π

i.e.,

Sr <
8
√
ρrr0

(
L/2
λ

)
(

1 + |1−A|
B

) . (54)

For instance, for the same hypothetic spaceborne sliding
spotlight and TOPSAR systems as before, with r0 = 1000 km,
we get Sr < 200 km.

APPENDIX B
In this Appendix, we derive (34)–(36) from (31)–(33).
Expansion of (31) around r0, arrested at the first order, gives

�R −�R0

∼= ∂�R

∂r

∣∣∣∣
r=r0

(r − r0)

=

⎛
⎜⎜⎝

[r0+�r(x ′, x, r0)]
[

1+ ∂�r(x ′,x,r)
∂r

∣∣∣
r=r0

]
√[r0+�r(x ′, x, r0)]2+(x ′ − x)2

− 1

⎞
⎟⎟⎠ (r −r0).

(55)
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Now, by using (32), we can write

∂�r(x ′, x, r)

∂r

∣∣∣∣
r=r0

= −d(x ′) cos[θ(x, r0)− β(x ′)] ∂θ(x, r)
∂r

∣∣∣∣
r=r0

. (56)

Fig. 5(b) shows that

θ(x, r) = arccos

(
h − z(x, r)

r

)
(57)

so that

∂θ(x, r)

∂r
= h − z(x, r)+ r ∂z(x,r)

∂r

r2 sin[θ(x, r)] = 1

r tan[θ(x, r)]
+

∂z(x,r)
∂r

r sin[θ(x, r)]
∼= 1

r tan[θ(x, r)] (58)

where a moderate topography assumption is made to obtain
the last approximate equality.

By replacing (58) in (56), we get

∂�r(x ′, x, r)

∂r

∣∣∣∣
r=r0

∼= −d(x ′) cos[θ(x, r0)− β(x ′)]
r0 tan[θ(x, r0)]

which is coincident with (36). Equation (35) is straightfor-
wardly obtained from (55), i.e., from (34)

�(x ′ − x) = 1 + ∂�R

∂r

∣∣∣∣
r=r0

= [r0 +�r(x ′, x, r0)][1 +�r ′(x ′, x, r0)]√[r0 +�r(x ′, x, r0)]2 + (x ′ − x)2
.
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