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#### Abstract

Bistatic radars have been a topic of increasing interest in recent years, thanks to the introduction of new bistatic (and multistatic) configurations, including those based on the opportunistic exploitation of global navigation satellite systems (GNSSs). The research on bistatic electromagnetic scattering models plays an important role in the analysis of these systems, in their simulation, and in the prediction of their performance. The two-scale model (TSM) is a widely used approach for the computation of scattering from rough surfaces, since it is able to account for depolarization effects due to surface tilting. However, in its original formulation, it requires a computationally intensive numerical integration, in order to perform appropriate average over surface random slopes. To overcome this limitation, a closedform polarimetric TSM (PTSM) was developed, which has been also recently extended to the case of anisotropic rough surfaces (A-PTSM), with a focus on the sea surface. The A-PTSM can be efficiently used to compute the backscattering from anisotropic rough surfaces and can support the development and analysis of monostatic radar missions. In order to extend its scope to the general case of bistatic and multistatic configurations, in this article, we extend the A-PTSM to the case of bistatic electromagnetic scattering, presenting the evaluation of all the elements of the bistatic polarimetric covariance matrix. Due to the relevance of circularly polarized signals in opportunistic GNSS reflectometry applications, both the linear and the circular polarization bases are considered. The behavior of the obtained elements is discussed, and simplified expressions of the elements of the covariance matrix are provided for the case of scattering within the incidence plane. Relevant numerical examples are provided and compared to those obtained by the more refined, but more computationally intensive, second-order small-slope approximation (SSA2) method. In the examples, we consider both a wind-driven sea surface and a tilled soil, and both L-band and X-band frequencies. However, the presented method can be used at all frequencies of interest for microwave remote sensing and for all observation geometries, except for near grazing incidence and/or scattering.


Index Terms-Bistatic scattering, scattering from rough surfaces, polarimetry, sea surface.

## I. Introduction

THE prediction of bistatic electromagnetic scattering has been widely investigated in the last decade, due to the
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increasing interest in bistatic (and multistatic) radar configurations [1]-[11]. In this context, an important role is played by systems based on the opportunistic exploitation of global navigation satellite system (GNSS) signals [6]-[11]. As a matter of fact, the scattered signals bear meaningful information about the geophysical quantities characterizing the observed surface [10]-[14]. Therefore, the development of appropriate electromagnetic models is of paramount importance in supporting the extraction of information from the measured data [5], [11], [12], [14]. In particular, in order to effectively describe the GNSS signals, these models must be able to provide a complete characterization of circularly polarized returns, which can be obtained through an appropriate change in polarization basis once a fully polarimetric characterization in the linear basis is available [15]. As a matter of fact, the key point in fully polarimetric scattering modeling regards the inclusion of the cross-polarized components (also for scattering directions within the plane of incidence) and the accurate evaluation of the off-diagonal terms of the covariance matrix [15].

In the last 50 years, the problem of the evaluation of scattering from a rough surface including cross-polarization has been approached considering several different theoretical models [14], [16]-[29]. One of the most widely used is the two-scale model (TSM), also known as composite model (CM) [16], [17], which has gained particular attention for sea scattering computation [19], [21], [23], [24], [28], [30]-[32]. The TSM is based on a two-scale description of the rough surface: a small-scale roughness, with horizontal scale of the order of the wavelength and vertical deviations much smaller than the wavelength, is superimposed over a large-scale roughness, with horizontal scale much larger than the wavelength and vertical deviations of the order of the wavelength or higher. For each roughness scale, an appropriate scattering model is adopted: in particular, scattering from large-scale roughness is evaluated by using the geometrical optics (GO) approximation, whereas scattering from the small-scale roughness is usually computed by evaluating the scattering from a randomly tilted rough facet via the small perturbation method (SPM). In order to properly account for cross-polarization and depolarization effects, it is necessary to average the elements of the small-scale scattering covariance matrix over the facet random slopes, whose statistical distribution follows the largescale surface slope probability density function (pdf). The GO contribution is dominant in nearly specular directions and its polarimetric covariance matrix elements depend on the large-scale surface slope pdf. Conversely, the scattering from small-scale roughness is dominant for intermediate incidence
angles in far-from-specular scattering directions and is mainly dependent on the small-scale roughness power spectral density (PSD).

The original formulation of the TSM requires the numerical evaluation of the integral accounting for the averaging over surface slopes, so that the model does not provide closed-form expressions for the elements of the polarimetric covariance matrix [16], [17], [19], [24], [30]. This can be considered one of the main drawbacks of the standard TSM, considerably limiting its application whenever wide-area real-time monitoring is of interest. However, in recent years, a closed-form formulation of the TSM, the polarimetric TSM (PTSM), was developed [25], [28]. The PTSM expressions are obtained expanding to the second order the tilted-facet SPM covariance matrix elements with respect to large-scale surface slopes and are, therefore, suitable for moderate large-scale surface slopes [25], [28]. In its original formulation, the PTSM was introduced to model the backscattering from isotropic rough soils, in order to be used in support of soil moisture retrieval procedures from polarimetric synthetic aperture radar (SAR) data [25], [27]. However, the hypothesis of isotropic surfaces may be not adequate in a wide set of physical situations, ranging from tilled agricultural soils [29], [33] to the wind-driven sea surface [34]-[36]. Consequently, very recently an extension to the case of anisotropic rough surfaces, the anisotropic (or Advanced) PTSM (A-PTSM), has been presented [28]. In particular, in [28], the backscattering from a wind-driven sea surface has been extensively discussed, both in the linear and circular polarimetric scattering basis.

Electromagnetic models for the evaluation of bistatic scattering from rough surfaces represent an important tool for the extraction of value-added information from existing or upcoming bistatic (and multistatic) radar missions. In this context, GNSS reflectometry (GNSS-R) applications are certainly one of the main driving factors [11], even if the development of radar constellations, possibly made up of small satellites [10], is also drawing significant attention [3]-[5]. In this article, we extend the A-PTSM to the bistatic case, deriving the bistatic A-PTSM (BA-PTSM). In particular, the expressions of all the elements of the polarimetric covariance matrix of an anisotropic rough surface are provided in both linear and circular polarization. Moreover, for scattering directions lying within the incidence plane particularly simple closed-form expressions are obtained, which can better support the physical interpretation of the scattering process.

A drawback of the TSM, which is also inherited by the A-PTSM, consists in the underestimation of depolarization effects: indeed, only depolarization due to facet tilting is taken into account, whereas depolarization due to multiple scattering is ignored [18], [26]. Conversely, the second-order small-slope approximation (SSA2) also accounts for multiple scattering [18], [26], but, as a consequence, it requires a computationally intensive numerical evaluation of fourfold integrals. In [26] and [28], it was shown that, as expected, the higher accuracy of SSA2 mainly affects the cross-polarized terms, which the TSM and A-PTSM underestimate by $2-4 \mathrm{~dB}$ with respect to the SSA2 value. In this article, we compare the results obtained with our BA-PTSM with the SSA2 ones


Fig. 1. Geometry of the problem and coordinate system.
reported in [26]. However, we present a wider set of graphs and examples than those shown in [26], in order to provide an analysis of the dependencies of the scattering behavior from the main scattering parameters.

## II. Surface Description

The proposed method can be applied to any anisotropic randomly rough surface. However, in Section IV, we will focus on the two scenarios of wind-driven sea surfaces and tilled agricultural soils.

## A. General Anisotropic Randomly Rough Surface

The geometry of the problem, with the employed coordinate system, is depicted in Fig. 1. The xy plane coincides with the mean plane of the rough surface, with the $x$-axis lying in the incidence plane (i.e., the plane defined by the $z$-axis and the direction of propagation of the incident wave, whereas the scattering plane is defined by the $z$-axis and the direction of propagation of the scattered wave). The components of the electromagnetic wavenumber vector $\mathbf{k}_{i}$ of the incident wave are

$$
\begin{align*}
k_{i x} & =k \sin \vartheta_{\mathrm{i}} \\
k_{i y} & =0 \\
k_{i z} & =-k \cos \vartheta_{\mathrm{i}} \tag{1}
\end{align*}
$$

where $\vartheta_{\mathrm{i}}$ is the incidence angle, and $k$ is the electromagnetic wavenumber, and the components of the electromagnetic wavenumber vector $\mathbf{k}_{s}$ of the scattered wave are

$$
\begin{align*}
k_{s x} & =k \sin \vartheta_{\mathrm{s}} \cos \varphi_{\mathrm{s}} \\
k_{s y} & =k \sin \vartheta_{\mathrm{s}} \sin \varphi_{\mathrm{s}} \\
k_{s z} & =k \cos \vartheta_{\mathrm{s}} \tag{2}
\end{align*}
$$

where $\vartheta_{\mathrm{s}}$ and $\varphi_{\mathrm{s}}$ are the zenith and azimuth scattering angles, respectively.

In our version of the TSM, the overall scattering surface is modeled as a collection of randomly rough facets, whose roughness is the small-scale roughness; the facets are randomly tilted according to the slope of the large-scale roughness. In order to implement the TSM, we must specify the PSD of the small-scale roughness height and the pdf of the large-scale roughness slopes. With regard to the former, it can be expressed in general as

$$
\begin{equation*}
W_{2 D}\left(\kappa_{x}, \kappa_{y}\right)=W_{2 D}(\kappa, \varphi) \tag{3}
\end{equation*}
$$

where $\kappa=\kappa_{x} \hat{\mathbf{i}}_{x}+\kappa_{y} \hat{\mathbf{i}}_{y}$ is the surface wavenumber vector, $\kappa=\left(\kappa_{x}^{2}+\kappa_{y}^{2}\right)^{1 / 2}$ is its modulus, and $\varphi=\arctan \left(\kappa_{y} / \kappa_{x}\right)$ is the angle between its direction and the $x$-axis. Although any PSD can be considered by our approach, we assume that, for surface wavenumbers around the Bragg resonant one $\bar{\kappa}$, with

$$
\begin{equation*}
\overline{\mathbf{\kappa}}=\left(-k \sin \vartheta_{\mathrm{s}} \cos \varphi_{\mathrm{s}}+k \sin \vartheta_{\mathrm{i}}\right) \hat{\mathbf{i}}_{x}+\left(-k \sin \vartheta_{\mathrm{s}} \sin \varphi_{\mathrm{s}}\right) \hat{\mathbf{i}}_{y} \tag{4}
\end{equation*}
$$

it can be approximated as

$$
\begin{equation*}
W_{2 D}(\kappa, \varphi) \cong W(\kappa) \Phi(\varphi) \tag{5}
\end{equation*}
$$

with

$$
\begin{equation*}
W(\kappa)=\frac{S_{0}}{\kappa^{\alpha}} \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
\Phi(\varphi)=1+\Delta \cos \left[2\left(\varphi_{0}-\varphi\right)\right] \tag{7}
\end{equation*}
$$

where $\alpha, S_{0}, \Delta$, and $\phi_{0}$ are the parameters characterizing the anisotropic surface small-scale roughness. In fact, as it will be better explained in Section III-C, and similar to what we did in the monostatic case in [28], in scattering evaluations, we will use (5)-(7) for the computation of higher order terms of power series expansions. However, for the dominant terms, we will use the exact PSD expressions, evaluated at the Bragg resonant wavenumber.

With regard to the large-scale roughness, we assume that its surface slopes $s_{X}$ and $s_{Y}$ along the $X$ - and $Y$-axes of a preferential reference system are Gaussian zero-mean independent random variables with the variances $\sigma_{X}^{2}$ and $\sigma_{Y}^{2}$. Under this assumption, it is easy to show [28] that surface slopes $s_{x}$ and $s_{y}$ along the $x$ - and $y$-directions are zero-mean jointly Gaussian random variables with the variances

$$
\begin{align*}
\sigma_{x}^{2} & =\sigma_{X}^{2} \cos ^{2} \psi+\sigma_{Y}^{2} \sin ^{2} \psi \\
& =\frac{\sigma_{X}^{2}+\sigma_{Y}^{2}}{2}\left[1+\frac{\sigma_{X}^{2}-\sigma_{Y}^{2}}{\sigma_{X}^{2}+\sigma_{Y}^{2}} \cos 2 \psi\right] \\
\sigma_{y}^{2} & =\sigma_{Y}^{2} \cos ^{2} \psi+\sigma_{X}^{2} \sin ^{2} \psi \\
& =\frac{\sigma_{X}^{2}+\sigma_{Y}^{2}}{2}\left[1-\frac{\sigma_{X}^{2}-\sigma_{Y}^{2}}{\sigma_{X}^{2}+\sigma_{Y}^{2}} \cos 2 \psi\right] \tag{8}
\end{align*}
$$

and correlation coefficient

$$
\begin{equation*}
\rho=\frac{1}{2} \sin 2 \psi \frac{\sigma_{Y}^{2}-\sigma_{X}^{2}}{\sigma_{x} \sigma_{y}} \tag{9}
\end{equation*}
$$

where $\psi$ is the angle between the $X$ - and $x$-axes (i.e., the angle of rotation of the $X-Y$ reference system with respect to the $x-y$ one).

It is useful to notice that, by using (8) and (9), after some simple algebra we get

$$
\begin{equation*}
\sigma_{x}^{2} \sigma_{y}^{2}\left(1-\rho^{2}\right)=\sigma_{X}^{2} \sigma_{Y}^{2} \tag{10}
\end{equation*}
$$

so that this quantity is independent of the angle $\psi$.
Finally, we recall that the separation between small-scale roughness and large-scale roughness is provided by a cutoff wavenumber $\kappa_{\mathrm{cut}}$ of the order of (but smaller than) the electromagnetic wavenumber $k$. The choice of $\kappa_{\text {cut }}$ has a certain degree of arbitrariness. However, as it will be made clearer in the following, the results of our approach are substantially independent of this choice.

## B. Wind-Driven Sea Surfaces

In the case of wind-driven sea surfaces, by following the approach of [28], for the small-scale roughness PSD, we use the high-frequency part of the Elfouhaily spectrum [34]. Its detailed expression can be found in [28, eqs. (2)-(8)]. Around the Bragg resonance wavenumber, this PSD is well approximated by (5)-(7) in which $\alpha=3.5$, and $S_{0}$ and $\Delta$ depend on wind speed according to the relations detailed in [28], so that $\Delta$ is usually much smaller than unity, and $\phi_{0}=\phi_{\mathrm{w}}$, where $\phi_{\mathrm{w}}$ is the angle between the wind direction and the $x$-axis. We stress again that in scattering evaluations, we will use (5)-(7) only for the computation of higher order terms of power series expansions; in this sea surface case, for the dominant terms, we will use the exact expressions of the Elfouhaily spectrum, as reported in [28] and [34].

With regard to large-scale roughness, in this case, $X$ and $Y$ axes are along the upwind and crosswind directions, respectively, so that $\psi=\phi_{\mathrm{w}}$, and $\sigma_{X}^{2}$ and $\sigma_{Y}^{2}$ are the upwind and crosswind variances $\sigma_{\text {up }}^{2}$ and $\sigma_{\text {cross }}^{2}$, respectively [35]. The latter can be computed according to the approach of [28] as

$$
\begin{equation*}
\sigma_{X, Y}^{2}=\sigma_{\mathrm{up}, \mathrm{cross}}^{2} \cong \sigma_{\mathrm{up} 0, \mathrm{cross} 0}^{2}+\frac{S_{0}}{2 \pi}\left(1 \pm \frac{\Delta}{2}\right)\left(\sqrt{\kappa_{\mathrm{cut}}}-\sqrt{\kappa_{\mathrm{cut} 0}}\right) \tag{11}
\end{equation*}
$$

where $\sigma_{\text {up0, cross0 }}^{2}$ are the wind-speed-dependent values obtained by using the semiempirical evaluation of [36] that holds at the frequency of $1.5 \mathrm{GHz}, \kappa_{\text {cut }}$ is the cutoff wavenumber at the considered incident electromagnetic wave frequency, and $\kappa_{\text {cut0 }}$ is the cutoff wavenumber at 1.5 GHz . Note that the bulk of the evaluation in (11) is based on the semiempirical values $\sigma_{\text {up0, cross0 }}^{2}$ that do not depend on the choice of $\kappa_{\mathrm{cut}}$. The remaining term represents a small correction to account for a microwave frequency different from 1.5 GHz , and it only slightly depends on the cutoff wavenumber, due to the difference that appears in the rightmost parenthesis of (11). Accordingly, the slope variances in (11) are substantially independent of the choice of the cutoff wavenumber. For a wider discussion of this issue, and for the expressions of $\sigma_{\mathrm{up} 0, \text { cross0 } 0}^{2}$, the reader is referred to [28]. In this work, we will use $\kappa_{\mathrm{cut}}=3 k\left(\sigma_{X} \sigma_{Y}\right)^{1 / 2}$. This choice will be justified in Section III-D.

In summary, wind speed and direction completely characterize the wind-driven sea surface geometry and are the input parameters for the surface model, together with the sea complex relative permittivity.

## C. Tilled Agricultural Soil

For tilled agricultural fields, by following an approach similar to the one of [29], we assume that the small-scale roughness is statistically isotropic, so that the anisotropy is entirely due to the large-scale roughness. However, at the variance with [29], we model the soil small-scale roughness as a band-limited 2D fractional Brownian motion (fBm) process [25], whose PSD is given by (5)-(7), in which $\Delta=0$ (so that $\phi_{0}$ is meaningless), $S_{0}$ is directly proportional to the small-scale roughness height variance via a dimensional facet-size-dependent constant the expression of which is reported in [37], and $\alpha=2+2 H$, with
$H$ being the fBm Hurst coefficient. The latter can span from 0 to 1 , but, for most natural soil surfaces, it is in the range from 0.6 to 0.8 [37].

With regard to the large-scale roughness, we assume that the $Y$-axis is along the plowing direction, and the $X$-axis is perpendicular to it, so that $\sigma_{X}^{2}$ is significantly larger than $\sigma_{Y}^{2}$. We consider these variances as independent inputs of our method.

In summary, the input parameters of the tilled soil model are $S_{0}, H, \psi, \sigma_{X}^{2}$, and $\sigma_{Y}^{2}$, together with the soil complex relative permittivity.

## III. Bistatic Anisotropic PTSM

In the TSM, the elements of the bistatic polarimetric covariance matrix, $R_{p q, r s}$, are evaluated as the sum of the large-scale roughness contribution, $R_{p q, r s}^{\mathrm{GO}}$, computed via the GO, and the small-scale roughness contribution, $\left\langle R_{p q, r s}^{\mathrm{SPM}}\right\rangle_{s_{x}, s_{y}}$, computed as the SPM scattering from a tilted rough facet, averaged over the large-scale surface slopes

$$
\begin{equation*}
R_{p q, r s}=R_{p q, r s}^{\mathrm{GO}}+\left\langle R_{p q, r s}^{\mathrm{SPM}}\right\rangle_{s_{x}, s_{y}} \tag{12}
\end{equation*}
$$

where the subscripts $p, q, r$, and $s$ may each stand for $h$ (horizontal polarization) or $v$ (vertical polarization), and the symbol $\langle\cdot\rangle_{s_{x}, s_{y}}$ represents the statistical mean with respect to the random variables $s_{x}$ and $s_{y}$. Note that $R_{p q, p q}$ is the bistatic normalized radar cross section (NRCS) $\sigma_{p q}^{0}$ at $p q$ polarization and that the covariance matrix is Hermitian, i.e., $R_{r s, p q}=$ $R_{p q, r s}^{*}$, where * stands for complex conjugate. We will use the "backscatter alignment" (BSA) convention [15].

## A. GO Scattering From the Large-Scale Roughness

By recalling the results of [38]-[40] and using the expression of the pdf of jointly Gaussian random variables, it can be shown that GO leads to the following formulas for the elements of the polarimetric covariance matrix of the large-scale roughness contribution:

$$
\begin{align*}
R_{p q, r s}^{\mathrm{GO}} & =\frac{S_{p q} S_{r s}^{*}}{2 \sigma_{x} \sigma_{y} \sqrt{1-\rho^{2}}\left(\cos \vartheta_{\mathrm{i}}+\cos \vartheta_{\mathrm{s}}\right)^{4}} \\
& \times \exp \left\{-\frac{\sigma_{x}^{2} \bar{\kappa}_{y}^{2}+\sigma_{y}^{2} \bar{\kappa}_{x}^{2}-2 \sigma_{x} \sigma_{y} \rho \bar{\kappa}_{x} \bar{\kappa}_{y}}{2 k^{2} \sigma_{x}^{2} \sigma_{y}^{2}\left(1-\rho^{2}\right)\left(\cos \vartheta_{\mathrm{i}}+\cos \vartheta_{\mathrm{s}}\right)^{2}}\right\} \tag{13}
\end{align*}
$$

where $\bar{\kappa}_{x}$ and $\bar{\kappa}_{y}$ are the $x$ and $y$ components of $\bar{\kappa}$, see (4)

$$
\begin{align*}
S_{h h} & =\frac{\Gamma_{h}\left(\vartheta_{0}\right) T T^{\prime}-\Gamma_{v}\left(\vartheta_{0}\right) U U^{\prime}}{\sin ^{2} \vartheta_{0}} \\
S_{v h} & =\frac{\Gamma_{h}\left(\vartheta_{0}\right) T^{\prime} U^{\prime}+\Gamma_{v}\left(\vartheta_{0}\right) T U}{\sin ^{2} \vartheta_{0}} \\
S_{h v} & =-\frac{\Gamma_{h}\left(\vartheta_{0}\right) T U+\Gamma_{v}\left(\vartheta_{0}\right) T^{\prime} U^{\prime}}{\sin ^{2} \vartheta_{0}} \\
S_{v v} & =-\frac{\Gamma_{h}\left(\vartheta_{0}\right) U U^{\prime}-\Gamma_{v}\left(\vartheta_{0}\right) T T^{\prime}}{\sin ^{2} \vartheta_{0}}  \tag{14}\\
T & =\sin \vartheta_{\mathrm{i}} \cos \vartheta_{\mathrm{s}}+\cos \vartheta_{\mathrm{i}} \sin \vartheta_{\mathrm{s}} \cos \varphi_{\mathrm{s}} \\
T^{\prime} & =\sin \vartheta_{\mathrm{s}} \cos \vartheta_{\mathrm{i}}+\cos \vartheta_{\mathrm{s}} \sin \vartheta_{\mathrm{i}} \cos \varphi_{\mathrm{s}} \\
U & =-\sin \vartheta_{\mathrm{i}} \sin \varphi_{\mathrm{s}} \\
U^{\prime} & =-\sin \vartheta_{\mathrm{s}} \sin \varphi_{\mathrm{s}} \tag{15}
\end{align*}
$$

$$
\begin{align*}
\vartheta_{0} & =\frac{1}{2} \arccos \left(-\sin \vartheta_{\mathrm{i}} \sin \vartheta_{\mathrm{s}} \cos \varphi_{\mathrm{s}}+\cos \vartheta_{\mathrm{i}} \cos \vartheta_{\mathrm{s}}\right) \\
\Gamma_{h}\left(\vartheta_{0}\right) & =\frac{\cos \vartheta_{0}-\sqrt{\varepsilon-\sin ^{2} \vartheta_{0}}}{\cos \vartheta_{0}+\sqrt{\varepsilon-\sin ^{2} \vartheta_{0}}}  \tag{16}\\
\Gamma_{v}\left(\vartheta_{0}\right) & =-\frac{\varepsilon \cos \vartheta_{0}-\sqrt{\varepsilon-\sin ^{2} \vartheta_{0}}}{\varepsilon \cos \vartheta_{0}+\sqrt{\varepsilon-\sin ^{2} \vartheta_{0}}} \tag{17}
\end{align*}
$$

with $\varepsilon$ being the complex relative permittivity of the scattering surface, and $\Gamma_{h, v}$ are the Fresnel reflection coefficients.

Due to the presence of the exponential factor in (13), in general, the GO contribution attains its maximum in the specular direction, identified by $\vartheta_{\mathrm{s}}=\vartheta_{\mathrm{i}}$ and $\varphi_{\mathrm{s}}=0$ : in fact, in this case, $\bar{\kappa}=0$ and the argument of the exponential in (13) vanishes. When the scattering direction departs from the specular one, the argument of the exponential increases and the exponential rapidly decreases. Therefore, the GO contribution is nonnegligible only in a narrow solid angle around the specular direction, such that the numerator of the exponential argument is smaller than a few times the denominator.

In addition, for scattering directions lying within the incidence plane ("in-plane scattering"), i.e., for $\varphi_{\mathrm{s}}=n \pi$, with $n=0,1$, we have $\cos \varphi_{\mathrm{s}}=(-1)^{n}, \sin \varphi_{\mathrm{s}}=0$, so that (14)-(16) become

$$
\begin{align*}
\vartheta_{0} & =\frac{\left|\vartheta_{\mathrm{i}}+(-1)^{n} \vartheta_{\mathrm{s}}\right|}{2} \\
T & =\sin \left[\vartheta_{\mathrm{i}}+(-1)^{n} \vartheta_{\mathrm{s}}\right]=-T^{\prime} \\
U & =U^{\prime}=0 \\
S_{p p} & =\frac{-\sin ^{2} 2 \vartheta_{0} \Gamma_{p}\left(\vartheta_{0}\right)}{\sin ^{2} \vartheta_{0}}=-\left(2 \cos \vartheta_{0}\right)^{2} \Gamma_{p}\left(\vartheta_{0}\right) \\
S_{o h} & =S_{h v}=0 \tag{18}
\end{align*}
$$

Equation (4) reduces to $\bar{\kappa}_{x}=k\left[\sin \vartheta_{\mathrm{i}}-(-1)^{n} \sin \vartheta_{\mathrm{s}}\right], \bar{\kappa}_{y}=0$, and the GO expression simplifies as

$$
R_{p q, r s}^{\mathrm{GO}}=\left\{\begin{array}{l}
\frac{\left(2 \cos \vartheta_{0}\right)^{4} \Gamma_{p}\left(\vartheta_{0}\right) \Gamma_{r}^{*}\left(\vartheta_{0}\right)}{2 \sigma_{x} \sigma_{y} \sqrt{1-\rho^{2}\left(\cos \vartheta_{i}+\cos \vartheta_{\mathrm{s}}\right)^{4}}}  \tag{19}\\
\exp \left\{\begin{array}{l}
{\left[\sin \vartheta_{\mathrm{i}}-(-1)^{n} \sin \vartheta_{\mathrm{s}}\right]^{2}} \\
2 \sigma_{x}^{2}\left(1-\rho^{2}\right)\left(\cos \vartheta_{\mathrm{i}}+\cos \vartheta_{\mathrm{s}}\right)^{2}
\end{array}\right\} \\
\text { if, } \quad p=q \text { and } r=s \\
0, \quad \text { otherwise. }
\end{array}\right.
$$

Note that, in this case of in-plane scattering, no depolarization is present in the GO contribution.

Finally, it can be verified that in the backscattering direction, identified by $\vartheta_{\mathrm{s}}=\vartheta_{\mathrm{i}}$ and $\varphi_{\mathrm{s}}=\pi$, (18) and (19) lead to the GO expression reported in [28].

As it is well known, GO, and then (13) and (19), is not accurate at small incidence and/or scattering grazing angles. In addition, it is not accurate at scattering directions very far from the specular one. However, in all these conditions, the GO contribution in (12) is negligible with respect to the SPM one, so that we do not need to worry about these validity limits of (13) and (19).

## B. SPM Scattering From a Tilted Rough Facet

Starting from the expressions of the SPM bistatic covariance matrix elements of a planar rough surface [37], [38], the SPM bistatic covariance matrix elements of the tilted facet can be expressed in the facet local reference system, i.e., in terms of the local incidence $\vartheta_{\text {li }}$ and scattering $\vartheta_{\text {ls }}, \varphi_{\text {ls }}$ angles, and rotation angles $\beta_{\mathrm{i}}$ and $\beta_{\mathrm{s}}$ of the incidence and scattering planes (local incidence and scattering planes being defined by the normal to the facet and by the direction of propagation of the incident and scattered waves, respectively) as

$$
\begin{equation*}
R_{p q, r s}^{\mathrm{SPM}}=\frac{4}{\pi} k^{4} \cos ^{2} \vartheta_{\mathrm{li}} \cos ^{2} \vartheta_{\mathrm{ls}} \chi_{p q} \chi_{r s}^{*} W_{2 D}\left(\kappa_{l}, \varphi_{l}\right) \tag{20}
\end{equation*}
$$

where $\kappa_{l}=\sqrt{\kappa_{l x}^{2}+\kappa_{l y}^{2}}$ and $\varphi_{l}=\arctan \left(\kappa_{l y} / \kappa_{l x}\right)$, with

$$
\begin{align*}
& \kappa_{l x}=-k \sin \vartheta_{\mathrm{ls}} \cos \varphi_{\mathrm{ls}}+k \sin \vartheta_{\mathrm{li}} \\
& \kappa_{l y}=-k \sin \vartheta_{\mathrm{ls}} \sin \varphi_{\mathrm{ls}} \tag{21}
\end{align*}
$$

are modulus and direction of the facet local Bragg resonant wavenumber vector.

Finally,

$$
\underline{\underline{\chi}}\left(\vartheta_{\mathrm{li}}, \vartheta_{\mathrm{ls}}, \varphi_{\mathrm{ls}}, \beta_{\mathrm{i}}, \beta_{\mathrm{s}}\right)=\underline{\underline{R_{2}}}\left(\beta_{\mathrm{s}}\right) \cdot\left(\begin{array}{ll}
F_{h h} & F_{h v}  \tag{22}\\
F_{v h} & F_{v v}
\end{array}\right) \cdot{\underline{\underline{R_{2}}}}^{-1}\left(\beta_{\mathrm{i}}\right)
$$

where $R_{2}\left(\beta_{\mathrm{i}, \mathrm{s}}\right)$ is the $2 \times 2$ rotation matrix [15], [28], accounting for the rotation of the local incidence and scattering planes with respect to the global ones, and $F_{p q}\left(\vartheta_{\mathrm{li}}, \vartheta_{\mathrm{ls}}, \varphi_{\mathrm{ls}}\right)$ are the bistatic Bragg coefficients [37], [38]

$$
\begin{align*}
& F_{h h} \\
& =\frac{(\varepsilon-1) \cos \varphi_{\mathrm{ls}}}{\left[\cos \vartheta_{\mathrm{ls}}+\sqrt{\varepsilon-\sin ^{2} \vartheta_{\mathrm{ls}}}\right]\left[\cos \vartheta_{\mathrm{li}}+\sqrt{\varepsilon-\sin ^{2} \vartheta_{\mathrm{li}}}\right.} \\
& F_{v h} \\
& =-\frac{\sin \varphi_{\mathrm{ls}}(\varepsilon-1) \sqrt{\varepsilon-\sin ^{2} \vartheta_{\mathrm{ls}}}}{\left[\sqrt{\varepsilon-\sin ^{2} \vartheta_{\mathrm{ls}}}+\varepsilon \cos \vartheta_{\mathrm{ls}}\right]\left[\cos \vartheta_{\mathrm{li}}+\sqrt{\varepsilon-\sin ^{2} \vartheta_{\mathrm{li}}}\right.} \\
& F_{h v} \\
& =\frac{\sin \varphi_{\mathrm{ls}}(\varepsilon-1) \sqrt{\varepsilon-\sin ^{2} \vartheta_{\mathrm{li}}}}{\left[\sqrt{\varepsilon-\sin ^{2} \vartheta_{\mathrm{ls}}}+\cos \vartheta_{\mathrm{ls}}\right]\left[\varepsilon \cos \vartheta_{\mathrm{li}}+\sqrt{\varepsilon-\sin ^{2} \vartheta_{\mathrm{li}}}\right]} \\
& F_{v v} \\
& =\frac{(\varepsilon-1)\left[\sqrt{\varepsilon-\sin ^{2} \vartheta_{\mathrm{li}}} \sqrt{\varepsilon-\sin ^{2} \vartheta_{\mathrm{ls}}} \cos \varphi_{\mathrm{ls}}-\varepsilon \sin \vartheta_{\mathrm{li}} \sin \vartheta_{\mathrm{ls}}\right]}{\left[\sqrt{\varepsilon-\sin ^{2} \vartheta_{\mathrm{ls}}}+\varepsilon \cos \vartheta_{\mathrm{ls}}\right]\left[\varepsilon \cos \vartheta_{\mathrm{li}}+\sqrt{\varepsilon-\sin ^{2} \vartheta_{\mathrm{li}}}\right]} . \tag{23}
\end{align*}
$$

The local incidence $\vartheta_{\text {li }}$ and scattering $\vartheta_{\mathrm{ls}}, \varphi_{\mathrm{ls}}$ angles, and rotation angles $\beta_{\mathrm{i}}$ and $\beta_{\mathrm{s}}$ of the incidence and scattering planes, must be then expressed in terms of global incidence $\vartheta_{\mathrm{i}}$ and scattering $\vartheta_{\mathrm{s}}, \varphi_{\mathrm{s}}$ angles and of local surface slopes $s_{x}$ and $s_{y}$; expressions for $\vartheta_{\text {li }}$ and $\beta_{\mathrm{i}}$ are already available in the literature [28], [39], and are reported here for the sake of completeness; conversely, the other ones are derived for the first time in this work, see Appendix A. All of them are listed in (24)-(28), as shown at the bottom of the next page.

It can be verified that in the backscattering direction, (24)-(28) lead to $\vartheta_{\mathrm{ls}}=\vartheta_{\mathrm{li}}, \beta_{\mathrm{s}}=\beta_{\mathrm{i}}$, and $\varphi_{\mathrm{ls}}=\pi$.

## C. Taylor Series Expansion and the Average Over Large-Scale Surface Slopes

Once (24)-(28) are inserted in (20)-(23), the bistatic covariance matrix elements of the tilted facet can be expanded in power series of facet slopes $s_{x}$ and $s_{y}$; by arresting the expansion to the second order, we get

$$
\begin{align*}
& R_{p q, r s}^{\mathrm{SPM}}\left(\vartheta_{\mathrm{i}}, \vartheta_{\mathrm{s}}, \varphi_{\mathrm{s}} ; s_{x}, s_{y}\right) \\
& \cong R_{p q, r s}^{\mathrm{SPM}}\left(\vartheta_{\mathrm{i}}, \vartheta_{\mathrm{s}}, \varphi_{\mathrm{s}} ; 0,0\right) \\
& \quad+D_{1,0}^{p q, r s} s_{x}+D_{0,1}^{p q, r s} s_{y}+D_{2,0}^{p q, r s} s_{x}^{2}+D_{0,2}^{p q, r s} s_{y}^{2}+D_{1,1}^{p q, r s} s_{x} s_{y} \tag{29}
\end{align*}
$$

where

$$
\begin{align*}
R_{p q, r s}^{\mathrm{SPM}}\left(\vartheta_{\mathrm{i}}, \vartheta_{\mathrm{s}}, \varphi_{\mathrm{s}}, 0,0\right)=\frac{4}{\pi} & k^{4} \cos ^{2} \vartheta_{\mathrm{i}} \cos ^{2} \vartheta_{\mathrm{s}} F_{p q}\left(\vartheta_{i}, \vartheta_{\mathrm{s}}, \varphi_{\mathrm{s}}\right) \\
& \times F_{r s}^{*}\left(\vartheta_{\mathrm{i}}, \vartheta_{\mathrm{s}}, \varphi_{\mathrm{s}}\right) W_{2 D}(\bar{\kappa}, \bar{\varphi}) \tag{30}
\end{align*}
$$

is the usual SPM expression of the polarimetric covariance matrix

$$
\begin{equation*}
D_{k, n-k}^{p q, r s}=\left.\frac{1}{n!}\binom{n}{k} \frac{\partial^{n} R_{p q, r s}^{\mathrm{SPM}}}{\partial s_{x}^{k} \partial s_{y}^{n-k}}\right|_{s_{x}=s_{y}=0} \tag{31}
\end{equation*}
$$

and $\bar{\varphi}=\arctan \left(\bar{\kappa}_{y} / \bar{\kappa}_{x}\right)$ is the direction of the (global) Bragg resonant wavenumber vector, so that

$$
\begin{align*}
& \bar{\kappa}_{y}=-k \sin \vartheta_{\mathrm{s}} \sin \varphi_{\mathrm{s}} \\
& \bar{\kappa}_{x}=-k \sin \vartheta_{\mathrm{s}} \cos \varphi_{\mathrm{s}}+k \sin \vartheta_{\mathrm{i}} \tag{32}
\end{align*}
$$

Note that in (30) for $W_{2 D}(\bar{\kappa}, \bar{\varphi})$, the exact PSD value at the Bragg wavenumber is used, whereas in order to compute the derivatives in (31), approximate expressions of (5)-(7) are used, to guarantee that analytical expressions can be always obtained.

Finally, the bistatic covariance matrix elements of the overall surface can be obtained by averaging (29) with respect to facet slopes, which is now straightforward:

$$
\begin{align*}
& \left\langle R_{p q, r s}^{\mathrm{SPM}}\left(\vartheta_{\mathrm{i}}, \vartheta_{\mathrm{s}}, \varphi_{\mathrm{s}} ; s_{x}, s_{y}\right)\right\rangle_{s_{x}, s_{y}} \\
& \quad \cong R_{p q, r s}^{\mathrm{SPM}}\left(\vartheta_{\mathrm{i}}, \vartheta_{\mathrm{s}}, \varphi_{\mathrm{s}} ; 0,0\right) \\
& \quad \quad+D_{2,0}^{p q, r s} \sigma_{x}^{2}+D_{0,2}^{p q, r s} \sigma_{y}^{2}+D_{1,1}^{p q, r s} \rho \sigma_{x} \sigma_{y} . \tag{33}
\end{align*}
$$

Derivatives in (31) can be analytically computed in closed form by using (24)-(28) in (20)-(23) and applying the chain rule. Guidelines to their analytical evaluation are provided in Appendix B. Their expressions are rather involved, and in the general out-of-plane scattering case, although they allow the fast computation of bistatic scattering by anisotropic rough surfaces, they are not physically revealing. Therefore, we do not report here their full expressions for the out-of-plane scattering case: we believe that in this article, the interested reader can find all the elements to obtain closed form expressions of these derivatives, and hence of (33), by exploiting one of the several software tools currently commercially available for analytical calculus, see [42], [43]. Conversely, for scattering directions lying within the incidence plane, simpler closed-form expressions of (33) can be obtained, which can support the physical interpretation of the scattering process. They are reported in Section III-D.

## D. In-Plane Scattering

As shown in Appendix B, for in-plane scattering, i.e., for $\varphi_{\mathrm{s}}=n \pi$, with $n=0,1$, the bistatic covariance matrix elements of the overall surface in (33) can be expressed as

$$
\begin{aligned}
& \left\langle\sigma_{h h}^{0 \text { SPM }}\right\rangle \\
& =C_{0,0}^{h h, h h} \Phi(0) \\
& \times\left[1+\frac{C_{2,0}^{h h, h h}}{C_{0,0}^{h h, h h}} \sigma_{x}^{2}+\left(\frac{C_{0,2}^{h h, h h}}{C_{0,0}^{h h, h h}}-(-1)^{n} \frac{2 R e\left\{F_{v v} / F_{h h}\right\}}{\sin \vartheta_{\mathrm{i}} \sin \vartheta_{\mathrm{s}}}\right.\right. \\
& \left.\left.-\frac{1}{\sin ^{2} \vartheta_{\mathrm{i}}}-\frac{1}{\sin ^{2} \vartheta_{\mathrm{s}}}+\frac{2 \operatorname{Re}\left\{\frac{C_{0,1}^{h h, h}}{\sin \vartheta_{\mathrm{i}}}-(-1)^{n} \frac{C_{0,1}^{\text {hh, }, ~}}{\sin \vartheta_{\mathrm{s}}}\right\}}{C_{0,0}^{h h, h h}}\right) \sigma_{y}^{2}\right] \\
& \left\langle\sigma_{v v}^{0 \text { SPM }}\right\rangle \\
& =C_{0,0}^{v v, v v} \Phi(0) \\
& \times\left[1+\frac{C_{2,0}^{v v, v v}}{C_{0,0}^{v 0, v \nu}} \sigma_{x}^{2}+\left(\frac{C_{0,2}^{v 0, v \nu}}{C_{0,0}^{v, v \nu}}-(-1)^{n} \frac{2 R e\left\{F_{h h} / F_{v v}\right\}}{\sin \vartheta_{\mathrm{i}} \sin \vartheta_{\mathrm{s}}}\right.\right. \\
& \left.\left.-\frac{1}{\sin ^{2} \vartheta_{\mathrm{i}}}-\frac{1}{\sin ^{2} \vartheta_{\mathrm{s}}}+\frac{2 R e\left\{(-1)^{n} \frac{C_{0, i}^{v o, h}}{\sin \vartheta_{\mathrm{s}}}-\frac{C_{0,1}^{b 0, v h}}{\sin \vartheta_{\mathrm{i}}}\right\}}{C_{0,0}^{00,0 \nu}}\right) \sigma_{y}^{2}\right] \\
& \left\langle\sigma_{h v}^{0 \text { SPM }}\right\rangle \\
& =C_{0,0}^{h h, v v} \Phi(0)\left(\frac{C_{0,2}^{h \nu, h v}}{C_{0,0}^{h h, v v}}+\frac{1}{F_{h h} F_{v v}^{*}}\left|\frac{F_{v v}}{\sin \vartheta_{\mathrm{s}}}+(-1)^{n} \frac{F_{h h}}{\sin \vartheta_{\mathrm{i}}}\right|^{2}\right. \\
& \left.-\frac{2 \operatorname{Re}\left(\frac{C_{0,1}^{h h, h}}{\sin \vartheta_{\mathrm{i}}}+(-1)^{n} \frac{C_{0,1}^{h o v p}}{\sin \vartheta_{\mathrm{s}}}\right\}}{C_{0,0}^{h h, v v}}\right) \sigma_{y}^{2} \\
& \left\langle\sigma_{v h}^{0 \text { SPM }}\right\rangle \\
& =C_{0,0}^{h h, v v} \Phi(0)\left(\frac{C_{0,2}^{v h, v h}}{C_{0,0}^{h h, v v}}+\frac{1}{F_{h h} F_{v v}^{*}}\left|\frac{F_{v v}}{\sin \vartheta_{\mathrm{i}}}+(-1)^{n} \frac{F_{h h}}{\sin \vartheta_{\mathrm{s}}}\right|^{2}\right. \\
& \left.+\frac{2 \operatorname{Re}\left\{\frac{C_{0,1}^{v h, v}}{\sin \vartheta_{\mathrm{i}}}+(-1)^{n} \frac{C_{0,1}^{h h / v h}}{\sin \vartheta_{\mathrm{s}}}\right\}}{C_{0,0}^{h h, v v}}\right) \sigma_{y}^{2}
\end{aligned}
$$

$$
\begin{aligned}
& \left\langle R_{h h, v o}^{\mathrm{SPM}}\right\rangle \\
& \begin{aligned}
= & C_{0,0}^{h h, v v} \Phi(0) \\
& \times\left[1+\frac{C_{2,0}^{h h, v v}}{C_{0,0}^{h h, v v}} \sigma_{x}^{2}+\left(\frac{C_{0,2}^{h h, v v}}{C_{0,0}^{h h, v v}}-(-1)^{n} \frac{\frac{F_{h h}^{*}}{F_{v 0}}+\frac{F_{v \nu}}{F_{h h}}}{\sin \vartheta_{\mathrm{i}} \sin \vartheta_{\mathrm{s}}}\right.\right.
\end{aligned} \\
& -\frac{1}{\sin ^{2} \vartheta_{\mathrm{i}}}-\frac{1}{\sin ^{2} \vartheta_{\mathrm{s}}}+\frac{C_{0,1}^{h \nu, v v}-C_{0,1}^{h h, v h}}{C_{0,0}^{h h, v v} \sin \vartheta_{\mathrm{i}}} \\
& \left.\left.-(-1)^{n} \frac{C_{0,1}^{v h, v v}-C_{0,1}^{h h, h v}}{C_{0,0}^{h h, v v} \sin \vartheta_{\mathrm{s}}}\right) \sigma_{y}^{2}\right] \\
& \left\langle R_{h h, h \nu}^{\mathrm{SPM}}\right\rangle \\
& =C_{0,0}^{h h, v v} \Phi(0)\left[\frac{C_{1,1}^{h h, h v}}{C_{0,0}^{h h, v v}}+(-1)^{n} \frac{\cot \vartheta_{\mathrm{s}}}{\sin \vartheta_{\mathrm{s}}}-\frac{\cot \vartheta_{\mathrm{i}} F_{h h}^{*} / F_{v v}^{*}}{\sin \vartheta_{\mathrm{i}}}\right. \\
& \left.-(-1)^{n} \frac{C_{1,0}^{h h, v v}}{C_{0,0}^{h, v v} \sin \vartheta_{\mathrm{s}}}-\frac{C_{1,0}^{h h, h h}}{C_{0,0}^{h h, v v} \sin \vartheta_{i}}\right] \rho \sigma_{x} \sigma_{y} \\
& \left\langle R_{h h, o h}^{\mathrm{SPM}}\right\rangle \\
& =C_{0,0}^{h h, v v} \Phi(0)\left[\frac{C_{1,1}^{h h, v h}}{C_{0,0}^{h h, v v}}+\frac{\cot \vartheta_{\mathrm{i}}}{\sin \vartheta_{\mathrm{i}}}-(-1)^{n} \frac{\cot \vartheta_{\mathrm{s}} F_{h h}^{*} / F_{v v}^{*}}{\sin \vartheta_{\mathrm{s}}}\right. \\
& \left.+\frac{C_{1,0}^{h h, v v}}{C_{0,0}^{h h, v v} \sin \vartheta_{\mathrm{i}}}+(-1)^{n} \frac{C_{1,0}^{h h, h h}}{C_{0,0}^{h h, v v} \sin \vartheta_{\mathrm{s}}}\right] \rho \sigma_{x} \sigma_{y} \\
& \left\langle R_{h v, v o}^{\mathrm{SPM}}\right\rangle \\
& =C_{0,0}^{h h, v v} \Phi(0)\left[\frac{C_{1,1}^{h v, v v}}{C_{0,0}^{h h, v v}}-\frac{\cot \vartheta_{\mathrm{i}}}{\sin \vartheta_{\mathrm{i}}}+(-1)^{n} \frac{\cot \vartheta_{\mathrm{s}} F_{v v} / F_{h h}}{\sin \vartheta_{\mathrm{s}}}\right. \\
& \left.-\frac{C_{1,0}^{h h, v v}}{C_{0,0}^{h h, v v} \sin \vartheta_{\mathrm{i}}}-(-1)^{n} \frac{C_{1,0}^{v v, v v}}{C_{0,0}^{h h, v v} \sin \vartheta_{\mathrm{s}}}\right] \rho \sigma_{x} \sigma_{y} \\
& \left\langle R_{v h, v o}^{\mathrm{SPM}}\right\rangle \\
& =C_{0,0}^{h h, v v} \Phi(0)\left[\frac{C_{1,1}^{v h, v v}}{C_{0,0}^{h h, v v}}-(-1)^{n} \frac{\cot \vartheta_{\mathrm{s}}}{\sin \vartheta_{\mathrm{s}}}+\frac{\cot \vartheta_{\mathrm{i}} F_{v v} / F_{h h}}{\sin \vartheta_{\mathrm{i}}}\right. \\
& \left.+(-1)^{n} \frac{C_{1,0}^{h h, v v}}{C_{0,0}^{h h, v v} \sin \vartheta_{\mathrm{s}}}+\frac{C_{1,0}^{v v, v v}}{C_{0,0}^{h h, v v} \sin \vartheta_{\mathrm{i}}}\right] \rho \sigma_{x} \sigma_{y}
\end{aligned}
$$

$$
\begin{align*}
\cos \vartheta_{\mathrm{li}}= & \frac{\cos \vartheta_{\mathrm{i}}+s_{x} \sin \vartheta_{\mathrm{i}}}{\sqrt{1+s_{x}^{2}+s_{y}^{2}}}  \tag{24}\\
\tan \beta_{\mathrm{i}}= & \frac{s_{y}}{\sin \vartheta_{\mathrm{i}}-s_{x} \cos \vartheta_{i}}  \tag{25}\\
\cos \vartheta_{\mathrm{ls}}= & \frac{\cos \vartheta_{\mathrm{s}}-s_{x} \sin \vartheta_{\mathrm{s}} \cos \varphi_{\mathrm{s}}-\mathrm{s}_{y} \sin \vartheta_{\mathrm{s}} \sin \varphi_{\mathrm{s}}}{\sqrt{1+s_{x}^{2}+s_{y}^{2}}}  \tag{26}\\
\cos \varphi_{\mathrm{ls}}= & \frac{1}{\sqrt{\left(\sin \vartheta_{i}-s_{x} \cos \vartheta_{\mathrm{i}}\right)^{2}+s_{y}^{2}}} \\
& \times\left(\frac{\left(\sin \vartheta_{\mathrm{i}}-s_{x} \cos \vartheta_{\mathrm{i}}\right)\left(\sin \vartheta_{\mathrm{s}} \cos \varphi_{\mathrm{s}}+s_{x} \cos \vartheta_{\mathrm{s}}\right)}{\sqrt{\left(\sin \vartheta_{\mathrm{s}} \cos \varphi_{\mathrm{s}}+s_{x} \cos \vartheta_{\mathrm{s}}\right)^{2}+\left(-s_{y} \cos \vartheta_{\mathrm{s}}-\sin \vartheta_{\mathrm{s}} \sin \varphi_{\mathrm{s}}\right)^{2}+\left(-s_{x} \sin \vartheta_{\mathrm{s}} \sin \varphi_{\mathrm{s}}+s_{y} \sin \vartheta_{\mathrm{s}} \cos \varphi_{\mathrm{s}}\right)^{2}}}\right. \\
& \left.\quad+\frac{s_{y} \cos \vartheta_{i}\left(-s_{y} \cos \vartheta_{\mathrm{s}}-\sin \vartheta_{\mathrm{s}} \sin \varphi_{\mathrm{s}}\right)+s_{y} \sin \vartheta_{\mathrm{i}}\left(-s_{x} \sin \vartheta_{\mathrm{s}} \sin \varphi_{\mathrm{s}}+s_{y} \sin \vartheta_{\mathrm{s}} \cos \varphi_{\mathrm{s}}\right)}{\sqrt{\left(\sin \vartheta_{\mathrm{s}} \cos \varphi_{\mathrm{s}}+s_{x} \cos \vartheta_{\mathrm{s}}\right)^{2}+\left(-s_{y} \cos \vartheta_{\mathrm{s}}-\sin \vartheta_{\mathrm{s}} \sin \varphi_{\mathrm{s}}\right)^{2}+\left(-s_{x} \sin \vartheta_{\mathrm{s}} \sin \varphi_{\mathrm{s}}+s_{y} \sin \vartheta_{\mathrm{s}} \cos \varphi_{\mathrm{s}}\right)^{2}}}\right) \tag{27}
\end{align*}
$$

$\tan \beta_{\mathrm{s}}=\frac{s_{x} \sin \varphi_{\mathrm{s}}-s_{y} \cos \varphi_{\mathrm{s}}}{\sin \vartheta_{\mathrm{s}}+s_{x} \cos \vartheta_{\mathrm{s}} \cos \varphi_{\mathrm{s}}+s_{y} \cos \vartheta_{\mathrm{s}} \sin \varphi_{\mathrm{s}}}$.

$$
\begin{align*}
& \left\langle R_{h v, v h}^{\mathrm{SPM}}\right\rangle \\
& =C_{0,0}^{h h, v v} \Phi(0) \\
& \quad \times\left[\frac{C_{0,2}^{h v, h v}}{C_{0,0}^{h h, v v}}-\frac{1}{F_{h h} F_{v v}^{*}}\left(\frac{F_{v v} F_{h h}^{*}}{\sin ^{2} \vartheta_{\mathrm{s}}}+\frac{F_{h h} F_{v v}^{*}}{\sin ^{2} \vartheta_{\mathrm{i}}}\right.\right. \\
& \left.\quad+(-1)^{n} \frac{\left|F_{h h}\right|^{2}+\left|F_{v v}\right|^{2}}{\sin \vartheta_{\mathrm{i}} \sin \vartheta_{\mathrm{s}}}\right)+\frac{C_{0,1}^{h v, v v}-C_{0,1}^{h h, v h}}{C_{0,0}^{h h, v v} \sin \vartheta_{\mathrm{i}}} \\
& \left.\quad-(-1)^{n} \frac{C_{0,1}^{v h, v v *}-C_{0,1}^{h h, h v *}}{C_{0,0}^{h h, v v} \sin \vartheta_{\mathrm{s}}}\right] \sigma_{y}^{2} \tag{34}
\end{align*}
$$

where

$$
\begin{equation*}
C_{k, n-k}^{p q, r s}=\left.\frac{4}{\pi} k^{4} \frac{1}{n!}\binom{n}{k} \frac{\partial^{n} \cos ^{2} \vartheta_{\mathrm{i}} \cos ^{2} \vartheta_{\mathrm{s}} F_{p q} F_{r s}^{*} W\left(\kappa_{l}\right)}{\partial s_{x}^{k} \partial s_{y}^{n-k}}\right|_{s_{x}=s_{y}=0} \tag{35}
\end{equation*}
$$

and

$$
\begin{equation*}
\Phi(0)=1+\Delta \cos \left(2 \varphi_{0}\right) \tag{36}
\end{equation*}
$$

Note that

$$
\begin{align*}
C_{0,0}^{p q, r s}=\frac{4}{\pi} k^{4} \cos ^{2} \vartheta_{\mathrm{i}} \cos ^{2} \vartheta_{\mathrm{s}} F_{p q} & \left(\vartheta_{\mathrm{i}}, \vartheta_{\mathrm{s}}, \varphi_{\mathrm{s}}\right) \\
& \times F_{r s}^{*}\left(\vartheta_{\mathrm{i}}, \vartheta_{\mathrm{s}}, \varphi_{\mathrm{s}}\right) W(\bar{\kappa}) \tag{37}
\end{align*}
$$

is the usual SPM expression of the polarimetric covariance matrix of an isotropic rough surface.

It can be verified (see also Appendix B) that in the backscattering direction, identified by $\vartheta_{\mathrm{s}}=\vartheta_{\mathrm{i}}$ and $\varphi_{\mathrm{s}}=$ $\pi$, cross-polarized NRCSs coincide $\left(\left\langle\sigma_{h \nu}^{0 \text { SPM }}\right\rangle=\left\langle\sigma_{v h}^{0 \text { SPM }}\right\rangle=\right.$ $\left.\left\langle R_{h v, v h}^{\text {SPM }}\right\rangle\right)$ and (34)-(36) lead to the A-PTSM expressions reported in [28].

It must be recalled that the SPM, and hence (33) and (34), is not accurate around the specular direction (for which $\bar{\kappa}=0$ ), i.e., for small values of $\bar{\kappa}$. Therefore, we can safely use (33) and (34) only for $\bar{\kappa}>\kappa_{\text {cut }}$. When we use (33) or (34) in conjunction with (13) in (12) to compute the copolarized NRCSs and correlations, we will multiply them by $\tanh \left[\left(\bar{\kappa} / \kappa_{\text {cut }}\right)^{6}\right]$, which very closely approximates one for $\bar{\kappa}>\kappa_{\text {cut }}$ and rapidly goes 0 for $\bar{\kappa}<\kappa_{\text {cut }}$. We heuristically choose $\kappa_{\text {cut }}=3 k\left(\sigma_{X} \sigma_{Y}\right)^{1 / 2}$, which in most cases ensures a smooth transition from the SPM to GO at scattering directions approaching the specular one. This choice slightly affects the scattering results only for scattering directions in the very narrow angular region where GO and SPM contributions are of the same order. Therefore, in most cases, the results of our method are independent of the choice of the cutoff wavenumber. It must be noted that our heuristic choice also has a physical justification: as the rms slopes increase, the cutoff wavenumber must increase to keep a low probability that, while using the SPM, a tilted facet is at such an angle that renders the scattering direction coincident with the specular one.

Equation (34) shows that, for the in-plane scattering case, all the correlations between a co-polar and a cross-polar channel vanish if $\rho=0$, that is, see (9), if the large-scale roughness is isotropic, i.e., $\sigma_{X}^{2}=\sigma_{Y}^{2}$, or if $\psi$ is 0 or an integer multiple of $\pi / 2$. For a sea surface, this happens if the transmitter viewing direction is exactly upwind, crosswind, or downwind; for a
tilled soil, if the transmitter viewing direction is perpendicular or parallel to the plowing direction.

It is also interesting to note that according to (34), the cross-polar NRCSs and correlation are directly proportional to the variance of slopes along the $y$ direction. This has useful implications both for tilled soils and for sea surfaces. In fact, in the former case, for which $\Phi(0) \equiv 1$, this implies that cross-polar NRCSs and correlation are more sensitive to the plowing direction than the other elements of the polarimetric covariance matrix, due to the $\cos 2 \psi$ dependence of $\sigma_{y}^{2}$. This is in agreement with the numerical results obtained in [44] for the backscattering case. Conversely, for sea surfaces, $\Phi(0)$ and $\sigma_{y}^{2}$ produce oscillations of the kind $\cos 2 \varphi_{\mathrm{w}}$ of opposite sign, see (8) and (36), so that they tend to cancel out, and hence, the dependence of cross-polar NRCSs and correlation on wind direction is weakened with respect to the one of the other elements of the polarimetric covariance matrix. This is in agreement with experimental data obtained in the backscattering case [45]. In addition, dependence on wind speed intensity appears both in $C_{0,0}^{h h, v v}$ and in $\sigma_{y}^{2}$, so that dependence of cross-polar NRCSs and correlation on wind velocity is stronger than the one of the other elements of the polarimetric covariance matrix. This is in agreement with experimental data obtained in the backscattering case [45], too. However, it is important to note that these implications do not hold for nearly specular directions, where the scattering behavior is dictated by the GO contribution. In particular, GO terms depend on wind only through the exponential factor in (13): indeed, using (10), it is easy to see that the remaining GO factor is independent on the angle $\psi$. This implies that NRCS evaluated exactly in the specular direction present no dependence on wind direction, since in this configuration, as already mentioned in Section III-A, the argument of the exponential in (13) vanishes.

A few last words are needed on validity limits of the method. With regard to sea conditions, the same limitations as in the monostatic case [28] apply: we can expect that the presented approach can be safely used for wind speeds not smaller than $4 \mathrm{~m} / \mathrm{s}$ and smaller than about $20 \mathrm{~m} / \mathrm{s}$, which ensures that the effect of breaking waves on scattering can be neglected and that $\sigma_{X}$ and $\sigma_{Y}$ are smaller than about 0.2 . This last condition must hold also for tilled soil surfaces. By the way, it also ensures that our cutoff wavenumber is of the order of, or smaller than, $k / 2$.

Finally, our approach cannot be used at small grazing angles, since shadowing is neglected. Conversely, the presented method can be used at all frequencies of interest for microwave remote sensing.

## E. Circular Basis

Expressions similar to (13) and (33) can be obtained in circular polarization basis. In fact, for GO, we can write

$$
\begin{align*}
\tilde{R}_{P Q, R S}^{\mathrm{GO}}= & \frac{\tilde{S}_{P Q} \tilde{S}_{R S}^{*}}{2 \sigma_{x} \sigma_{y} \sqrt{1-\rho^{2}}\left(\cos \vartheta_{\mathrm{i}}+\cos \vartheta_{\mathrm{s}}\right)^{4}} \\
& \exp \left\{-\frac{\sigma_{x}^{2} \bar{\kappa}_{y}^{2}+\sigma_{y}^{2} \bar{\kappa}_{x}^{2}-2 \sigma_{x} \sigma_{y} \rho \bar{\kappa}_{x} \bar{\kappa}_{y}}{2 k^{2} \sigma_{x}^{2} \sigma_{y}^{2}\left(1-\rho^{2}\right)\left(\cos \vartheta_{\mathrm{i}}+\cos \vartheta_{\mathrm{s}}\right)^{2}}\right\} \tag{38}
\end{align*}
$$

where $P, Q, R$, and $S$ may each stand for $R$ (right-handed polarization) or $L$ (left-handed polarization), and

$$
\begin{equation*}
\underline{\underline{\tilde{S}}}=\underline{\underline{U_{l \rightarrow c}^{*}}} \cdot \underline{\underline{S}} \cdot \underline{\underline{U_{l \rightarrow c}^{-1}}} \tag{39}
\end{equation*}
$$

with $U_{l \rightarrow c}$ being the matrix of the linear to circular polarization basis change [15]

$$
\underline{\underline{U_{l \rightarrow c}}}=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & -j  \tag{40}\\
-j & 1
\end{array}\right)
$$

Equation (38) is particularly simple for the diagonal elements of the polarimetric covariance matrix, i.e., for the NRCSs

$$
\begin{align*}
\tilde{\sigma}_{R L}^{\mathrm{GO}}= & \tilde{\sigma}_{L R}^{\mathrm{GO}}=\frac{\left(2 \cos \vartheta_{0}\right)^{4}\left|\frac{\Gamma_{v}\left(\vartheta_{0}\right)+\Gamma_{h}\left(\vartheta_{0}\right)}{2}\right|^{2}}{2 \sigma_{x} \sigma_{y} \sqrt{1-\rho^{2}}\left(\cos \vartheta_{\mathrm{i}}+\cos \vartheta_{\mathrm{s}}\right)^{4}} \\
& \times \exp \left\{-\frac{\sigma_{x}^{2} \bar{\kappa}_{y}^{2}+\sigma_{y}^{2} \bar{\kappa}_{x}^{2}-2 \sigma_{x} \sigma_{y} \rho \bar{\kappa}_{x} \bar{\kappa}_{y}}{2 k^{2} \sigma_{x}^{2} \sigma_{y}^{2}\left(1-\rho^{2}\right)\left(\cos \vartheta_{\mathrm{i}}+\cos \vartheta_{\mathrm{s}}\right)^{2}}\right\} \\
\tilde{\sigma}_{R R}^{\mathrm{GO}}= & \tilde{\sigma}_{L L}^{\mathrm{GO}}=\frac{\left(2 \cos \vartheta_{0}\right)^{4}\left|\frac{\Gamma_{v}\left(\vartheta_{0}\right)-\Gamma_{h}\left(\vartheta_{0}\right)}{2}\right|^{2}}{2 \sigma_{x} \sigma_{y} \sqrt{1-\rho^{2}}\left(\cos \vartheta_{\mathrm{i}}+\cos \vartheta_{\mathrm{s}}\right)^{4}}  \tag{41}\\
& \times \exp \left\{-\frac{\sigma_{x}^{2} \bar{\kappa}_{y}^{2}+\sigma_{y}^{2} \bar{\kappa}_{x}^{2}-2 \sigma_{x} \sigma_{y} \rho \bar{\kappa}_{x} \bar{\kappa}_{y}}{2 k^{2} \sigma_{x}^{2} \sigma_{y}^{2}\left(1-\rho^{2}\right)\left(\cos \vartheta_{\mathrm{i}}+\cos \vartheta_{\mathrm{s}}\right)^{2}}\right\} . \tag{42}
\end{align*}
$$

The SPM expression for the covariance matrix of a tilted facet in circular polarization basis is

$$
\begin{equation*}
\tilde{R}_{P Q, R S}^{\mathrm{SPM}}=\frac{4}{\pi} k^{4} \cos ^{2} \vartheta_{\mathrm{li}} \cos ^{2} \vartheta_{\mathrm{ls}} \tilde{\chi}_{P Q} \tilde{\chi}_{R S}^{*} W_{2 D}\left(\kappa_{l}, \varphi_{l}\right) \tag{43}
\end{equation*}
$$

where

$$
\begin{equation*}
\underline{\underline{\chi}}=\underline{\underline{U_{l \rightarrow c}^{*}}} \cdot \underline{\underline{\chi}} \cdot \underline{\underline{U_{l \rightarrow c}^{-1}}} \tag{44}
\end{equation*}
$$

By proceeding as in the linear polarization basis case, i.e., by expanding in power series of facet slopes $s_{x}$ and $s_{y}$ and averaging with respect to facet slopes, we get

$$
\begin{align*}
& \left\langle\tilde{R}_{P Q, R S}^{\mathrm{SPM}}\left(\vartheta_{\mathrm{i}}, \vartheta_{\mathrm{s}}, \varphi_{\mathrm{s}} ; s_{x}, s_{y}\right)\right\rangle_{s_{x}, s_{y}} \\
& \quad \cong \tilde{R}_{P Q, R S}^{\mathrm{SPM}}\left(\vartheta_{\mathrm{i}}, \vartheta_{\mathrm{s}}, \varphi_{\mathrm{s}} ; 0,0\right) \\
& \quad+\quad+\tilde{D}_{2,0}^{P Q, R S} \sigma_{x}^{2}+\tilde{D}_{0,2}^{P Q, R S} \sigma_{y}^{2}+\tilde{D}_{1,1}^{P Q, R S} \rho \sigma_{x} \sigma_{y} \tag{45}
\end{align*}
$$

where

$$
\begin{equation*}
\tilde{D}_{k, n-k}^{P Q Q, R S}=\left.\frac{1}{n!}\binom{n}{k} \frac{\partial^{n} \tilde{R}_{P Q, R S}^{S P M}}{\partial s_{x}^{k} \partial s_{y}^{n-k}}\right|_{s_{x}=s_{y}=0} \tag{46}
\end{equation*}
$$

Derivatives in (46) can be analytically computed in closed form by using (24)-(28) in (43) and (44) and applying the chain rule, along the same guidelines provided for the case of linear polarization basis. Their expressions are rather involved, and we do not report here their full expressions: again, we believe that in this article the interested reader can find all the elements to obtain closed form expressions of these derivatives, and hence of (33), by exploiting one of the several software tools currently commercially available for analytical calculus [42], [43].

## IV. Numerical Results

In this section, we report the numerical results regarding two meaningful cases of anisotropic surfaces, i.e., wind-driven sea surfaces and agricultural tilled surfaces.

## A. Wind-Driven Sea Surface

We consider the wind-driven sea surface model detailed in Section II-B. For this case, the presented numerical results illustrate the polarimetric bistatic scattering dependence on scattering angles and wind direction, fixing a $45^{\circ}$ incidence angle, L-band (frequency $=1.58 \mathrm{GHz}$ and $\varepsilon=65-j 61$ ), and for a fresh breeze (wind speed $=10 \mathrm{~m} / \mathrm{s}$ ). This specific configuration is the same considered in [26] for the presentation of SSA2, thus facilitating the comparison between our BA-PTSM and SSA2.

In Fig. 2, we show the diagonal elements of the covariance matrix, i.e., NRCSs, as a function of the zenith scattering angle $\vartheta_{\mathrm{s}}$, for up-wind ( $\phi_{\mathrm{w}}=0$ ) configuration and for several azimuth scattering angles. For cases (a)-(d), the results obtained with our model are directly compared with those obtained in [26] by using SSA2, reported as dots. The graphs confirm the good agreement of the BA-PTSM with the SSA2 results, with difference of few decibels over a whole range of zenith scattering angles for most cases. For cross-polarized in-plane scattering GO contributions are 0 [see (14) or (19) for $\phi_{s}=0$ ] and since the SPM does not hold for close-to-specular directions, the cross-pol graphs have not been plotted in this region in Fig. 2(a). However, it is worth to underline that the cross-polarized contributions should be 0 also according to the nontilted SPM, so that the graphs of Fig. 2(a) can be evaluated only thanks to the second-order terms considered in our scattering formulation [see (37) for $\left.\phi_{\mathrm{s}}=0^{\circ}\right]$. In Fig. 2(c), the $v v$ NRCS exhibits a minimum located in the same position of the one predicted by SSA2: this is related to the minimum of the $v v$ Bragg coefficient of (23), which leads to the same condition mentioned in [26]. The difference in the depth of this minimum may be partly due to the discretization used in [26] for SSA2 numerical evaluation. Finally, from Fig. 2(d), it can be appreciated that the $h h$ NRCS is underestimated of up to 4 dB with respect to SSA2. It is worth noting that in this case the first-order hh SPM term is 0 [see (37) for $\phi_{\mathrm{s}}=90^{\circ}$ ], so that the graph in Fig. 2(d) is related to GO and second-order terms of our development. Moreover, it must be underlined that, differently from SSA2, which requires evaluation of fourfold integrals with highly oscillating integrands, our formulation is completely in closed form (including expressions of the sea-surface slope variances) and the whole set of plots of Fig. 2 is obtained in a time of the order of minutes with a common laptop.

In Fig. 3, the modulus of the off-diagonal correlation terms of the polarimetric covariance matrix is shown. In particular, in Fig. 3(a), the $h h, v v$ and $h v, v h$ correlations are the only nonzero contributions: more specifically, it is worth noting that the latter would be null according to both the SPM without random tilt and GO. Therefore, similar to Fig. 2(a), in this case, the BA-PTSM does not hold for close-to-specular directions and the graph has not been plotted. Moreover,


Fig. 2. NRCS ( $h h$ in blue, $v v$ in red, $h v$ in green, and $v h$ in black) as a function of the zenith scattering angle $\vartheta_{\mathrm{s}}$ at L-band (frequency $=1.58 \mathrm{GHz}$ and $\varepsilon=65-j 61$ ) for the sea surface in the presence of a fresh breeze (wind speed $=10 \mathrm{~m} / \mathrm{s}$ ), up-wind ( $\phi_{\mathrm{w}}=0$ ), and azimuth scattering angles: (a) $\phi_{\mathrm{s}}=0^{\circ}$; (b) $\phi_{\mathrm{s}}=30^{\circ}$; (c) $\phi_{\mathrm{s}}=60^{\circ}$; (d) $\phi_{\mathrm{s}}=90^{\circ}$; (e) $\phi_{\mathrm{s}}=120^{\circ}$; (f) $\phi_{\mathrm{s}}=150^{\circ}$; (g) $\phi_{\mathrm{s}}=180^{\circ}$. For cases (a)-(d), the results obtained with the SSA2 model are reported as dots ( $h h$ in blue, $v v$ in red, $h v$ in green, and $v h$ in black).


Fig. 3. Off-diagonal terms (modulus) of the polarimetric covariance matrix ( $h h v v$ in blue, $h h h v$ in red, $h h v h$ in green, $h v v v$ in dashed red, $v h v v$ in dashed green, and $h v v h$ in black) as a function of the zenith scattering angle $\vartheta_{\mathrm{s}}$ at L-band (frequency $=1.58 \mathrm{GHz}$ and $\varepsilon=65-j 61$ ) for the sea surface in the presence of a fresh breeze (wind speed $=10 \mathrm{~m} / \mathrm{s}$ ), up-wind ( $\phi_{\mathrm{w}}=0$ ), and azimuth scattering angles: (a) $\phi_{\mathrm{s}}=0^{\circ}$; (b) $\phi_{\mathrm{s}}=30^{\circ}$; (c) $\phi_{\mathrm{s}}=60^{\circ}$; (d) $\phi_{\mathrm{s}}=90^{\circ}$; (e) $\phi_{\mathrm{s}}=120^{\circ}$; (f) $\phi_{\mathrm{s}}=150^{\circ}$; (g) $\phi_{\mathrm{s}}=180^{\circ}$. For cases (a)-(d), the results obtained with the SSA2 model are reported as dots (hhvv in blue, hhhv in red, $h h v h$ in green, and $h v v h$ in black) and triangles ( $h v v v$ in red and $v h v v$ in green).
it is worth noting that, similar to Fig. 2(d), the $h h, v v, h h, h v$, and $h h, v h$ elements would be null according to the SPM without random tilt. In cases (a)-(d), a good agreement with the SSA2 results is obtained also for the off-diagonal elements.

In Fig. 4, we show the $R R$ and $R L$ NRCS in the same cases of Figs. 2 and 3. Also in this case, the obtained results are in very good agreement with SSA2 ones, reported as dots in Fig. 4. In particular, our graphs are closer to SSA2 ones than to those of the first-order small-slope approximation SSA1, reported as triangles in Fig. 4.

Analysis of scattering dependence on wind direction is now in order: the case of in-plane scattering with $\phi_{\mathrm{s}}=0^{\circ}$ is here considered. In Fig. 5, the diagonal elements of the polarimetric
covariance matrix are considered, both for the linear and the circular polarization. For Fig. 5(a)-(d), the results are compared with those relevant to SSA2: a good agreement is obtained. In particular, from Fig. 5(c), it is evident that the graphs of the BA-PTSM are closer to the ones of SSA2 than to those of SSA1. Finally, it is worth noting that the theoretical predictions of Section III-D are confirmed by Fig. 5(b), where the very weak dependence of the cross-polarized NRCS on wind direction can be appreciated.

## B. Tilled Agricultural Soil

We consider the tilled agricultural soil surface model outlined in Section II-C. In this case, the presented numerical


Fig. 4. Circular polarization NRCS terms of the polarimetric covariance matrix ( $R R$ in blue and $R L$ in red) as a function of the zenith scattering angle $\vartheta_{\mathrm{s}}$ at L-band (frequency $=1.58 \mathrm{GHz}$ and $\varepsilon=65-j 61$ ) for the sea surface in the presence of a fresh breeze (wind speed $=10 \mathrm{~m} / \mathrm{s}$ ), up-wind ( $\phi_{\mathrm{w}}=0$ ), and azimuth scattering angles: (a) $\phi_{\mathrm{s}}=0^{\circ}$; (b) $\phi_{\mathrm{s}}=30^{\circ}$; (c) $\phi_{\mathrm{s}}=60^{\circ}$; (d) $\phi_{\mathrm{s}}=90^{\circ}$; (e) $\phi_{\mathrm{s}}=120^{\circ}$; (f) $\phi_{\mathrm{s}}=150^{\circ}$; (g) $\phi_{\mathrm{s}}=180^{\circ}$. For cases (a)-(d), the results obtained with the SSA1 and SSA2 models are reported as triangles and dots ( $R R$ in blue and $R L$ in red), respectively.


Fig. 5. NRCS behavior as a function of wind direction $\phi_{\mathrm{w}}$ at L-band (frequency $=1.58 \mathrm{GHz}$ and $\varepsilon=65-j 61$ ) for the sea surface in the presence of a fresh breeze (wind speed $=10 \mathrm{~m} / \mathrm{s}$ ) and $\phi_{\mathrm{s}}=0^{\circ}$. (a) Linear polarization co-polarized NRCS, $\vartheta_{\mathrm{s}}=35^{\circ}$ ( $h h$ in blue and $v v$ in red). (b) Linear polarization cross-polarized NRCS, $\vartheta_{\mathrm{s}}=30^{\circ}$ ( $h v$ in green and $v h$ in black). (c) Circular polarization $R R, \vartheta_{\mathrm{s}}=35^{\circ}$. (d) Circular polarization $R L, \vartheta_{\mathrm{s}}=35^{\circ}$. For cases (a)-(d), the results obtained with the SSA2 model are reported as dots. For case (c), the results obtained with the SSA1 model are reported as triangles.


Fig. 6. NRCS ( $h h$ in blue, $v v$ in red, $h v$ in green, and $v h$ in black) as a function of the zenith scattering angle $\vartheta_{\mathrm{s}}$ at L-band (frequency $=1.58 \mathrm{GHz}$ and $\varepsilon=4$ ) for a tilled agricultural soil with $\psi=0$ and azimuth scattering angles: (a) $\phi_{\mathrm{s}}=0^{\circ}$; (b) $\phi_{\mathrm{s}}=30^{\circ}$; (c) $\phi_{\mathrm{s}}=60^{\circ}$; (d) $\phi_{\mathrm{s}}=90^{\circ}$; (e) $\phi_{\mathrm{s}}=120^{\circ}$; (f) $\phi_{\mathrm{s}}=150^{\circ}$; (g) $\phi_{\mathrm{s}}=180^{\circ}$.
results illustrate the polarimetric bistatic scattering dependence on scattering angles and tillage direction, fixing a $45^{\circ}$ incidence angle, L-band (frequency $=1.58 \mathrm{GHz}$ ) and relative permittivity $\varepsilon=4$ (roughly corresponding to a dry soil). As for
the isotropic small-scale roughness, we considered typical fractal parameters of soil (see [46], [47] for a discussion), setting $H=0.7$ and $S_{0}=0.01 \mathrm{~m}^{0.6}$. Regarding the large-scale roughness, we fixed $\sigma_{Y}=0.03$ and $\sigma_{X}=\sqrt{10} \sigma_{Y}$.


Fig. 7. Circular polarization NRCS terms of the polarimetric covariance matrix ( $R R$ in blue and $R L$ in red) as a function of the zenith scattering angle $\vartheta_{\mathrm{s}}$ at L-band (frequency $=1.58 \mathrm{GHz}$ and $\varepsilon=4$ ) for a tilled agricultural soil with $\psi=0$ and azimuth scattering angles: (a) $\phi_{\mathrm{s}}=0^{\circ}$; (b) $\phi_{\mathrm{s}}=30^{\circ}$; (c) $\phi_{\mathrm{s}}=60^{\circ}$; (d) $\phi_{\mathrm{s}}=90^{\circ}$; (e) $\phi_{\mathrm{s}}=120^{\circ}$; (f) $\phi_{\mathrm{s}}=150^{\circ}$; (g) $\phi_{\mathrm{s}}=180^{\circ}$.


Fig. 8. NRCS as a function of the plowing direction $\psi$ at L-band (frequency $=1.58 \mathrm{GHz}$ and $\varepsilon=4$ ) for a tilled agricultural soil. (a) Linear polarization co-polarized NRCS, $\phi_{\mathrm{s}}=0^{\circ}$ and $\vartheta_{\mathrm{s}}=35^{\circ}$ ( $h h$ in blue and $v v$ in red). (b) Linear polarization cross-polarized NRCS, $\phi_{\mathrm{s}}=0^{\circ}$ and $\vartheta_{\mathrm{s}}=30^{\circ}$ ( $h v$ in green and $v h$ in black). (c) Circular polarization $R R, \phi_{\mathrm{s}}=0^{\circ}$ and $\vartheta_{\mathrm{s}}=35^{\circ}$. (d) Circular polarization $R L, \phi_{\mathrm{s}}=0^{\circ}$ and $\vartheta_{\mathrm{s}}=35^{\circ}$. (e) Linear polarization co-polarized NRCS, $\phi_{\mathrm{s}}=180^{\circ}$ and $\vartheta_{\mathrm{s}}=30^{\circ}\left(h h\right.$ in blue and $v v$ in red). (f) Linear polarization crosspolarized NRCS, $\phi_{\mathrm{s}}=180^{\circ}$ and $\vartheta_{\mathrm{s}}=30^{\circ}$ ( $h v$ in green and $v h$ in black). (g) Circular polarization $R R, \phi_{\mathrm{s}}=180^{\circ}$ and $\vartheta_{\mathrm{s}}=30^{\circ}$. (h) Circular polarization $R L, \phi_{\mathrm{s}}=180^{\circ}$ and $\vartheta_{\mathrm{s}}=30^{\circ}$.

In Fig. 6, we show diagonal NRCS elements of the covariance matrix as a function of the zenith scattering angle $\vartheta_{\mathrm{s}}$, for plowing direction along the $y$-axis, i.e., $\psi=0$, and for the same set of azimuth scattering angles considered in Fig. 2. Due to the low $\sigma_{y}$, low values of the cross-polarized NRCS, which unlike the co-polarized ones depend on $\sigma_{y}$ only [see (34)], are obtained in Fig. 6(a) and (g). It is also worth noting that the same minimum of the $v v$ NRCS observed in Fig. 2(c) is present in Fig. 6(c): in this case, however, the depth of the minimum is more pronounced and this is due to the fact that the dielectric permittivity is now real valued, so that the $v v$ Bragg coefficient of (23) can be exactly equal to 0. In Fig. 7,
also the graphs of the $R R$ and $R L$ NRCS are shown for the same scattering configuration of Fig. 6.

The analysis of the behavior of the NRCS as a function of plowing direction is particularly interesting in this situation, due to the presence of strong anisotropy. Indeed, in Fig. 8, some meaningful examples are considered: both cases of in-plane scattering with $\phi_{\mathrm{s}}=0^{\circ}$ and $\phi_{\mathrm{s}}=180^{\circ}$ are analyzed. Regarding $\phi_{\mathrm{s}}=0^{\circ}$, in Fig. 8(a)-(d), the same scattering configurations of Fig. 5 are considered. Wide oscillations of about 15 and 10 dB are experienced by the co-polarized and cross-polarized NRCS coefficients in Fig. 8(a) and (b), respectively. Oscillations reach a value of almost 17 dB for


Fig. 9. NRCS ( $h h$ in blue, $v v$ in red, $h v$ in green, and $v h$ in black) as a function of the zenith scattering angle $\vartheta_{\mathrm{s}}$ at X-band (frequency $=10 \mathrm{GHz}$ and $\varepsilon=4$ ) for a tilled agricultural soil with $\psi=0$ and azimuth scattering angles: (a) $\phi_{\mathrm{s}}=0^{\circ}$; (b) $\phi_{\mathrm{s}}=30^{\circ}$; (c) $\phi_{\mathrm{s}}=60^{\circ}$; (d) $\phi_{\mathrm{s}}=90^{\circ}$; (e) $\phi_{\mathrm{s}}=120^{\circ}$; (f) $\phi_{\mathrm{s}}=150^{\circ}$; (g) $\phi_{\mathrm{s}}=180^{\circ}$.
the circular polarizations $R R$ and $R L$ NRCS of Fig. 8(c) and (d). Finally, Fig. 8(e)-(h) illustrates the case of inplane scattering with $\phi_{\mathrm{s}}=180^{\circ}$ : in this region, far from the specular direction, we can better assess the implications reported in Section III-D. In particular, we can observe how the oscillations of the cross-polarized NRCS in Fig. 8(f) are much larger than those of the co-polarized NRCS in Fig. 8(e), as expected for the case of tilled agricultural soil. Finally, a weak dependence on plowing direction is observed in this configuration for the circular polarizations NRCS shown in Fig. 8(g) and (h).

We explicitly note that Fig. 8 clearly illustrates the importance of considering surface anisotropy: had we ignored it, all graphs of Fig. 8 would have been perfectly flat.

Finally, we show the results obtained at X-band (frequency $=10 \mathrm{GHz}$ ), again with a $45^{\circ}$ incidence angle and relative permittivity $\varepsilon=4$. In particular, in Fig. 9, we report the NRCS elements of the covariance matrix as a function of the zenith scattering angle $\vartheta_{s}$, for plowing direction along the $y$-axis, i.e., $\psi=0$, and for the same set of azimuth scattering angles considered at the L-band in Fig. 6. Comments analogous to those made for the L-band can be made in this case.

## V. Conclusion

We have extended the A-PTSM to deal with the case of bistatic electromagnetic scattering, and we have applied it to scattering from wind-driven sea surfaces and from tilled agricultural fields. In doing this, we have derived for the first time the relationship between local scattering angles and scattering plane rotation angle on one side, and global scattering angles and surface slopes on the other side.

All the elements of the polarimetric covariance matrix have been analytically expressed in closed form, both in the linear and in the circular polarization bases, so that no numerical integration is needed by our method. This
renders all computations very fast; in addition, although obtained closed-form expressions are rather lengthy, for scattering directions lying within the incidence plane they support the physical interpretation of the scattering process, see Section III-D.

We have shown that the results obtained by our BA-PTSM are generally in good agreement with those obtained by the more refined, but much more computationally demanding, SSA-2 model, and they are always closer to the SSA-2 than to the SSA-1 results. Finally, we have presented a wide set of graphs and examples, in order to provide a first analysis of the dependencies of the scattering behavior on the main scattering parameters.

We finally stress again that our formulation is completely in closed form and the whole set of plots shown in this article is obtained in a time of the order of minutes with a common laptop.

In conclusion, due to its computational efficiency, our method can be usefully employed when scattering must be computed several times, such as in implementing inversion methods for the retrieval of surface parameters. In addition, it can be employed to predict the performance of the upcoming bistatic and multistatic radar remote sensing missions.

## Appendix A

In this appendix, we show how the expressions (26)-(28) can be derived. Although (24) and (25) are already available in literature, for the sake of completeness they are considered here, too.

All required expressions can be written in terms of scalar or vector products of the incident and scattered wave wavenumber unit vectors

$$
\begin{align*}
& \hat{\mathbf{k}}_{i}=\sin \vartheta_{\mathrm{i}} \hat{\mathbf{i}}_{x}-\cos \vartheta_{\mathrm{i}} \hat{\mathbf{i}}_{z}  \tag{47}\\
& \hat{\mathbf{k}}_{s}=\sin \vartheta_{\mathrm{s}} \cos \vartheta_{\mathrm{s}} \hat{\mathbf{i}}_{x}+\sin \vartheta_{\mathrm{s}} \sin \varphi_{\mathrm{s}} \hat{\mathbf{i}}_{y}+\cos \vartheta_{\mathrm{s}} \hat{\mathbf{i}}_{z} \tag{48}
\end{align*}
$$

and of the normal unit vector of the tilted facet

$$
\begin{equation*}
\hat{\mathbf{n}}_{l}=\frac{-s_{x} \hat{\mathbf{i}}_{x}-s_{y} \hat{\mathbf{i}}_{y}+\hat{\mathbf{i}}_{z}}{\sqrt{1+s_{x}^{2}+s_{y}^{2}}} \tag{49}
\end{equation*}
$$

Hence, we obtain (50)-(54), as shown at the top of the next page.

In (51), (53), and (54), we have used the following relations:

$$
\hat{\mathbf{i}}_{z} \times \hat{\mathbf{k}}_{i}=\sin \vartheta_{i} \hat{\mathbf{i}}_{y}
$$

$$
\begin{equation*}
\hat{\mathbf{i}}_{z} \times \hat{\mathbf{k}}_{s}=-\sin \vartheta_{\mathrm{s}} \sin \varphi_{\mathrm{s}} \hat{\mathbf{i}}_{x}+\sin \vartheta_{\mathrm{s}} \cos \varphi_{\mathrm{s}} \hat{\mathbf{i}}_{y} \tag{56}
\end{equation*}
$$

$$
\hat{\mathbf{n}}_{l} \times \hat{\mathbf{k}}_{i}=s_{y} \cos \vartheta_{\mathrm{i}} \hat{\mathbf{i}}_{x}+\left(\sin \vartheta_{\mathrm{i}}-s_{x} \cos \vartheta_{\mathrm{i}}\right) \hat{\mathbf{i}}_{y}+s_{y} \sin \vartheta_{i} \hat{\mathbf{i}}_{z}
$$

$$
\begin{align*}
\hat{\mathbf{n}}_{l} \times \hat{\mathbf{k}}_{s}= & -\left(s_{y} \cos \vartheta_{\mathrm{s}}+\sin \vartheta_{\mathrm{s}} \sin \varphi_{\mathrm{s}}\right) \hat{\mathbf{i}}_{x}  \tag{57}\\
& +\left(\sin \vartheta_{\mathrm{s}} \cos \varphi_{\mathrm{s}}+s_{x} \cos \vartheta_{\mathrm{s}}\right) \hat{\mathbf{i}}_{y} \\
& +\left(-s_{x} \sin \vartheta_{\mathrm{s}} \sin \varphi_{\mathrm{s}}+s_{y} \sin \vartheta_{\mathrm{s}} \cos \varphi_{\mathrm{s}}\right) \hat{\mathbf{i}}_{z} \tag{58}
\end{align*}
$$

## Appendix B

In this appendix, we provide guidelines for the analytical evaluation of expansion coefficients in (31) and, hence, of (29). In addition, we show how in-plane expressions (34) are obtained. To this end, it is useful to note that the tilted-facet polarimetric covariance matrix elements in (20) can be expressed as combinations of terms of the kind $\Theta_{p q, r s}\left(\vartheta_{\mathrm{li}}, \vartheta_{\mathrm{ls}}, \varphi_{\mathrm{ls}}\right) \Phi\left(\varphi_{l}\right) \mathrm{B}_{n}\left(\beta_{\mathrm{i}}\right) \mathrm{B}_{m}\left(\beta_{\mathrm{s}}\right)$, where

$$
\begin{align*}
\Theta_{p q, r s}\left(\vartheta_{\mathrm{li}}, \vartheta_{\mathrm{ls}}, \varphi_{\mathrm{ls}}\right)= & \frac{4}{\pi} k^{4} \cos ^{2} \vartheta_{\mathrm{li}} \cos ^{2} \vartheta_{\mathrm{ls}} F_{p q}\left(\vartheta_{\mathrm{li}}, \vartheta_{\mathrm{ls}}, \varphi_{\mathrm{ls}}\right) \\
& \times F_{r s}^{*}\left(\vartheta_{\mathrm{li}}, \vartheta_{\mathrm{ls}}, \varphi_{\mathrm{ls}}\right) W\left(\kappa_{l}\right)  \tag{59}\\
\Phi\left(\varphi_{l}\right)= & 1+\Delta \cos \left[2\left(\varphi_{0}-\varphi_{l}\right)\right]  \tag{60}\\
\text { and } \mathrm{B}_{n}\left(\beta_{\mathrm{i}, \mathrm{~s}}\right)= & \cos ^{2-n} \beta_{\mathrm{i}, \mathrm{~s}} \sin ^{n} \beta_{\mathrm{i}, \mathrm{~s}} \tag{61}
\end{align*}
$$

with $n$ and $m$ integers and $0 \leq n \leq 2$ and $0 \leq m \leq 2$.
Taylor power series expansion of the covariance matrix elements in (20) with respect to $s_{x}$ and $s_{y}$ can be readily obtained once expansions of $\Theta_{p q, r s}\left(\vartheta_{\mathrm{li}}, \vartheta_{\mathrm{ls}}, \varphi_{\mathrm{ls}}\right), \Phi\left(\varphi_{l}\right)$, and $\mathrm{B}_{n}\left(\beta_{\mathrm{i}, \mathrm{s}}\right)$ are performed.

The series expansion of $\Theta_{p q, r s}\left(\vartheta_{\mathrm{li}}, \vartheta_{\mathrm{ls}}, \varphi_{\mathrm{ls}}\right)$ up to the second order can be expressed, in the general case, as

$$
\begin{align*}
& \Theta_{p q, r s}\left(\vartheta_{\mathrm{li}}, \vartheta_{\mathrm{ls}}, \varphi_{\mathrm{ls}}\right) \\
& \quad \cong C_{0,0}^{p q, r s}+C_{1,0}^{p q, r s} s_{x}+C_{0,1}^{p q, r s} s_{y}+C_{2,0}^{p q, r s} s_{x}^{2} \\
& \quad+C_{0,2}^{p q, r s} s_{y}^{2}+C_{1,1}^{p q, r s} s_{x} s_{y} \tag{62}
\end{align*}
$$

where expansion coefficients are defined in (35). The derivatives in (35) can be computed by applying the chain rule to (59) and (24), (26), and (27). This is particularly useful if we consider the in-plane scattering case, i.e., $\varphi_{\mathrm{s}}=n \pi$, with $n=0,1$. In fact, it is easy to recognize that in this case

$$
\begin{align*}
\left.\frac{\partial \cos \vartheta_{\mathrm{li}, \mathrm{ls}}}{\partial s_{y}}\right|_{s_{x}=s_{y}=0} & =\left.\frac{\partial^{2} \cos \vartheta_{\mathrm{li}, \mathrm{ls}}}{\partial s_{x} \partial s_{y}}\right|_{s_{x}=s_{y}=0}=\left.\frac{\partial \cos \varphi_{\mathrm{ls}}}{\partial s_{x, y}}\right|_{s_{x}=s_{y}=0} \\
& =\left.\frac{\partial^{2} \cos \varphi_{\mathrm{ls}}}{\partial s_{x} \partial s_{y}}\right|_{s_{x}=s_{y}=0}=0 \tag{63}
\end{align*}
$$

and

$$
\begin{equation*}
\left.\sin \varphi_{\mathrm{ls}}\right|_{s_{x}=s_{y}=0}=\left.\frac{\partial \sin \varphi_{\mathrm{ls}}}{\partial s_{x}}\right|_{s_{x}=s_{y}=0}=\left.\frac{\partial^{2} \sin \varphi_{\mathrm{ls}}}{\partial s_{x, y}^{2}}\right|_{s_{x}=s_{y}=0}=0 \tag{64}
\end{equation*}
$$

so that terms containing two co-polar Bragg coefficients, i.e., $p=q$ and $r=s$, can be expressed as

$$
\begin{equation*}
\Theta_{p p, r r}\left(\vartheta_{\mathrm{li}}, \vartheta_{\mathrm{ls}}, \varphi_{\mathrm{ls}}\right) \cong C_{0,0}^{p p, r r}+C_{1,0}^{p p, r r} s_{x}+C_{2,0}^{p p, r r} s_{x}^{2}+C_{0,2}^{p p, r r} s_{y}^{2}, \tag{65}
\end{equation*}
$$

those containing one co-polar and one cross-polar Bragg coefficients, i.e., $p=q$ and $r \neq s$ or vice versa, as

$$
\begin{equation*}
\Theta_{p q, r s}\left(\vartheta_{\mathrm{li}}, \vartheta_{\mathrm{ls}}, \varphi_{\mathrm{ls}}\right) \cong C_{0,1}^{p q, r s} s_{y}+C_{1,1}^{p q, r s} s_{x} s_{y} \tag{66}
\end{equation*}
$$

and those containing two cross-polar Bragg coefficients, i.e., $p \neq q$ and $r \neq s$, as

$$
\begin{equation*}
\Theta_{p q, r s}\left(\vartheta_{\mathrm{li}}, \vartheta_{\mathrm{ls}}, \varphi_{\mathrm{ls}}\right) \cong C_{0,2}^{p q, r s} s_{y}^{2} . \tag{67}
\end{equation*}
$$

With regard to $\Phi\left(\varphi_{l}\right)$, we assume that its first-order series expansion is sufficient, because second-order terms include a factor $\Delta$ that is usually much smaller than unity (see Section II), so that they can be neglected. We, therefore, obtain

$$
\begin{align*}
& \Phi\left(\varphi_{l}\right) \cong 1+\Delta \cos 2 \varphi_{\mathrm{w}}-2 \Delta \sin 2 \varphi_{\mathrm{w}} \\
& \quad \times\left(\left.\frac{\partial\left(\varphi_{0}-\varphi_{l}\right)}{\partial s_{x}}\right|_{s_{x}=s_{y}=0} s_{x}+\left.\frac{\partial\left(\varphi_{0}-\varphi_{l}\right)}{\partial s_{y}}\right|_{s_{x}=s_{y}=0} s_{y}\right) . \tag{68}
\end{align*}
$$

The terms involving the first derivatives of $\varphi_{0}-\varphi_{l}$ are canceled by the average operation, so that their expressions are of no concern here.

Finally, by using (25) and (28), and recalling that

$$
\begin{equation*}
\sin \beta=\frac{\tan \beta}{\sqrt{1+\tan ^{2} \beta}} \tag{69}
\end{equation*}
$$

we obtain the following second order expansion of $\mathrm{B}_{n}\left(\beta_{\mathrm{i}, \mathrm{s}}\right)$ :

$$
\begin{align*}
& \mathrm{B}_{n}\left(\beta_{\mathrm{i}, \mathrm{~s}}\right) \\
& \cong\left\{\begin{array}{l}
1-\frac{\left(s_{x} \sin \varphi_{\mathrm{i}, \mathrm{~s}}-s_{y} \cos \varphi_{\mathrm{i}, \mathrm{~s}}\right)^{2}}{\sin ^{2} \vartheta_{\mathrm{i}, \mathrm{~s}}} \\
\begin{array}{l}
\frac{\left(s_{x} \sin \varphi_{\mathrm{i}, \mathrm{~s}}-s_{y} \cos \varphi_{\mathrm{i}, \mathrm{~s}}\right)}{\sin \vartheta_{\mathrm{i}, \mathrm{~s}}}\left(1-\frac{s_{x} \cos \varphi_{\mathrm{i}, \mathrm{~s}}}{\tan \vartheta_{\mathrm{i}, \mathrm{~s}}}-\frac{s_{y} \sin \varphi_{\mathrm{i}, \mathrm{~s}}}{\sin \vartheta_{\mathrm{i}, \mathrm{~s}}}\right) \\
\text { for } n=1 \\
\frac{\left(s_{x} \sin \varphi_{\mathrm{i}, \mathrm{~s}}-s_{y} \cos \varphi_{\mathrm{i}, \mathrm{~s}}\right)^{2}}{\sin ^{2} \vartheta_{\mathrm{i}, \mathrm{~s}}} \\
\text { for } n=2
\end{array}
\end{array}\right. \tag{70}
\end{align*}
$$

with $\varphi_{i}=\pi$, and $\mathrm{B}_{n}\left(\beta_{\mathrm{i}}\right) \mathrm{B}_{m}\left(\beta_{\mathrm{s}}\right) \cong 0$ for $n+m>2$.
By using (62), (67), and (70) in (20), and discarding terms of order higher than two, after some algebra we can obtain the coefficients of (29). In the in-plane scattering case, the use of (65)-(66), (67), and (70) in (20) leads to the covariance matrix elements in (34).

We finally note that expansions in (70) do not hold for small values of $\vartheta_{\mathrm{i}, \mathrm{s}}$, when $\sin \vartheta_{\mathrm{i}, \mathrm{s}}$ is of the order of $\sigma_{x, y}$ or smaller. Therefore, in all the plots presented in this work, the second-order terms of the expansions are suppressed for such small values of $\vartheta_{\mathrm{s}}$.

$$
\begin{align*}
& \cos \vartheta_{\mathrm{li}}=-\hat{\mathbf{n}}_{l} \cdot \hat{\mathbf{k}}_{i}=\frac{\cos \vartheta_{\mathrm{i}}+s_{x} \sin \vartheta_{\mathrm{i}}}{\sqrt{1+s_{x}^{2}+s_{y}^{2}}}  \tag{50}\\
& \tan \beta_{\mathrm{i}}=\sqrt{\frac{1-\cos ^{2} \beta_{\mathrm{i}}}{\cos ^{2} \beta_{\mathrm{i}}}}=\sqrt{\frac{\left|\hat{\mathbf{n}}_{l} \times \hat{\mathbf{k}}_{i}\right|^{2}-\left(\hat{\mathbf{i}}_{y} \cdot \hat{\mathbf{n}}_{l} \times \hat{\mathbf{k}}_{i}\right)^{2}}{\left(\hat{\mathbf{i}}_{y} \cdot \hat{\mathbf{n}}_{l} \times \hat{\mathbf{k}}_{i}\right)^{2}}} \\
& =\sqrt{\frac{\left(\hat{\mathbf{i}}_{x} \cdot \hat{\mathbf{n}}_{l} \times \hat{\mathbf{k}}_{i}\right)^{2}+\left(\hat{\mathbf{i}}_{z} \cdot \hat{\mathbf{n}}_{l} \times \hat{\mathbf{k}}_{i}\right)^{2}}{\left(\hat{\mathbf{i}}_{y} \cdot \hat{\mathbf{n}}_{l} \times \hat{\mathbf{k}}_{i}\right)^{2}}} \\
& =\frac{s_{y}}{\sin \vartheta_{\mathrm{i}}-s_{x} \cos \vartheta_{\mathrm{i}}}  \tag{51}\\
& \cos \vartheta_{\mathrm{ls}}=\hat{\mathbf{n}}_{l} \cdot \hat{\mathbf{k}}_{s} \\
& =\frac{\cos \vartheta_{\mathrm{s}}-s_{x} \sin \vartheta_{\mathrm{s}} \cos \varphi_{\mathrm{s}}-s_{y} \sin \vartheta_{\mathrm{s}} \sin \varphi_{\mathrm{s}}}{\sqrt{1+s_{x}^{2}+s_{y}^{2}}}  \tag{52}\\
& \cos \varphi_{\mathrm{ls}}=\frac{\left(\hat{n}_{l} \times \hat{k}_{i}\right)}{\left|\hat{n}_{l} \times \hat{k}_{i}\right|} \cdot \frac{\left(\hat{n}_{l} \times \hat{k}_{s}\right)}{\left|\hat{n}_{l} \times \hat{k}_{s}\right|}=\frac{1}{\sqrt{\left(\sin \vartheta_{i}-s_{x} \cos \vartheta_{\mathrm{i}}\right)^{2}+s_{y}^{2}}} \\
& \times\left(\frac{\left(\sin \vartheta_{\mathrm{i}}-s_{x} \cos \vartheta_{\mathrm{i}}\right)\left(\sin \vartheta_{\mathrm{s}} \cos \varphi_{\mathrm{s}}+s_{x} \cos \vartheta_{\mathrm{s}}\right)}{\sqrt{\left(\sin \vartheta_{\mathrm{s}} \cos \varphi_{\mathrm{s}}+s_{x} \cos \vartheta_{\mathrm{s}}\right)^{2}+\left(-s_{y} \cos \vartheta_{\mathrm{s}}-\sin \vartheta_{\mathrm{s}} \sin \varphi_{\mathrm{s}}\right)^{2}+\left(-s_{x} \sin \vartheta_{\mathrm{s}} \sin \varphi_{\mathrm{s}}+s_{y} \sin \vartheta_{\mathrm{s}} \cos \varphi_{\mathrm{s}}\right)^{2}}}+\right. \\
& \left.+\frac{s_{y} \cos \vartheta_{\mathrm{i}}\left(-s_{y} \cos \vartheta_{\mathrm{s}}-\sin \vartheta_{\mathrm{s}} \sin \varphi_{\mathrm{s}}\right)+s_{y} \sin \vartheta_{\mathrm{i}}\left(-s_{x} \sin \vartheta_{\mathrm{s}} \sin \varphi_{\mathrm{s}}+s_{y} \sin \vartheta_{\mathrm{s}} \cos \varphi_{\mathrm{s}}\right)}{\sqrt{\left(\sin \vartheta_{\mathrm{s}} \cos \varphi_{\mathrm{s}}+s_{x} \cos \vartheta_{\mathrm{s}}\right)^{2}+\left(-s_{y} \cos \vartheta_{\mathrm{s}}-\sin \vartheta_{\mathrm{s}} \sin \varphi_{\mathrm{s}}\right)^{2}+\left(-s_{x} \sin \vartheta_{\mathrm{s}} \sin \varphi_{\mathrm{s}}+s_{y} \sin \vartheta_{\mathrm{s}} \cos \varphi_{\mathrm{s}}\right)^{2}}}\right)  \tag{53}\\
& \tan \beta_{\mathrm{s}}=\sqrt{\frac{1-\cos ^{2} \beta_{\mathrm{s}}}{\cos ^{2} \beta_{\mathrm{s}}}}=\sqrt{\frac{\left|\hat{\mathbf{i}}_{z} \times \hat{\mathbf{k}}_{s}\right|^{2}\left|\hat{\mathbf{n}}_{l} \times \hat{\mathbf{k}}_{s}\right|^{2}-\left(\hat{\mathbf{i}}_{z} \times \hat{\mathbf{k}}_{s} \cdot \hat{\mathbf{n}}_{l} \times \hat{\mathbf{k}}_{s}\right)^{2}}{\left(\hat{\mathbf{i}}_{z} \times \hat{\mathbf{k}}_{s} \cdot \hat{\mathbf{n}}_{l} \times \hat{\mathbf{k}}_{s}\right)^{2}}} \\
& =\frac{s_{x} \sin \varphi_{\mathrm{s}}-s_{y} \cos \varphi_{\mathrm{s}}}{\sin \vartheta_{\mathrm{s}}+s_{x} \cos \vartheta_{\mathrm{s}} \cos \varphi_{\mathrm{s}}+s_{y} \cos \vartheta_{\mathrm{s}} \sin \varphi_{\mathrm{s}}} . \tag{54}
\end{align*}
$$
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