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ABSTRACT 

 

We here analytically evaluate the spatial correlation 

coefficient of an interferometric pair obtained by combining 
two bistatic SAR acquisitions. The scattering surface is 

described as randomly rough, and the Kirchhoff 

Approximation (KA) or the first-order Small Slope 

Approximation (SSA1) are used to compute scattered fields. 

Both approximations lead to the same expression of the 

correlation coefficient, that generalizes to the bistatic case, 

with arbitrary acquisition geometry, the result available in 

literature for usual monostatic SAR interferometry.  

 

Index Terms— Bistatic SAR, scattering, rough surfaces, 

SAR interferometry, coherence. 

 
1. INTRODUCTION 

 

Synthetic Aperture Radar (SAR) interferometry is a well-

known technique able to retrieve accurate terrain topography 

[1-2] or small terrain movements [3-5] from the proper 

combination of multiple SAR acquisitions. The most 

common implementation of the technique consists in the 

combination of monostatic SAR images acquired at different 

times (repeat-pass monostatic SAR interferometry) [1-5]. 

The repeat-pass configuration is necessary for terrain 

movement retrieval, but it is often employed also for 
topographic applications. More accurate topography 

measurements are obtained by using a transmitting-and-

receiving antenna and an additional receiving-only antenna 

(single-pass SAR interferometry) [6-7], i.e., by combining a 

monostatic SAR acquisition with a bistatic one. Here we will 

refer to this configuration as single-pass monostatic SAR 

interferometry. 

Recently, fully bistatic implementations have been 

proposed [8-9] and experimentally implemented [9], that 

imply the use of one transmitting antenna and two closely 

spaced receiving-only antennas. In this case, both SAR 

acquisitions of the interferometric pair are bistatic, and here 
we will refer to this implementation as single-pass bistatic 

SAR interferometry. Finally, bistatic SAR experiments are 

being currently performed [10], thus paving the way to 

repeat-pass bistatic SAR interferometry, in which pairs of 

bistatic SAR acquisitions are used, with two transmitters, too.  

In this work, we consider the general case of two closely 

spaced radar transmitters, and two closely spaced radar 
receivers placed at arbitrary distance from the transmitters. 

This general configuration can be easily specialized to obtain 

all the SAR interferometry configurations described above.  

One of the main factors influencing the accuracy of 

interferometric measurements is coherency. The latter may be 

impaired by several decorrelation sources, among which 

baseline, or spatial, decorrelation is unavoidable, because it 

is caused by the fact itself that the two transmitters and/or the 

two receivers are spatially separated [2, 11-12]. An 

evaluation of the baseline decorrelation in monostatic SAR 

interferometry is available in [2, 11-12]. In particular, in [2, 

11] it is assumed that the scattering centers belong to a flat 
surface and that their contribution is spatially delta-

correlated, whereas in [12] the scattering surface is described 

as randomly rough, and the Kirchhoff Approximation (KA) 

is used to compute scattered fields. Results of [12] reduce to 

those of [2, 11] when surface correlation length is much 

smaller than the system resolution, as it is often the case. The 

approach of [12] has been recently extended to the case of 

one transmitter and two receivers at near-specular direction 

[13], which is the case of interest for Global Navigation 

Satellite System Reflectometry (GNSS-R), but not for SAR 

interferometry. A more general configuration is briefly 
considered in [14], where however only the single transmitter 

case is still considered. Here, we show how to extend the 

approach of [12] to the general case of two transmitters and 

two receivers, in order to be able to evaluate the baseline 

decorrelation for both single-pass and repeat-pass bistatic 

SAR interferometry. 

 

2. RATIONALE 

 

Let us consider a rough surface z(x,y), whose mean plane is 

the x-y plane, modelled as a statistically homogeneous zero-

mean Gaussian random process with standard deviation  and 

normalized (to 2) autocorrelation function C(x,y), with  

x=x′−x, y=y′−y, (x,y) and (x′,y′) being two generic surface 

points. The normalized autocorrelation function is equal to 
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one for x=y=0, and is negligible for x and/or y larger 

than the surface correlation length L. We assume that L is 

much smaller than system resolution. 

The geometry of the problem is depicted in Fig. 1: we 

consider two identical closely spaced transmitters T1 and T2, 

placed at rT1≡(x
T1

, y
T1

, z
T1

), with x
T1 

= r
T1

sin
T1

cos
T1

, y
T1 

= 

r
T1

sin
T1

sin
T1

, z
T1 

= r
T1

cos
T1

, and rT2≡(x
T2

, y
T2

, z
T2

), with 

x
T2

=r
T2

sin
T2

cos
T2

, y
T2

=r
T2

sin
T2

sin
T2

, z
T2

=r
T2

cos
T2

;  and 

two identical closely spaced receivers R1 and R2, placed at 

rR1≡(x
R1

, y
R1

, z
R1

) and rR2≡(x
R2

, y
R2

, z
R2

), with x
R1

, y
R1

, z
R1

 and 

x
R2

, y
R2

, z
R2

 given by the same expressions as above, in which 

the subscript T is replaced by R. We also define the 

transmitter baseline vector BT = rT2 − rT1 and the receiver 

baseline vector BR = rR2 − rR1, and we assume that the spacing 

between the transmitters is much smaller than their distances 

from the ground (|BT| << r
T1

), and similarly that the spacing 

between the receivers is much smaller than their distances 

from the ground (|BR| << r
R1

), so that  

 

𝑟𝑇2 − 𝑟𝑇1 = 𝐵𝑇∥ ,           𝜗𝑇2 − 𝜗𝑇1 = Δ𝜗𝑇 ≅
𝐵𝑇⊥

𝑟𝑇1
   ,    

 𝜑𝑇2 −  𝜑𝑇1 = Δ𝜑𝑇 ≅
𝐵𝑇𝑎𝑧

𝑟𝑇1 sin 𝜗𝑇1
 , (1) 

and identical relationships hold for the receivers, with the 

subscript T replaced by the subscript R. In (1), 𝐵𝑇∥ , 𝐵𝑇⊥, 𝐵𝑇𝑎𝑧  

and 𝐵𝑅∥, 𝐵𝑅⊥, 𝐵𝑅𝑎𝑧  are the parallel, perpendicular, and 

azimuth components of the baseline vectors:  

 

𝐁𝑇 = 𝐵𝑇∥𝐫𝑇1 + 𝐵𝑇⊥�̂�𝑇1 + 𝐵𝑇𝑎𝑧  �̂�𝑇1   , 
 

𝐁𝑅 = 𝐵𝑅∥𝐫𝑅1 + 𝐵𝑅⊥�̂�𝑅1 + 𝐵𝑅𝑎𝑧  �̂�𝑅1    .       (2) 

 

The origin O of the reference system coincides with the 

center of the considered resolution cell. We assume perfect 

co-registration of the image pair, so that the center of the 

resolution cell is the same for both images. 

By using the KA, the generic component of the field 

𝐸1(𝐫𝑅1) transmitted by T1 and scattered towards R1 can be 

written as 

 

𝐸1(𝐫𝑅1) =

∫ ∫ 𝐹1(𝑥, 𝑦)𝑤(𝑥, 𝑦)
exp{−𝑗𝑘[�̃�𝑇1(𝑥,𝑦)+�̃�𝑅1(𝑥,𝑦)]}

�̃�𝑇1(𝑥,𝑦)�̃�𝑅1(𝑥,𝑦)

∞

−∞

∞

−∞
𝑑𝑥𝑑𝑦   . (3) 

 

Similarly, the generic component of the field 𝐸2(𝐫𝑅2) 

transmitted by T2 and scattered towards R2 can be written as 

 

𝐸2(𝐫𝑅2) =

∫ ∫ 𝐹2(𝑥, 𝑦)𝑤(𝑥, 𝑦)
exp{−𝑗𝑘[�̃�𝑇2(𝑥,𝑦)+�̃�𝑅2(𝑥,𝑦)]}

�̃�𝑇2(𝑥,𝑦)�̃�𝑅2(𝑥,𝑦)

∞

−∞

∞

−∞
𝑑𝑥𝑑𝑦   . (4) 

 

In (3-4) k=2/ is the wavenumber, with  being the 

wavelength, F1,2(x,y) are slowly-varying functions, 

proportional to the incident field, whose expressions, as 

shown in the following, are of no interest here, and 𝑤(𝑥, 𝑦) 

is the sensor illumination function, whose shape may be 

irregular, depending on the observation geometry and on the 

platforms’ flight directions. We will consider the case of 
arbitrary illumination function, assuming that its x and y sizes 

(i.e., the sensors’ x and y resolutions) are Ax and Ay, 

respectively, but we will also specialize the obtained 

expressions in the Gaussian case: 

 

𝑤(𝑥, 𝑦) = exp (−
𝑥2

2𝐴𝑥
2 −

𝑦2

2𝐴𝑦
2 )    . (5) 

 

In addition, in (4) 
 

�̃�𝑋(𝑥, 𝑦) = √(𝑧𝑋 − 𝑧)2 + (𝑥𝑋 − 𝑥)2 + (𝑦𝑋 − 𝑦)2 =  

= 𝑅𝑋(𝑥, 𝑦)√1 +
𝑧2−2𝑧𝑋𝑧

𝑅𝑋
2 (𝑥,𝑦)

≅  

≅ 𝑅𝑋(𝑥, 𝑦) −
𝑧𝑋

𝑅𝑋(𝑥,𝑦)
𝑧(𝑥, 𝑦)          (6) 

 

with 𝑅𝑋(𝑥, 𝑦) = √𝑧𝑋
2 + (𝑥𝑋 − 𝑥)2 + (𝑦𝑋 − 𝑦)2 ,  (7) 

 

and with the subscript X that must be replaced by T1, T2, R1 

or R2 as needed, so that, while r
X
 are the distances of sensors 

from the origin, 𝑅𝑋 are their distances from the generic point 

(x,y,0) of the mean plane, and �̃�𝑋  are their distances from the 

generic point (x,y,z(x,y)) of the rough surface. 

We explicitly note that the same formulation (3-4) also holds 
under the first-order Small-Slope Approximation (SSA1) 

[15], with different expressions of F1,2(x,y). This ensures that 

our results for the correlation coefficient are valid under both 

the KA and the SSA1.  

We want now to compute the correlation coefficient 

 

𝜌 =
|cov[𝐸1(𝐫𝑅1)𝐸2(𝐫𝑅2)]|

√var[𝐸1(𝐫𝑅1)]var[𝐸2(𝐫𝑅2)]
       , (8) 

 

where 
 

cov[𝐸1(𝐫𝑅1)𝐸2(𝐫𝑅2)] =  

= 〈[𝐸1(𝐫𝑅1) − 〈𝐸1(𝐫𝑅1)〉][𝐸2(𝐫𝑅2) − 〈𝐸2(𝐫𝑅2)〉]∗〉 =  

= 〈𝐸1(𝐫𝑅1)𝐸2(𝐫𝑅2)∗〉 − 〈𝐸1(𝐫𝑅1)〉〈𝐸2(𝐫𝑅2)〉∗       , (9) 

 

var[𝐸1,2(𝐫𝑅1,2)] = 〈|𝐸1,2(𝐫𝑅1,2) − 〈𝐸1,2(𝐫𝑅1,2)〉|
2

〉 =  

= 〈|𝐸1,2(𝐫𝑅1,2)|
2

〉 − |〈𝐸1,2(𝐫𝑅1,2)〉|
2
  , (10) 

 

 
Figure 1: Geometry of the problem. 

  

  

 
x

y

 

 

  

   

   

  

   
   

     

 

 
      

 

   

  

  

   

   

 

   

   

 

   

   

 

535

Authorized licensed use limited to: Universita degli Studi di Napoli Federico II. Downloaded on September 19,2024 at 09:31:34 UTC from IEEE Xplore.  Restrictions apply. 



and the symbol 〈∙〉 indicates the statistical mean.  

By using (3-4) in (9) and by employing the same approach 

of [13], we get 

 

cov[𝐸1(𝐫𝑅1)𝐸2(𝐫𝑅2)] ≅  

≅ ∫ ∫
𝐹1(𝑥,𝑦)𝐹2

∗(𝑥,𝑦)𝑤2(𝑥,𝑦)

𝑅𝑇1(𝑥,𝑦)𝑅𝑇2(𝑥,𝑦)𝑅𝑅1(𝑥,𝑦)𝑅𝑅2(𝑥,𝑦)

∞

−∞

∞

−∞
  

exp{−𝑗𝑘[𝑅𝑇1(𝑥, 𝑦) − 𝑅𝑇2(𝑥, 𝑦) + 𝑅𝑅1(𝑥, 𝑦) −

𝑅𝑅2(𝑥, 𝑦)]} exp {−
𝑘2𝜎2

2
[𝑢𝑧1(𝑥, 𝑦) − 𝑢𝑧2(𝑥, 𝑦)]2}   

�̃� (𝑥, 𝑦, 𝑘𝑢𝑥(𝑥, 𝑦), 𝑘𝑢𝑦(𝑥, 𝑦)) 𝑑𝑥𝑑𝑦       , (11) 

 

where 
 

𝑢𝑥(𝑥, 𝑦) =
𝜕(𝑅𝑇1+𝑅𝑅1)

𝜕𝑥
=

𝑥−𝑥𝑇1

𝑅𝑇1(𝑥,𝑦)
+

𝑥−𝑥𝑅1

𝑅𝑅1(𝑥,𝑦)
    ,   

 

𝑢𝑦(𝑥, 𝑦) =
𝜕(𝑅𝑇1+𝑅𝑅1)

𝜕𝑦
=

𝑦−𝑦𝑇1

𝑅𝑇1(𝑥,𝑦)
+

𝑦−𝑦𝑅1

𝑅𝑅1(𝑥,𝑦)
   , (12) 

 

𝑢𝑧1,2(𝑥, 𝑦) =
𝑧𝑇1,2

𝑅𝑇1,2(𝑥,𝑦)
+

𝑧𝑅1,2

𝑅𝑅1,2(𝑥,𝑦)
      ,  

  

and �̃� is the Fourier Transform, with respect to ∆𝑥 and ∆𝑦, 

of  

 

𝑓(𝑥, 𝑦, ∆𝑥, ∆𝑦) =  

= exp{−𝑘2𝜎2𝑢𝑧1(𝑥, 𝑦)𝑢𝑧2(𝑥, 𝑦)[1 − 𝐶(∆𝑥, ∆𝑦)]} −
exp {−𝑘2𝜎2𝑢𝑧1(𝑥, 𝑦)𝑢𝑧2(𝑥, 𝑦)}    . (13) 

 

Note that �̃� is real, due to the symmetry properties of the 

autocorrelation function. 
The sensor illumination function w in (11) is peaked 

around the origin and is appreciably different from zero only 

in the resolution cell of area of the order of AxAy. Since the 

resolution is usually much smaller than 𝑟𝑇1 and  𝑟𝑅1 , in the 

resolution cell the argument of the first exponential in (11) 

can be approximated by expanding it around the origin: 
 

𝑅𝑇1(𝑥, 𝑦) − 𝑅𝑇2(𝑥, 𝑦) + 𝑅𝑅1(𝑥, 𝑦) − 𝑅𝑅2(𝑥, 𝑦) ≅ 𝑟𝑇1 −
𝑟𝑇2 + 𝑟𝑅1 − 𝑟𝑅2 + 𝜂𝑥𝑥 + 𝜂𝑦𝑦   , (14) 

 

where  𝜂𝑥 = 𝜂𝑇𝑥 + 𝜂𝑅𝑥 and 𝜂𝑦 = 𝜂𝑇𝑦 + 𝜂𝑅𝑦  with 

 

𝜂𝑇𝑥 =
𝜕(𝑅𝑇1−𝑅𝑇2)

𝜕𝑥
|𝑥=0

𝑦=0

= −
𝑥𝑇1

𝑟𝑇1
+

𝑥𝑇2

𝑟𝑇2
=  

= −sin𝜗𝑇1cos𝜑𝑇1 + sin𝜗𝑇2cos𝜑𝑇2 ≅ cos𝜗𝑇1cos𝜑𝑇1∆𝜗𝑇 −

sin𝜗𝑇1sin𝜑𝑇1∆𝜑𝑇 ≅
cos𝜗𝑇1cos𝜑𝑇1𝐵𝑇⊥

𝑟𝑇1
−

sin𝜑𝑇1𝐵𝑇𝑎𝑧

𝑟𝑇1
  

  

𝜂𝑇𝑦 =
𝜕(𝑅𝑇1−𝑅𝑇2)

𝜕𝑦
|

𝑥=0
𝑦=0

= −
𝑦𝑇1

𝑟𝑇1
+

𝑦𝑇2

𝑟𝑇2
=  

= −sin𝜗𝑇1sin𝜑𝑇1 + sin𝜗𝑇2sin𝜑𝑇2 ≅ cos𝜗𝑇1sin𝜑𝑇1∆𝜗𝑇 +

sin𝜗𝑇1cos𝜑𝑇1∆𝜑𝑇 ≅
cos𝜗𝑇1 sin𝜑𝑇1𝐵𝑇⊥

𝑟𝑇1
+

cos𝜑𝑇1𝐵𝑇𝑎𝑧

𝑟𝑇1
     ,  (15) 

 

𝜂𝑅𝑥  and 𝜂𝑅𝑦 being obtained from (15) by replacing the 

subscript T1 and T2 with R1 and R2, respectively. 

All other functions in (11) can be assumed approximately 

constant in the resolution cell and equal to their value in the 

origin: 
 

 𝐹1,2(𝑥, 𝑦) ≅ 𝐹1,2(0,0) = 𝐹10,20 ,  (16) 
 

𝑢𝑧1(𝑥, 𝑦) − 𝑢𝑧2(𝑥, 𝑦) ≅ 𝑢𝑧1(0,0) − 𝑢𝑧2(0,0) = cos𝜗𝑇1 +
cos𝜗𝑅1 − cos𝜗𝑇2 − cos𝜗𝑅2 ≅ sin𝜗𝑇1∆𝜗𝑇 + sin𝜗𝑅1∆𝜗𝑅 ≅  

≅
sin𝜗𝑇1𝐵𝑇⊥

𝑟𝑇1
+

sin𝜗𝑅1𝐵𝑅⊥

𝑟𝑅1
        ,    (17)   

  

�̃� ≅ �̃� (0,0, 𝑘𝑢𝑥(0,0), 𝑘𝑢𝑦(0,0)) = �̃�0 . (18) 

 

By using (14) and (16-18) in (11) we get 
 

cov[𝐸1(𝐫𝑅1)𝐸2(𝐫𝑅2)] ≅
𝐹10𝐹20

∗ 𝐹0 exp[−𝑗𝑘(𝑟𝑇1−𝑟𝑇2+𝑟𝑅1−𝑟𝑅2)]

𝑟𝑇1𝑟𝑇2𝑟𝑅1𝑟𝑅2
  

exp {−
𝑘2𝜎2

2
[

sin𝜗𝑇1𝐵𝑇⊥

𝑟𝑇1
+

sin𝜗𝑅1 𝐵𝑅⊥

𝑟𝑅1
]

2

}  

∫ ∫ 𝑤2(𝑥, 𝑦) exp[−𝑗𝑘𝜂𝑥𝑥 − 𝑗𝑘𝜂𝑦𝑦] 𝑑𝑥𝑑𝑦
∞

−∞

∞

−∞
    . (19) 

 

The double integral over x and y in (19) is the FT of 

𝑤2(𝑥, 𝑦) evaluated in 𝑘𝜂𝑥, 𝑘𝜂𝑦 , so that we can write, by 

using also (15): 
 

cov[𝐸1(𝐫𝑅1)𝐸2(𝐫𝑅2)] =
𝐹10𝐹20

∗ 𝐹0 exp[𝑗𝑘(𝐵𝑇∥+𝐵𝑅∥)]

𝑟𝑇1𝑟𝑇2𝑟𝑅1𝑟𝑅2
  

exp {−
𝑘2𝜎2

2
[

sin𝜗𝑇1𝐵𝑇⊥

𝑟𝑇1
+

sin𝜗𝑅1 𝐵𝑅⊥

𝑟𝑅1
]

2

}  

W𝑠𝑞 {𝑘 [
cos𝜗𝑇1cos𝜑𝑇1𝐵𝑇⊥

𝑟𝑇1
−

sin𝜑𝑇1𝐵𝑇𝑎𝑧

𝑟𝑇1
+

cos𝜗𝑅1cos𝜑𝑅1𝐵𝑅⊥

𝑟𝑅1
−

sin𝜑𝑅1𝐵𝑅𝑎𝑧

𝑟𝑅1
] , 𝑘 [

cos𝜗𝑇1sin𝜑𝑇1𝐵𝑇⊥

𝑟𝑇1
+

cos𝜑𝑇1𝐵𝑇𝑎𝑧

𝑟𝑇1
+

cos𝜗𝑅1sin𝜑𝑅1𝐵𝑅⊥

𝑟𝑅1
+

cos𝜑𝑅1𝐵𝑅𝑎𝑧

𝑟𝑅1
]}        , (20) 

 

where W𝑠𝑞(𝑘𝜂𝑥 , 𝑘𝜂𝑦) is the FT of 𝑤2(𝑥, 𝑦). 

The field variances are easily deduced from (20) by 

setting all baselines to zero.  
By replacing (20) and field variances in (8), we finally get 

 

𝜌 ≅ exp {−
𝑘2𝜎2

2
[

sin𝜗𝑇1𝐵𝑇⊥

𝑟𝑇1
+

sin𝜗𝑅1𝐵𝑅⊥

𝑟𝑅1
]

2

}  

|W𝑠𝑞 {𝑘 [
cos𝜗𝑇1cos𝜑𝑇1𝐵𝑇⊥

𝑟𝑇1
−

sin𝜑𝑇1𝐵𝑇𝑎𝑧

𝑟𝑇1
+

cos𝜗𝑅1 cos𝜑𝑅1𝐵𝑅⊥

𝑟𝑅1
−

sin𝜑𝑅1𝐵𝑅𝑎𝑧

𝑟𝑅1
] , 𝑘 [

cos𝜗𝑇1sin𝜑𝑇1𝐵𝑇⊥

𝑟𝑇1
+

cos𝜑𝑇1𝐵𝑇𝑎𝑧

𝑟𝑇1
+

cos𝜗𝑅1sin𝜑𝑅1𝐵𝑅⊥

𝑟𝑅1
+

cos𝜑𝑅1𝐵𝑅𝑎𝑧

𝑟𝑅1
]} /W𝑠𝑞(0,0)|      . (21) 

 

By using a well-known property of the FT, i.e., the 

uncertainty principle, we can state that W𝑠𝑞(𝑘𝜂𝑥 , 𝑘𝜂𝑦) is 

appreciably different from zero only if 𝑘𝜂𝑥 is not larger than 

a critical value of the order of 1/Ax and if, at the same time, 

𝑘𝜂𝑦 is not larger than a critical value of the order of 1/Ay. For 

instance, if the Gaussian illumination function of (5) is 

considered, we get 
 

W𝑠𝑞(𝑘𝜂𝑥 , 𝑘𝜂𝑦) = 𝜋𝐴𝑥𝐴𝑦 exp {−
𝑘2𝜂𝑥

2𝐴𝑥
2

4
−

𝑘2𝜂𝑦
2𝐴𝑦

2

4
}     , (22) 
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and the critical values for 𝑘𝜂𝑥 and 𝑘𝜂𝑦 are 2/Ax and 2/Ay, 

respectively.  
Equations (21-22) allow us to compute the correlation 

coefficient for a very general bistatic geometry, and it can be 

verified that they reduce to the available ones in the 

monostatic case.  

 

3. NUMERICAL RESULTS 

 

We here illustrate a numerical example by considering a 

backward scattering coplanar geometry, i.e., see Fig. 2, 

𝜑𝑅1 = 𝜑𝑇1. In addition, we assume 𝐵𝑅𝑎𝑧 = 𝐵𝑇𝑎𝑧 = 0 , 𝑟𝑅1 =
𝑟𝑇1 = 800 km , 𝐴𝑥 = 𝐴𝑦 = 5 m , 𝐵𝑇⊥ = 400 m , and 𝜗𝑇1 =

30°, and show the plots of 𝜌 vs. 𝐵𝑅⊥ for different values of 

𝜗𝑅1 in Fig. 3. Note that, in this coplanar geometry, it is 

possible to obtain a unitary correlation coefficient with non-

null orthogonal baselines. In fact, it is sufficient that  

 
cos𝜗𝑇1𝐵𝑇⊥

𝑟𝑇1
= −

cos𝜗𝑅1𝐵𝑅⊥

𝑟𝑅1
     .   (23) 

 
It can be verified that under this condition we also have that 

the phase sensitivity to topography is null. 
 

4. CONCLUSION 
 

A closed-form expression of the spatial correlation 

coefficient has been provided for a very general bistatic SAR 

interferometric geometry. Numerical examples have been 

presented. 
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Figure 2: Backward scattering coplanar geometry. 
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Figure 3: Correlation coefficient 𝜌 vs. orthogonal baseline of the 

receiving antennas 𝐵𝑅⊥, for 𝜗𝑅1=15° (blue), 45° (red), and 60° 
(green). The values of all other parameters are defined in Section 3. 
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