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p=1}\rightsquigarrow\mathrm{ Chan and Esedoğlu (CE) model (2005)
```

- contrast invariant
- convex but NOT strictly, hence non-uniqueness of minimizers
- depends on the shape of the images
- level-set decoupling via coarea formula

$$
[u]_{B V}=\int_{\mathbb{R}} P(\{u>t\}) d t
$$
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## Basic properties

- isometries: $[\cdot]_{K}$ is translation invariant, homogeneous and $[c]_{K}=0$
- min-max: $[u \wedge v]_{K}+[u \vee v]_{K} \leq[u]_{K}+[v]_{K}$
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## Corollary [Bessas-S.]
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Isoperimetric inequality for small volumes [Bessas-S.]

$$
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Gagliardo-Nirenberg-Sobolev for finite support [Bessas-S.]

$$
u \in B V^{K} \text { with }|\operatorname{supp}(u)|<\infty \Longrightarrow\|u\|_{L^{\frac{n}{2 n-q}, 1}} \leq C_{n, q,|\operatorname{supp}(u)|}^{i s o}[u]_{K} .
$$
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Local minimality of half-spaces [Pagliari], [Cabré]
$H$ is a half-space, $0 \in \partial H \Longrightarrow P_{K}\left(H ; B_{R}\right) \leq P_{K}\left(E ; B_{R}\right)$ if $E \backslash B_{R}=H \backslash B_{R}$
K-Archimedes: $A \subset B$ with $A$ convex and $|B|<+\infty \Longrightarrow P_{K}(A) \leq P_{K}(B)$
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We study the functional $K$-variation $L^{1}$ denoising problem

$$
\text { (FP) } \min _{u \in L_{l c}^{1}\left(\mathbb{R}^{n}\right)}[u]_{B V^{K}}+\Lambda \int_{\mathbb{R}^{n}}|u-f| d \nu
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where $\nu \in \mathcal{W}\left(\mathbb{R}^{n}\right)=\left\{\nu=w \mathscr{L}^{n}: w \in L^{\infty}, \inf _{\mathbb{R}^{n}} w>0\right\}$ an $L^{\infty}$-weight measure.

Functional $K$-variation denoising problem with $L^{1}$ fidelity
Data: $\mathbb{R}^{n}$ screen, $f \in L_{l o c}^{1}$ corrupted image and $\Lambda>0$ fidelity.
We study the functional $K$-variation $L^{1}$ denoising problem
(FP) $\min _{u \in L_{l o c}^{1}\left(\mathbb{R}^{n}\right)}[u]_{B V K}+\Lambda \int_{\mathbb{R}^{n}}|u-f| d \nu$
where $\nu \in \mathcal{W}\left(\mathbb{R}^{n}\right)=\left\{\nu=w \mathscr{L}^{n}: w \in L^{\infty}\right.$, inf $\left.\mathbb{R}_{\mathbb{R}^{n}} w>0\right\}$ an $L^{\infty}$-weight measure.
Why $L^{\infty}$-weight measures?

- do not alter the $L^{1}$ nature of the approximation term
- more flexibility, adding a degree of freedom in the fidelity
- $\Lambda>0$ keeps its role of global Lagrangian multiplier
- $\nu$ secondary local fidelity parameter (emphasis on specific regions only)
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$$
\text { (FP) } \min _{u \in L_{b c}^{1}\left(\mathbb{R}^{n}\right)}[u]_{B V^{K}}+\Lambda \int_{\mathbb{R}^{n}}|u-f| d \nu
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## Existence for (FP) [Bessas-S.]

$K \notin L^{1}\left(\mathbb{R}^{n}\right), K \in L^{1}\left(\mathbb{R}^{n} \backslash B_{r}\right)$ for all $r>0 \Longrightarrow \operatorname{FSol}(f, \Lambda, \nu) \neq \emptyset$ for $f \in L^{1}\left(\mathbb{R}^{n}\right)$ Idea of proof: Use Isc of energy and compactness in $B V^{K}$.

## Basic properties of F-solutions

- $\operatorname{FSol}(f, \Lambda, \nu) \subset L_{\text {loc }}^{1}$ is convex and closed
- $u_{j} \in \operatorname{FSol}\left(f_{j}, \Lambda, \nu\right), f_{j} \rightarrow f$ in $L^{1}, u_{j} \rightarrow u$ in $L_{\text {loc }}^{1} \Longrightarrow u \in \operatorname{FSol}(f, \Lambda, \nu)$
- FSol $(f+c, \Lambda, \nu)=\operatorname{FSol}(f, \Lambda, \nu)+c$
- FSol $(c f, \Lambda, \nu)=c \operatorname{FSOl}(f, \Lambda, \nu)$
- $u \in \operatorname{FSol}(f, \Lambda, \nu) \Longrightarrow u^{+} \in \operatorname{FSol}\left(f^{+}, \Lambda, \nu\right), u^{-} \in \operatorname{FSol}\left(f^{-}, \Lambda, \nu\right)$
$\bullet u \in \operatorname{FSol}(f, \Lambda, \nu) \Longrightarrow u \wedge c \in \operatorname{FSol}(f \wedge c, \Lambda, \nu), u \vee c \in \operatorname{FSol}(f \vee c, \Lambda, \nu)$
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\text { (GP) } \min _{U \subset \mathbb{R}^{n}} P_{K}(U)+\Lambda \nu(U \triangle E)
$$

and we let $\operatorname{GSol}(E, \Lambda, \nu)$ be set of solutions to the geometric problem.
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High fidelity for uniformly $C^{1,1}$ regular functions [Bessas- $\delta$.]
Let $f \in L^{1}$ have uniformly $C^{1,1}$ regular superlevel sets. There is $\bar{\Lambda}>0$ such that

$$
\operatorname{FSol}(f, \Lambda, \nu)=\{f\} \quad \text { for all } \Lambda>\bar{\Lambda}
$$

uniformly $C^{1,1}$ regular superlevels $=$ inner/outer radius of $\{f>t\}$ uniform in $t \in \mathbb{R}$
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For $R<D / 4$ there is $\bar{\Lambda}>0$ such that
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$$
h_{K, \nu}(\Omega)=\inf \left\{\frac{P_{K}(E)}{\nu(E)}: E \subset \Omega,|E| \in(0, \infty)\right\} \in[0, \infty)
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Further properties for $\nu=\mathscr{L}^{n}$ [Bessas- $\delta$ ]

- calibrability: balls are self-Cheeger sets
- K-Faber-Krahn inequality: $h_{K}(\Omega) \geq h_{K}\left(B^{|\Omega|}\right)$ where $\left|B^{|\Omega|}\right|=|\Omega|$
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For $\nu=\mathscr{L}^{n}$ and $E=$ ball $B$, such result can be improved as

$$
\operatorname{GSol}\left(B, \Lambda, \mathscr{L}^{n}\right)=\left\{\begin{array}{cc}
\{\emptyset\} & \text { for } \Lambda<\Lambda_{0} \\
\{\emptyset, B\} & \text { for } \Lambda=\Lambda_{0} \\
\{B\} & \text { for } \Lambda>\Lambda_{0}
\end{array} \quad \text { where } \Lambda_{0}=\frac{P_{K}(B)}{|B|}\right.
$$
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