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Wireless mesh networks (WMNs) based on the IEEE 802.11 standard are becoming
increasingly popular as a viable alternative to wired networks. WMNs can cover large or
difficult to reach areas with low deployment and management costs. Several multi-path
routing algorithms have been proposed for such kind of networks with the objective of load
balancing the traffic across the network and providing robustness against node or link
failures. Packet aggregation has also been proposed to reduce the overhead associated with
the transmission of frames, which is not negligible in [EEE 802.11 networks. Unfortunately,
multi-path routing and packet aggregation do not work well together, as they pursue dif-
ferent objectives. Indeed, while multi-path routing tends to spread packets among several
next-hops, packet aggregation works more efficiently when several packets (destined to
the same next-hop) are aggregated and sent together in a single MAC frame. In this paper,
we propose a technique, called aggregation aware forwarding, that can be applied to exist-
ing multi-path routing algorithms to allow them to effectively exploit packet aggregation
so as to significantly increase their network performance. In particular, the proposed tech-
nique does not modify the path computation phase, but it just influences the forwarding
decisions by taking the state of the sending queues into account. We demonstrated our
proposed technique by applying it to Layer-2.5, a multi-path routing and forwarding par-
adigm for WMNs that has been previously proposed. We conducted a thorough perfor-
mance evaluation by means of the ns-3 network simulator, which showed that our
technique allows to increase the performance both in terms of network throughput and
end-to-end delay.
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and therefore increase performance, mesh nodes are re-
cently being equipped with multiple radios. The presence
of multiple radios leads to the channel assignment prob-
lem, i.e. how to select the channels to set the radios on.

1. Introduction

Wireless mesh networks (WMNs) are becoming
increasingly popular thanks to their ability to provide

Internet connectivity in wide or difficult to reach areas
with low deployment and management costs. In order to
be able to transmit simultaneously on different channels
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In addition to the channel assignment problem there are
also the routing and forwarding problems, i.e., respectively,
how to compute paths between each couple of sending
and receiving nodes and how to forward packets along
the available paths. The channel assignment, the rout-
ing and forwarding problems have been shown to be
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inter-correlated and in need to be solved jointly [1]. In par-
ticular, routing (and forwarding) algorithms should be able
to route packets in a way not to exceed the available band-
width of each link. Such a strategy allows to better utilize
the intrinsically scarce resources of WMNs and, in particu-
lar, not to overload links, which would cause increased
contention and therefore a waste of resources. If properly
designed, routing algorithms based on the multi-path par-
adigm are able to achieve such an objective, as shown in
[2]. Moreover, multi-path routing algorithms have the
advantage of being able to provide robustness against link
or node failures thanks to the availability of different
redundant end-to-end paths.

Packet aggregation also helps to improve the capacity of
wireless networks by aggregating several packets into a
single transmission unit. Such a strategy reduces the
overhead due to the transmission of headers and to the
inter-frame spaces provided by the contention-based DCF
(Distributed Coordination Function), the channel access
mechanism of IEEE 802.11 networks [3]. Recently, the IEEE
802.11n amendment has also adopted frame aggregation
as a key feature for increasing performance [4].

Routing and forwarding paradigms for WMNs that
adopt the multi-path paradigm cannot fully exploit the
possibility of packet aggregation since they tend to spread
packets among several next-hops. This diminishes the effi-
ciency of packet aggregation, as packets that are sent to
different next-hops cannot be aggregated by the packet
aggregation procedure. For that reason, packet aggregation
is far less effective in the case of multi-path routing and
forwarding than in the case of single path routing [5].

Given these considerations, in this paper we present a
technique, that we call aggregation aware forwarding,
which can be applied to a large class of existing multi-path
routing and forwarding paradigms to make them effi-
ciently exploit packet aggregation. Our proposal consists
of an aggregation sub-layer and a technique to influence
the forwarding decisions with the objective of increasing
the obtained packet aggregation. The aggregation sub-layer
aggregates packets by making use of a nonwork-conserving
approach in scheduling the transmission of packets. Indeed,
the addition of a small delay at each hop of the network has
been demonstrated to allow the aggregation of more pack-
ets, with a consequent significant increase in the network
throughput in a not fully loaded network [6]. Forwarding
decisions are instead altered by taking the state of the send-
ing queues into account, so as to exploit aggregation possibil-
ities when they arise. The concept of aggregation possibility
is related to the fact that a certain sending queue can be
chosen allowing the packet that is being forwarded to be
aggregated with the packets already in the queue and sent
together with them. We formally define the concept of
aggregation possibility in Section 3.

The class of multi-path forwarding paradigms to which
such technique is applicable includes algorithms that can
select the next-hop among a set of potential next-hops
depending on the values of a set of weights associated with
the outgoing links. Examples of forwarding paradigms
belonging to such class are Layer-2.5 [7], the MPLS-split-
ting forwarding strategy described in [8] and the anypath
routing proposed in [9]. The technique we propose works

by modifying such weights, on a per-packet basis, so as
to increase packet aggregation. Other multi-path routing
algorithms that do not use weights could however take
advantage of the ideas described hereafter by modifying
the way routing decisions are made in order to take packet
aggregation into account.

To show the feasibility and the improvements that can
be obtained with the proposed technique, we applied it to
Layer-2.5 [7], a multi-path forwarding approach aiming to
respect the bandwidth limits on links imposed by the
channel assignment algorithm and to provide robustness
against failures of single links and nodes. We conducted
simulation studies by using the ns-3 network simulator
to demonstrate the performance improvements enabled
by taking packet aggregation opportunities into account
in the Layer-2.5 forwarding decisions.

The rest of the paper is structured as follows. Section 2
introduces in general terms packet aggregation. Section 3
introduces the proposed aggregation-aware forwarding
technique. Section 4 introduces Layer-2.5 and the forward-
ing paradigm we derived from it by applying the proposed
technique. Section 5 presents the simulation studies we
performed. Section 7 relates our work to current state-of-
the-art. Finally, Section 8 concludes the paper and also pre-
sents future works.

2. Packet aggregation in wireless mesh networks

The basic idea of packet aggregation is to aggregate sev-
eral packets into a single transmission unit, called aggrega-
tion packet. Such strategy allows to reduce the number of
MAC layer transmissions and the related overhead thus
significantly reducing contention for highly congested
links. Packet aggregation can be performed either end-to-
end, i.e. by the sender and the receiver, or hop-by-hop, i.e.
by each host independently. In the former strategy, the
sender aggregates its own packets and the destination dis-
assembles them once received. In the latter strategy, in-
stead, each hop disassembles incoming aggregation
packets and then hands the resulting packets to the for-
warding layer. The forwarding layer then selects a next-
hop for each packet and passes the packets onto the lower
layers that aggregate packets destined to the same next-
hop and send them. The hop-by-hop aggregation strategy
usually allows to obtain a higher amount of aggregation,
since it can allow to aggregate packets originated from/
destined to different sources/destination. Moreover, disas-
sembling packets at each hop allows to increase packet
aggregation by altering the forwarding decisions (which
is what we try to exploit in our work).

The efficiency of the packet aggregation strategy can be
improved by making use of a non-work-conserving
approach when scheduling the transmission of packets,
consisting in the addition of a small delay at each hop. Such
strategy can be conveniently applied to delay-tolerant traf-
fic, such as p2p traffic, video on-demand, ftp traffic, and
emails, which indeed constitutes a major part of today’s
network traffic [10,11].

Our approach provides the introduction of a distinct
queue (sending queue) for each next-hop. As a result of
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the forwarding decision, a packet is placed in one of such
queues and likely delayed in the attempt to form an aggre-
gation packet together with other packets being placed in
the same queue. Instead, packets that cannot be delayed,
such as routing messages or real-time traffic, are placed
in a priority queue and sent as soon as possible.

3. Aggregation aware forwarding

Our proposal to efficiently exploit packet aggregation
consists of two components: an aggregation sub-layer and
a set of aggregation multipliers. The former is an additional
sub-layer that can be used in conjunction with any
multi-path routing protocol and serves the purpose of
aggregating packets being forwarded to the same next-
hop. The latter is a set of coefficients that can be adopted
by multi-path routing protocols that make forwarding
decisions based on some weights assigned to each of the
next-hops. The goal of such coefficients is to influence
the forwarding decisions in such a way to exploit and
increase packet aggregation possibilities.

The aggregation multipliers can be computed based on
the information provided by the aggregation sub-layer. In
the following subsections, we describe the two compo-
nents of our proposed approach.

3.1. Aggregation sub-layer

The aggregation sub-layer (Fig. 1) sits on top of the MAC
layer and serves the purpose of aggregating packets com-
ing from the upper layer and disassembling packets com-
ing from the lower layer. In addition, it provides an API
(Application Programming Interface) that can be queried
by the upper layer to get some information about its inter-
nal state.

For each interface, the aggregation sub-layer keeps a
sending queue for each next-hop reachable through that
interface, and a priority queue. Each sending queue is used
to store and aggregate delay-tolerant packets destined to
the corresponding next-hop, while the priority queue is
used to store non-delay-tolerant packets, e.g. control
packets.

When a packet is received by the aggregation sub-layer,
it is timestamped and put into one of the queues associated
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with the outgoing interface determined by the forwarding
decision (the priority queue if the packet cannot be
delayed, the sending queue corresponding to the selected
next-hop otherwise). The timestamp is used later to deter-
mine how long the packet has been waiting in the queue.

A packet is kept in the sending queue until an aggrega-
tion event for that queue occurs. An aggregation event con-
sists in aggregating as many packets as possible from the
queue (respecting the order of packet arrivals) and handing
the resulting aggregation packet to the MAC layer. An
aggregation event occurs when either the sum of the pack-
et sizes exceeds the maximum MSDU (MAC Service Data
Unit) size or the first packet has stayed in the queue for a
certain amount of time. Such amount of time, denoted as
AggregationMaxDelay, is a parameter indicating the maxi-
mum delay a packet can experience due to the aggregation
procedure. When the network traffic is low, this parameter
introduces an artificial delay, while in case of high network
load, no additional delay is likely added. Indeed, it is very
likely that, under high load, an aggregation event is trig-
gered because enough packets have arrived to exceed the
maximum MSDU size or the packets have been delayed
by the medium access layer for a time longer than the
AggregationMaxDelay time.

3.2. Aggregation multipliers

We consider a multi-path routing protocol that makes
forwarding decisions based on a set of weights, each as-
signed to one of the next-hops. In order to further increase
the aggregation possibilities, we propose to scale each of
such weights by an aggregation multiplier, i.e., a coefficient
whose value is a function of the state of the sending queue
of the corresponding next-hop. The proposed function
takes as inputs the size of the packet to forward, the max-
imum MSDU size and the available space of the queue. The
available space of a sending queue on node u for packets
destined to neighbor v, denoted as AS(u — v), is defined as:

AS(u — v) = max_MSDU size — Z size(p) (1)

PEQu—y

where Q,,_, is the set of packets destined to node v still in
the sending queue on node u. Such packets are stored in
the sending queue, as previously described, either because
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Fig. 1. Aggregation sub-layer.
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the aggregation maximum delay has not elapsed yet or
because the MAC layer has not yet managed to send them
(because of, e.g., network congestion).

We observe preliminarily that if the available space of a
queue (Eq. (1)) exceeds the size of the packet to be for-
warded, the packet can be aggregated with the packets
already in that queue and sent together with them in a
single MAC frame (as the sum of their lengths is less than
the maximum MSDU size), thus saving a transmission. We
define this situation as an aggregation possibility. Such an
aggregation possibility, if exploited, allows to send the
packet without requiring an additional transmission for it.

Incidentally, we observe that it is not always beneficial
to exploit aggregation possibilities, since that might lead to
often select a next-hop (associated with the chosen send-
ing queue) that is on a long path, thus wasting resources.
Indeed, the forwarding scheme called AA-L2.5R (Aggrega-
tion-Aware Layer-2.5) [5] always exploit aggregation
possibilities and, as shown in the performance evaluation
section, routes packets on paths that are on average much
longer than required. The technique we propose tries
instead to balance the achieved packet aggregation and
the resulting path lengths.

If we denote by w(u — ») the weight that node u asso-
ciates with its neighbor #, the modified weight that node u
associates with node v when forwarding a packet p is,
according to our proposed technique:

w(u— v) =w(u — v) -AggrMul(AS(u — v),p)
where

1 0<x <size(p)
y size(p) < x < max_MSDU.size  (2)
6 X =max_MSDU_size

AggrMul(x,p) =

1<o<y

The objective of the AggrMul function is to increase the
probability to choose a sending queue that offers an aggre-
gation possibility, i.e. the available space in the queue is
between the packet size and the maximum MSDU size.
Such a strategy allows to prefer sending queues where
the packet will be aggregated with other packets (the ones
already in the queue) and sent together with them in a sin-
gle transmission.

Secondarily, empty sending queues, i.e. those where the
available space equals the maximum MSDU size, are pre-
ferred over sending queues where the available space is
not enough to fit the current packet. It is better not to
choose a sending queue where the available space is less
than the packet size, because selecting such a sending
queue triggers an aggregation event and implies the loss
of the available space of the sending queue. Such available
space can instead be saved for (smaller) packets yet to
come.

The y and § parameters control the extent to which the
original weights are altered by the aggregation multipliers.
The higher their values, the bigger the importance given to
the aggregation possibility.

4. Multi-path routing in wireless mesh networks

The aggregation aware forwarding technique described
in the previous section can be applied to a large class of
existing multi-path forwarding paradigms. In order to
demonstrate its effectiveness, we show how it can be
applied to Layer-2.5, a multi-path forwarding paradigm
presented in [7]. In the following, we first briefly present
the operations of Layer-2.5 and then describe how the
proposed packet aggregation technique can be applied to
Layer-2.5.

4.1. Layer-2.5

Layer-2.5 (L2.5R) is a multi-path routing and forward-
ing strategy that aims at utilizing links in proportion to
their available bandwidth (as determined by the channel
assignment algorithm), while guaranteeing that packets
reach the destination in at most a predefined number of
hops. Such maximum number of hops equals the length
of the shortest path between the source and the destina-
tion times an o coefficient (o« > 1), which is a configuration
parameter of the algorithm. It turns out that a packet sent
by node A and destined to B can take any path between A
and B having a length not greater than o times the length
of the shortest path between A and B.

In order to enforce the constraint on the maximum path
length, each packet carries an HC™™ (hop count max) field,
in the additional Layer-2.5 header, which is initialized to
the maximum number of hops allowed when the packet
enters the mesh network and is decremented at each
hop. The HC™ field is used to determine the number of
hops that the packet is still allowed to make.

For each destination d, each node u partitions its neigh-
bors into three sets: 9t (u), which is the set of neighbors
which are one additional hop away from the destination
(than the node itself); 97 (u), which is the set of neighbors
which have the same distance to the destination; 9%, (u) the
set of neighbors which are one hop closer to the destina-
tion (than the node itself). When node u has to take a for-
warding decision for a packet destined to d, only the
neighbors whose distance from the destination is not
greater than the HC™™ value of the packet are considered
as candidate next-hops. Then, all the links to such candi-
date next-hops are considered and the selected next-hop
is the one that maximizes the following A(v) function:

_ ﬁuv(%) f(u—> 7/) - b(?})
S ibui (osier) - fw — i) oD

4u(?) 3)

where f(u — v) is the flow-rate between node u and the
generic neighbor v and represents the available bandwidth
of that link (as determined by the channel assignment
algorithm), HC,(d) is the distance of node u to destination
d and b(v) is the amount of bytes sent to the generic neigh-
bor v (in the last considered period). If we neglect the
function for a moment, 4,(v) represents the gap between
the desired link utilization (the link flow-rate), and the ac-
tual link utilization. Sending a packet over the link with the
largest 4,(v) allows to reduce that gap, in the attempt to
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keep the actual utilization of all the links close to their
desired utilization.
The B function is defined as:

(YY1 () if v e 9% (u),

ﬁuy(x) = (ﬁ)/} . 1[1‘%0] (X) if ve m;(u)7
1 if v e, (u)

X

and is introduced to weigh the flow-rates. In particular,
such a function increases the flow-rates of links to neigh-
bors which are closer to the destination, so as to increase
the probability for those links to be selected. Thus, the g
function has the objective to reduce the average path
length. Without the B function, as demonstrated in [7],
most of the times packets would take paths as long as
the maximum length allowed, which would waste network
resources (because of the increased number of transmis-
sions required). An example illustrating the operations of
Layer-2.5 is shown in Fig. 2.

4.2. AF-L2.5R

We denote by AF-L2.5R (Aggregation and Flow-rate
aware Layer-2.5) the forwarding paradigm resulting from
applying the proposed packet aggregation technique to
Layer-2.5. To this end, we modify the 4(») function (Eq.
(3)) used to choose the outgoing link among the feasible
ones. In Layer-2.5, a flow-rate representing the bandwidth
available on a link to a neighbor is weighted by means of
the 8 function with the objective of decreasing the average
path length taken by packets. In AF-L2.5R, a flow-rate is
further weighted by the aggregation multiplier associated
with the corresponding neighbor in the attempt to exploit
the aggregation possibilities and then reduce the number
of MSDUs handed by the aggregation sub-layer to the
MAC layer.

In the case where both the parameters y and ¢ used in
the definition of the aggregation multipliers (Eq. (2)) are
equal to 1, AF-L2.5R behaves as the original Layer-2.5 (in
the sense that forwarding decisions are not altered), with
the difference that packet aggregation is performed (due

N7, (13)=(6}
%, (13)={11,17}
%, (13)={10}

D

to the presence of the aggregation sub-layer). In the fol-
lowing, we refer to this strategy as Aggregation-Layer2.5
(A-L2.5R). In the next section we compare AF-L2.5R,
AA-L2.5R and A-L2.5R to analyze how changing the
way forwarding decisions are made can increase packet
aggregation and the overall network performance.

5. Performance evaluation

In order to evaluate the performance of AF-L2.5R, we
performed simulations by means of ns-3 [12].

The model used for the physical layer is the standard
given by ns-3, which is based on the SINR (Signal To Noise
Ratio) seen at the receiver. We set the gain of the radio
channel between two nodes to be equal to the reciprocal
of the square of the distance between them and set the
thermal noise to be —20 dbm. Moreover, the SINR thresh-
olds at the receiver are set to allow a rate of 54 Mbps when
the nodes are within 30 m, 48 Mbps within 32 m, 36 Mbps
within 37 m, 24 Mbps within 45 m, 18 Mbps within 60 m,
12 Mbps within 69 m, 9 Mbps within 77 m, and 6 Mbps
within 90 m. The transmission power is set for every radio
statically to 15 dbm, while the transmission rate and chan-
nel is selected on a link basis according to the output of the
FCRA (Flow-based Channel and Rate Assignment algo-
rithm) [7]. We suppose the availability of 6 different
orthogonal channels in the IEEE 802.11a band. This
assumption derives from considering half of the twelve
theoretically available orthogonal channels, as defined by
the standard, in order to avoid the ACI (Adjacent Channel
Interference) [13] between two consecutive channels.

5.1. Initial experiments

The first series of experiments serves the purpose of
evaluating how the results vary for different y and § values.
The experiments were performed on the topology of Fig. 3,
made of 25 nodes in a 300 x 300 m area. Each node was
equipped with two or three wireless interfaces. We
selected, as indicated in the figure, four nodes as senders
and three other nodes as receivers.

3 015_
5/0.30 A13(6)—T4 0—.75—0.0143
-4 020 _
Bip(11)=37 55 =0.0324
-5 030__
4/0.19 A13(17)_14 075> 0.0429

S
(a) (b) (c)

Fig. 2. Example illustrating the operations of L2.5R. Consider the topology shown in Fig. 3 and assume node 13 has to forward a packet destined to node 22
and having an HC™® value of 5. (a) Based on the minimum hop count to the destination, the neighbors of node 13 are partitioned in three sets. Node 6 is 3
hops away from the destination, nodes 13, 11 and 17 are 4 hops away and node 10 is 5 hops away. (b) The flow-rate (Mbps) and the amount of megabits
sent since the beginning of the current period are shown next to each link. (c) Given the HC™™ value of the packet, only neighbors in 9, (u) and 97 (u) are
considered. The neighbor with the largest gap between the desired and actual utilization is node 11, which is selected as next-hop for the packet (we
neglected the g function in this calculation). The 4 values are then updated to take into account the last forwarding decision.
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Fig. 3. Wireless mesh topology used for the experiments (senders in bold,
receivers inside a square).

To reduce the impact on the end-to-end delay we used
an AggregationMaxDelay of 3 ms. Such value is able to
increase the achieved amount of packet aggregation while
having at the same time a limited impact on the end-to-
end delay, as shown hereafter. Two backlogged TCP con-
nections, one for each direction, between each couple of
sender and receiver nodes was established. We set the
MSS (Maximum Segment Size) of TCP to 500 bytes in order
for the aggregation sub-layer to be able to aggregate pack-
ets before handing them to the wireless interfaces. Such
value allows the sender nodes to generate packets with a
more realistic average packet size (500 instead of the
default 1500). Indeed, the distribution of packet sizes seen
in real networks usually shows a high variability and a high
amount of small packets (see [14] as an example).

In Fig. 4 the average throughput, delay and aggregation
ratio over 20 different repetitions is shown. The standard
deviation (not represented for clarity) was very low. The
results show how AF-L2.5R is able to improve perfor-
mances for a wide range of values of the y and § parame-
ters compared with A-L2.5R (Aggregation-Layer-2.5),
which is represented in the graph by the y = 6 = 1 config-
uration, i.e. the original flow-rates are not altered. In par-
ticular, the throughput (Fig. 4) increases of about 20%
and the delay decreases of about 55% for y and é both equal
to 1.2. For the same values, the average size of aggregation
packets increases of about 25% (Fig. 4(c)), due to the fact
that AF-L2.5R increases packet aggregation by exploiting
aggregation possibilities. For this configuration of the
parameters other relevant measures, such as the amount
of traffic distributed on links, not reported for brevity, do
not significantly differ from the same values obtained by
running the original Layer-2.5 algorithm.

It is interesting to note, instead, how results get steadily
worse while the parameters are increased. This can be ex-
plained by the fact that the higher the values of the param-
eters, the more the original flow-rates are altered in the
attempt to increase aggregation. Such an alteration of the
flow-rates leads to choose in average longer paths, as
shown in Fig. 4(d), and to respect less the bandwidth limits
represented by the original flow-rates, which result in
reduced performances.

Thanks to this first experiment, we are able to select the
best combination of parameters that will be used for the
following experiments (y =6 = 1.2).

5.2. Analysis through real traffic traces

We performed other simulation studies where the traf-
fic injected into the network is based on real traffic traces.
We considered six traffic traces collected at the gateway
router of the wireless network at the UCSD (University of
California, San Diego) Computer Science building [14].
Each of such traces records the traffic collected in one hour.
For each trace, we only considered TCP packets and classi-
fied each of them as upstream or downstream. We identified
all the TCP SYN segments and recorded the corresponding
4-tuple (IP source address, source port, IP destination
address, destination port). Then, all the TCP packets
matching a 4-tuple have been marked as upstream (TCP
connections have been likely opened by the hosts of the
wireless network), while TCP packets having source and
destination IP addresses and ports swapped with respect
to a 4-tuple have been marked as downstream.

We considered the same topology of the previous
experiment and selected three of the nodes as receivers
and other three as senders. We established two UDP flows
between each couple of sender and receiver nodes. The
UDP flow in the sender to receiver direction was generated
by considering the packet sizes and the inter-packet depar-
ture times of the upstream packets of a trace file; the flow
in the opposite direction by considering the downstream
packets of the same trace file. In such a way, it is as though
the wireless mesh network were used as a back-bone net-
work carrying the traffic generated by the hosts of the
UCSD wireless network (with the receivers acting as
gateways).

Simulations were performed for values of Aggregation-
MaxDelay ranging from 0 to 10 ms. The results are normal-
ized against the result obtained by the standard Layer-2.5
algorithm without packet aggregation, in order to give a
better idea on the improvements that can be obtained by
employing aggregation (i.e. A-L2.5R) and then by applying
our aggregation aware technique (i.e. AF-L2.5R).

Fig. 5(a) reports the throughput obtained by the differ-
ent forwarding paradigms which shows that AF-L2.5R is
able to increase the resulting throughput compared with
A-L2.5R, AA-L2.5R and Layer-2.5. In particular, for
AggregationMaxDelay = 6 ms AF-L2.5R gives, respectively,
15%, 12%, 5% more throughput than AA-L2.5R, Layer-2.5
and A-L2.5R.

As far as delay is concerned, Fig. 5(c) shows that
AF-L2.5R and A-L2.5R, despite the use of the non-work
conserving approach, do not increase the end-to-end delay
significantly (compared with Layer-2.5). Moreover, AF-L2.5R
does not increase the delay compared with A-L2.5R, that
shows that altering the flow-rates to increase packet
aggregation does not lead to additional end-to-end delays.
On the contrary, AA-L2.5R increases the delay significantly,
mainly because of the use of long paths (see Fig. 5(b)),
choosen in the attempt to increase packet aggregation.
Overall, the best results of AF-L2.5R can be explained by
the increased aggregation packet sizes it can achieve
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Fig. 4. Average throughput, end-to-end delay and average packet size achieved for different values of the y and é parameters.

(Fig. 5(d)), and to the fact that, at the same time, the aver-
age packet length is kept to a value close to Layer-2.5 and
A-L2.5R. Interestingly, when using A-L2.5R and AF-L2.5R,
the normalized one way delay decreases with large aggre-
gation max delays. This is because aggregation reduces the
number of packets in flight, and thus reduces MAC layer
contention, which decreases latency [6]. This beneficial ef-
fect is offset by the disadvantageous use of very long paths
when using AA-L2.5R.

Note, that when using aggregation in addition to the
standard Layer 2.5 forwarding (i.e. A-L2.5R), normalized
path length is impacted by the aggregation delay value.
This is due to the design of Layer-2.5 routing which tries
to forward packets to obey the flow rates as determined
by the channel assignment. When enabling standard
aggregation on top of Layer 2.5, packet sizes (and thus
per neighbor link utilization) are quite different than when
not aggregating. As a result, the forwarding decisions as to
which neighbor a packet to send are different, if aggrega-
tion is enabled or not. As a consequence, normalized path
length also changes but the impact is quite small as can
be seen from Fig. 5(b).

We also compared the multi-path forwarding schemes
against two single-path alternatives, denoted as SinglePath

and A-SinglePath. Such forwarding schemes use only the
shortest path between each couple of sender and receiver
nodes. In addition to that, A-SinglePath (Aggregation-Sin-
glePath) also employs packet aggregation, thanks to the
use of the aggregation sub-layer. The results related to
such forwarding paradigms show a significant reduction
in throughput (see Fig. 5(a)) with respect to the multi-path
forwarding schemes. Such results can be explained by the
fact that the multi-path forwarding schemes are able to ex-
ploit different paths between source and destination pairs,
which allows to increase the achieved throughput. More-
over, they are able to distribute traffic on links in propor-
tion to the flow-rates assigned to them. Such flow-rates,
as previously stated, represent the bandwidth assigned to
links by the channel assignment algorithm. On the other
hand, single-path routing uses only the shortest paths
and does not take into account the capacity of such paths,
which may result in congestion for low-bandwidth links
and a reduced performance.

5.3. FTP results

In the following we describe simulations using FTP traf-
fic. Differently from the first experiment, in this case we
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Fig. 5. Simulations with real traffic traces while varying the AggregationMaxDelay.

use a MSS of 1400 bytes. As only one TCP data packet plus a
few TCP ack packets can be sent in a single aggregation
packet, there are very low possibilities for packets aggrega-
tion. Moreover, with these settings the network will be
fully loaded and the more loaded the network is, the more
important it is to respect the flow-rates for good network
throughput. Therefore, these simulations represent a worst
case scenario for AF-L2.5R, as there is only limited benefit
of aggregation and any deviation from the assigned flow-
rates can reduce the throughput, due to increased
interference.

The simulations were performed for values of Aggrega-
tionMaxDelay ranging from 0 to 10 ms. All the results are
averaged over 10 different repetitions and normalized
against the result obtained by the standard Layer-2.5 algo-
rithm (without packet aggregation). We also report (in
Fig. 6(a)), for each AggregationMaxDelay, the results ob-
tained by AF-L2.5R when the values of y and ¢ that gave
the best throughput are used (we denote this approach
as AF-L2.5R-Optimal), while AF-L2.5R uses fixed values
(gamma = delta = 1.2). We wanted to assess the improve-
ment that could be achieved when the parameters of the
algorithms are finely tuned (depending on the topology
and the traffic).

Fig. 6(a) shows that, in a scenario where aggregation is
of scarce importance, all the algorithms give a very similar
throughput. There are minor differences, as for instance for
AggregationMaxDelay < 3 ms , where A-L2.5R gives a slight
throughput advantage, basically because it fulfills the flow-
rates and still can utilize the aggregation opportunities
that occur. AF-L2.5R has, for AggregationMaxDelay > 3 ms,
similar throughput as AF-L2.5R-Optimal with y = 1.2 and
=12

In Fig. 6(b), the normalized packet-loss is presented. All
strategies except AA-L2.5R lead to an increase of packet
loss rates for AggregationMaxDelay > 0.5 ms compared
with L2.5R. When using AA-L2.5R with an AggregationMax-
Delay of 5 ms, the packet loss is reduced of 5% compared to
L2.5R. Since AA-L2.5R is the proposal that gives the highest
importance to aggregation possibilities, it is also the pro-
posal that achieves the highest aggregation ratio. As we
are using a TCP MSS of 1400 bytes, it is not possible to
aggregate two TCP data-packets together. However, since
AA-L2.5R tries to increase future aggregation possibilities,
each TCP data-packet is put into a queue to a separate
neighbor. This will effectively spread the TCP data-packets
on as many paths as possible, which can increase the pack-
et reordering. This can be observed from Fig. 6(d), where
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Fig. 6. Simulations with FTP traffic while varying the AggregationMaxDelay.

the number of packets received out of order is around four
times higher for AA-L2.5R when compared to (A-)L2.5R.
However, since AF-L2.5R balances the path length and
the aggregation possibilities during its forwarding deci-
sion, AF-L2.5R tries to send packets to the same next hop.
This results in more packets which are sent on the same
path thus effectively controlling the number of out-of-or-
der packets.

A-L2.5R and L2.5R prioritize shorter paths while all
other proposals prioritize to some extent aggregation over
path length. AF-L2.5R and, especially, AA-L2.5R can there-
by potentially increase the average path length. This can
reduce the available network resources as longer paths
consume more network resources than shorter paths. In
Fig. 6(c) we show the average path length normalized
against to L2.5R. Since AA-L2.5R does not take path length
into account, it has the overall highest path length. A-L2.5R
prioritizes path length and is therefore on average using
the shortest paths than the other proposals. AF-L2.5R uses
slightly longer paths than A-L2.5R, but can reduce the aver-
age path length compared to AA-L2.5R, as it considers the
path length as one optimization metric.

For an AggregationMaxDelay higher than 3 ms, all pro-
posals have similar throughput. However, while AA-

L2.5R reduce the consumed network resources by having
the lowest amount of packet loss it also uses longest
paths and has the highest amount of reordered packets,
which wastes network resources. In this respect, AF-L2.5R
is able to give a good balance between the throughput,
and the amount of network resources consumed in the
form of average path length used and the packet loss
ratio.

We also run the same set of experiments by employing
the single path routing algorithm, both with or without
aggregation. The results showed that the singlepath algo-
rithm is in average 10, or 15% slower than the multi-path
versions, basically, as seen for the trace based case, for
congestion on the used paths.

6. Stability and convergence analysis

We performed some additional tests to evaluate the
behavior of the proposed AF-L2.5R algorithm with re-
gards to routing stability and convergence. The purpose
is to assess if the modified Layer 2.5 algorithm still shows
a stable behavior in distributing traffic on link, despite
the use of aggregation multipliers to modify flow-rates
of links.
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Such tests were performed on the topology of Fig. 3,
with the same setup of previous experiments, apart from
the use of constant bitrate UDP flows between each couple
of sender and receiver nodes and the choice of a fixed
AggregationMaxDelay of 3 ms.

In Fig. 7 we report the average throughput on four net-
work links, calculated in time windows of both 30s
(dashed lines) and 1s (continuous lines). Such selected
four links were the ones whose throughput resulted to be
the most variable (in the sense specified hereafter). In the
follows we analyze the link with the most variable
throughput among them, i.e. link between nodes 2 and 3.
Such link has an average throughput, in the time window
10-120s, of 3272 kbit/s. The average throughput in 30 s
time windows, instead, has a minimum, in the time win-
dows 10-40, of 2995 kbit/s, and a maximum, in the time
window 70-100, of 3464 kbit/s. The difference among such
values and the average throughput is respectively
—277 kbit/s and 192 kbit/s, which represent a deviation
from that average of respectively 8.5% and 5.8%.

We believe that such small maximum value (below
10%) for the deviation from the average throughput is
a good indicator of the stability of the algorithm. Indeed,
such limited variability of throughput can be ascribed
to contention (regulated by the IEEE 802.11 DCF) due
to the sharing of common transmission channels by
links.

7. Related work

Packet aggregation, as previously stated, is a well
known technique to improve network throughput by
reducing the amount of small frames and has been studied
in several works [3,15-17]. To increase the obtained aggre-
gation ratio, some works adopt a non-work-conserving ap-
proach, consisting in adding a small forced delay at each
hop [18]. In our work we adopt a similar strategy, by defin-
ing an aggregation sub-layer which differentiates among
delay and non-delay tolerant traffic and in addition sup-
ports the providing of information to the upper layer to im-
prove the forwarding process.
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Fig. 7. Throughput over time for different network links in windows of 1
and 30s.

The IEEE 802.11n amendment [4] supports frame aggre-
gation, which can be done in two steps. The first step is to
aggregate multiple MSDUs to form an A-MSDU whose
maximum size is 7935 bytes. Depending on the available
PHY layer, a second step is possible, in which multiple
MPDUs are aggregated in a single A-MPDU whose maxi-
mum size is 65,535 bytes. The IEEE 802.11n frame aggrega-
tion and our proposed aggregation techniques are not
alternatives, but complement each other. Indeed, the for-
mer can only aggregate frames destined to the same recei-
ver and the aggregation multipliers we defined just have
the objective to send packets to the same neighbor in order
to increase packet aggregation. On the other hand, our ap-
proach benefits from the presence of the 802.11n frame
aggregation because the overhead associated with the
transmission of frames is further reduced.

Aggregation with QoS support has been shown to be
beneficial in multi-hop scenarios with mixed UDP and
TCP traffic, where VOIP capacity increased greatly [19].
Similar to our algorithm, the algorithm proposed in [19],
uses multiple queues to buffer packets. However, in [19],
packets are divided according to their priority class, rang-
ing from best effort to high priority packets and therefore
restrict aggregation to packets within the same class. In
this work we evaluate multi-path routing and combined
with packet aggregation using both TCP and UDP.

The benefits of robust header compression combined
with packet aggregation is evaluated in [20]. The experi-
ments showed up to 10 times improvement by combining
header compression and packet aggregation in a small
WM. The authors used UDP packets of 20 bytes, which
are easily aggregated. In this work we focus on much larger
(up to 1400 bytes) UDP and TCP packets, and focus on the
impact of combining multi-path routing and packet
aggregation.

The impact of packet aggregation on TCP performance
with different traffic patterns was evaluated in [18]. Aggre-
gation can substantially improve TCP throughput and re-
duce TCP round trip times.

In [5], the authors studied jointly the problems of multi-
path forwarding and packet aggregation. The experimental
evaluation showed promising results but, due to the choice
of giving absolute priority to aggregation, the proposal lim-
ited the possibility to effectively load-balance traffic
according to flow-rates,i.e. link weights. In this work we
have extended that idea and generalized it in order to com-
bine forwarding and packet aggregation while at the same
time respecting the flow-rates resulting from the channel
assignment algorithm.

8. Conclusions and future work

In this work we propose a novel technique that can be
applied to existing multi-path routing and forwarding par-
adigms to allow them to effectively exploit packet aggrega-
tion and therefore increase network performances. In
particular, the proposed technique does not require to
modify the path construction phase but just to slightly
change the way the forwarding decisions are made so as
to take the state of the sending queues into account. More-
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over, the technique provides the usage of an aggregation
sub-layer, which is able to perform packet aggregation
and to provide information through an API to improve
the forwarding process. To the best of our knowledge, ours
is the first attempt to combine multi-path routing and
packet aggregation to improve performances.

Extensive simulation demonstrate that the technique is
able to increase network throughput and reduce the end-
to-end delay in several scenarios. In particular, in case of
backlogged TCP connections with a packet size of 500 by-
tes, the technique can increase network throughput of
about 20% and decrease the delay up to 55%. In case of
UDP flows generated from real traffic traces, the technique
also allows to improve performance, by up to about 10%. In
case packet aggregation cannot be performed, i.e. packets
of size that approximate the maximum MAC MSDU, the
technique gives results which are in line with the ones ob-
tained by the original algorithm.

The technique, as currently implemented, consists on
altering the weights associated to the outgoing links by
means of a piecewise constant function (AggrMul), which
loosely depends on the state of the sending queues. As a fu-
ture work, we plan to modify such a function by making it
more finely consider the state of the sending queues (by
altering, as an example, the flow-rates depending on the
amount of available space of the sending queue). Exploit-
ing the same concept, a future work may also consist in
altering the original weights in dependence of other MAC
or physical layer attributes, such as the quality of the phys-
ical links (by decreasing, as an example, the weights for
low-quality links).

Finally, we argue that the performance of our proposed
technique can be further improved if we have knowledge
that the 802.11n frame aggregation mechanism is available
at the MAC layer. In such a case, we might exploit the fact
that multiple MSDUs destined to the same receiver are
aggregated at the MAC layer and, for instance, alter the or-
der in which packets are handed to the MAC layer, so that
consecutive packets have to be sent to the same neighbor.
Investigating such improvements is left for future work.
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