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Abstract

The most advanced analytical tool in earthquake engineering is non-linear dynamic analysis, which typically entails a computer model of a structure subjected to a set of real recorded accelerograms. Although computationally demanding, this type of analysis is gradually becoming the norm in seismic design and assessment applications. Seismic reliability calculations according to the paradigm of performance-based earthquake engineering (PBEE) use dynamic analysis results to estimate the probabilistic distribution of structural response. In this context, the uncertainty in estimation of structural seismic risk depends, among other things, on the number of records used. On the other hand, modern seismic codes that espouse PBEE principles, but do not incorporate its probabilistic framework, do not require explicit estimates of structural seismic risk and acquiesce to the use of dynamic analysis for the purpose of pass/fail verifications of a single performance level, based on comparing average response vs fixed thresholds. While structural seismic reliability studies use a few tens of records, codes often require no more than seven to eleven records for obtaining an estimate of mean response, mandating that these records be selected based on criteria of compatibility with the design spectrum. The present study addresses this issue by investigating the effect of spectrum-compatible acceleration records’ sample size on estimating average single-stripe inelastic structural response. To this end, multiple record sets are assembled, with a fixed number of records that are all selected to match-on-average the same target design spectrum, without repeating any record among sets. This exercise of obtaining multitudes of spectrum-compatible sets is repeated for various record sample sizes. The record sets are subsequently used for response-history analysis of a code-conforming inelastic frame. Examination of the results reveals that the spectral compatibility condition leads to response statistics that do not exhibit the trends expected in the case of simple random samples of various sizes. In fact, the responses obtained by using the selected spectrum-compatible records cannot be considered neither independent nor identically distributed. Thus, such statistics do not provide estimates of the intended characteristics of the underlying distribution. In other words, looking at the estimation uncertainty in the response distribution’s parameters, by using statistics only suitable for cases of simple random sampling, is an ill-posed problem, since the sampled distribution may be very different from the one implicitly assumed by this approach. In conclusion, when code-based record selection is of concern, using tools of statistical inference such as the assessment of estimation uncertainty, suitable in cases of simple random sampling, to determine the necessary number of spectrum-compatible records, may be conceptually inappropriate.
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1. Introduction

The use of non-linear dynamic analysis is fast becoming the norm for probabilistic seismic risk/loss analyses according to the performance-based earthquake engineering paradigm (PBEE). On the other hand, modern seismic codes are more reticent in imposing the requirement of non-linear response history analysis for design or assessment purposes, mostly reserving such high-end numerical tools for unusual or innovative structural systems or critical infrastructure. An interesting comparison, between the two cases of using dynamic analysis for probabilistic seismic risk assessment or code-based seismic design, is in the number of ground acceleration records typically involved, which determines the number of analyses to run.

On one hand, PBEE applications employ probabilistic representations of how structural seismic demand scales with shaking intensity; fitting such structure-specific models normally requires a relatively high number of non-linear runs, because a multitude of acceleration records should be used to represent each of several shaking intensities (e.g., [1,2]). Examples of such probabilistic (surrogate) models, are the, so-called, fragility functions that provide the conditional probability of the structure exceeding a performance objective given a specific value of a seismic intensity measure (IM). On the other hand, it is typical for modern seismic design codes to require performing seismic structural verification at a single (or few) intensity level(s). Running response-history analysis at a single intensity level is sometimes referred to as a single-stripe analysis. Furthermore, code-mandated design verification is usually of a binary nature; i.e., a pass/fail check is performed by comparing mean seismic response within the stripe against a preset allowable value.

Historically, modern-era seismic codes have been quite frugal with respect to the amount of required dynamic analyses, partly to avoid overtaxing the computational capabilities of the average practicing engineer and partly due to the difficulty engineers found in accessing suitable repositories of recorded strong motion. Nowadays, the latter is less of an issue, thanks to large online databases (e.g., the ESM [3] and NGA-West2 [4]), but the former is still a concern, as the state-of-the-art in numerical modelling continues to rise in complexity at a rate that rivals increasing computing power. Eurocode 8 (EC8, [5]) imposes a minimum of three design-spectrum-compatible records to be used for non-linear response-history analysis then raises that to seven if the mean response is to be considered for design verifications (maximum response is used in the case of three records). In this context, spectrum-compatibility of a record set is taken to signify having an average of spectral pseudo-acceleration ordinates, $S_a(T)$, closely matching those of the code’s design spectrum. Along the same lines, the ASCE/SEI 7-16 standard [6] allows matching a spectrum corresponding to a, so-called, risk-targeted maximum considered earthquake, using a minimum of eleven records, which constitutes an increase from the seven required by earlier versions.

Despite the practical limitations to the number of records used in dynamic analysis, stemming from the complexity of numerical modelling and requirements of long computer times and person-hour resources, which are equally valid for both probabilistic risk assessment and code-based seismic design, consistently larger record sets are typically used in the former case with respect to the latter. This is partly due to the realization that the number of records used in the analysis, also determines the estimation uncertainty in the probabilistic description of structural response, which is then reflected onto the seismic risk metrics, such as the annual failure rate or expected annual loss. As highlighted in [7], because fragility functions are inferred from finite-size samples of structural response, they are only estimates of a hypothetical true model, and are therefore affected by estimation uncertainty.

In fact, past PBEE-oriented research has used statistical inference as a tool for discussing the number of records that ought be used for estimating the annual failure rate [8], or the distribution of structural response at a single level (stripe) of intensity [1,9]. On the other hand, statistical methods have also been employed to study the effect of the number of records under various proposals for spectral-matching and scaling of accelerograms [10] or specifically for evaluating the ASCE/SEI-7 record selection and scaling procedure [11]; i.e., in the case of code-oriented single-stripe analysis.
The present article takes a step backwards with respect to these studies and asks another question: are the adopted response statistics an appropriate tool for addressing the minimum number of records mandated by modern codes and for reconciling the disparity with the sample sizes typically used in seismic risk analyses?

To try to answer this question, the remainder of this article is structured so that first an overview of single-stripe dynamic analysis in the context of modern seismic code provisions is given, followed by a presentation of spectrum-compatible record selection. Subsequently, the responses of a simple inelastic structure to the maximum displacement of a building at roof level divided by total height – RDR) or maximum interstory drift ratio (IDR). Such response measures are sometimes generically termed engineering demand parameters (EDPs) and their failure-threshold values can be denoted by \( edp_f \).

In seismic risk assessment, single-stripe dynamic runs of a structure’s computer model, aim at estimating the probability of failure at some specific ground motion intensity measure \( IM \) level \( \hat{im} \),

\[
P[EDP > edp_f | IM = \hat{im}] ,
\]

which can, in turn, involve estimating the conditional mean and variance of the EDP at that intensity, \( \hat{\mu}_{EDP|IM=\hat{im}} \) and \( \hat{\sigma}_{EDP|IM=\hat{im}}^2 \), where the hat symbols are used to denote both the estimator and the point-estimates of the parameters of an underlying distribution. In fact, point estimates for the two parameters can be respectively obtained from the arithmetic mean, \( \bar{x} \), and mean squared error, \( s^2 \), of the sample of EDP values in the stripe given by Eq. (1):

\[
\begin{align*}
\bar{x} &= n^{-1} \sum_{j=1}^{n} edp_j \\
\sigma^2 &= (n-1)^{-1} \sum_{j=1}^{n} (edp_j - \bar{x})^2 ,
\end{align*}
\]

where \( n \) is the number of available responses (and records), \( edp_j, j=\{1,...,n\} \) are the structural responses given that \( IM = \hat{im} \). In cases where \( \hat{\mu}_{EDP|IM=\hat{im}} \) is estimated as the arithmetic mean of the stripe’s sample of \( n \) EDP responses, as per the equation, the standard error (SE) of \( \hat{\mu}_{EDP|IM=\hat{im}} \) can be approximated by \( s/\sqrt{n} \) (approximated in the sense that the point estimate of the standard deviation is used in lieu of the true value \( \sigma_{EDP|IM=\hat{im}} \) ; [12]). This well-known result of statistical inference theory, is often used to highlight the importance of adopting efficient intensity measures; i.e., IMs that tend to reduce the conditional variance \( \hat{\sigma}_{EDP}^2 \) (henceforth omitting for brevity the condition \( IM = \hat{im} \), which is left implied), and consequently reduce the number of runs/records needed to maintain a desired SE for \( \hat{\mu}_{EDP} \), since the required number is proportional to \( \hat{\sigma}_{EDP}^2 \) (e.g., [9]). The records used are typically scaled to the desired IM level and may also be selected on the basis of approximately representing the conditional distribution of spectral ordinates given \( IM = \hat{im} \) (e.g., [13]); in both cases each record is assumed to represent a possible manifestation of future shaking at the site and the corresponding structural response is considered a random sample.

Single-stripe analysis is also used during code-based seismic design, where dynamic analysis is typically only needed for the verification of a single performance objective, which is associated with a specific return period.
of the seismic actions. Whenever modern seismic codes, such as EC8 and ASCE/SEI 7, allow or require nonlinear dynamic analysis to be employed for seismic design in this manner, this usually entails comparing the average of the EDP values, which are obtained from a number of non-linear runs that use spectrum-compatible records, with a permissible value that can still be denoted as \( edp_f \), as shown in Fig. 1. The evident similarities of this code-mandated procedure with a single-stripe analysis in PBEE context, may lead to the reflex reaction of calculating the sample statistics \( \bar{x} \) and \( s^2 \) from Eq. (1) and of treating \( s/\sqrt{n} \) as the SE of some \( \mu_{EDP} \), with the consequent repercussions on perceived accuracy of the estimate of the mean. However, the question begs to be asked: is the implicit assumption that \( \bar{x} \) and \( s^2 \) are statistics of a simple random sample of EDPs (and therefore point estimates of the mean and variance of an underlying distribution) still valid under the spectrum compatibility condition imposed on the records?
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**Fig. 1** – Records selected using the Italian code’s EC8-style design spectrum with 5% probability of exceedance in 50 years (i.e., return period of 975 years) and corresponding stripe of structural responses.

At this point, consideration should be given to the issue of spectrum compatibility that standards, such as EC8 or ASCE/SEI 7, require for the record sets. While the codes themselves do not quantify how closely the mean spectrum of the selected records should match the target (bar some lower bound limit imposed on the mean), dedicated practice- and research-oriented software (e.g., [14–17]) tend to operate on a basis of best-fit-possible, employing various optimization algorithms, mainly limited by the size of ground motion database available. It is also noteworthy that the codes do not impose any quantitative limitation on the variability that single records may exhibit around the target. Regarding the lower bound, EC8 stipulates that the mean spectrum of the selected record set should not undercut the design spectrum by more than ten percent at any period within the range of interest. It also contains a provisional clause that mentions scaling recorded ground motions to the site-specific design peak ground acceleration (PGA), but past research advises against this for medium-to-long period structures from as early as [1] and it is not strictly necessary to do so for achieving a good overall match to the target spectrum.

### 3. Selection of spectrum-compatible record sets

For the purposes of this study, a ground motion pool of almost three-thousand single-component acceleration records was assembled from within the ESM and NGA-West2 databases. These records came from seventy-eight worldwide shallow crustal events of moment magnitude ranging from 5.4 to 8.0 (seventy-five events from ESM and three from NGA-West2, with no overlap between databases). From within this strong motion dataset, multiple code-spectrum-compatible sets were selected. The target spectrum considered for record selection was the one shown in Fig. 1, i.e., the Italian code’s EC8-style design elastic spectrum with 5%
exceedance probability in 50 years\(^1\) at an Italian site near the town of L’Aquila with soil class B. This spectrum is for all purposes equivalent to an EC8 spectrum.

The goodness-of-fit metric adopted for quantifying the proximity of a single scaled record’s spectrum to the target spectrum is denoted as \(\delta_j\), and is given by Eq. (2):

\[
\delta_j = \sqrt{\frac{1}{w} \sum_{i=1}^{w} \left( \frac{SF_j \cdot Sa_j(T_i) - Sa_{\text{TARGET}}(T_i)}{Sa_{\text{TARGET}}(T_i)} \right)^2},
\]

where \(\delta_j\) is the goodness-of-fit of the generic \(j\)-th record of the set, \(Sa_{\text{TARGET}}(T_i)\) and \(Sa_j(T_i)\) are the spectral acceleration values at period \(T_i\) of the target (code) spectrum and of the selected record, respectively, \(SF_j\) is the scale factor determined for that record and \(w\) is the total number of vibration periods considered. In this study, goodness-of-fit was evaluated at the same periods \(T_i\) as those used in [14], while the period interval, in which the spectrum matching conditions ought to be met, was \(T \in [0, 2s]\), where it is implied that \(Sa(T = 0s)\) denotes the PGA. In this light, scaling the records to the target PGA becomes moot, since that ordinate is also included in the matching interval.

Matching scaled records to the target spectrum was based on minimizing the sum of individual-to-target distances, according to Eq. (3):

\[
\left\{ Sa_j(T_i), SF_j \right\} = \arg \min_{Sa_j(T_i), SF_j} \left\{ \sum_{i=1}^{n} \frac{1}{w} \sum_{i=1}^{w} \left( SF_j \cdot Sa_j(T_i) - Sa_{\text{TARGET}}(T_i) \right)^2 \frac{1}{w} \right\} = \arg \min_{Sa_j(T_i), SF_j} \left\{ \sum_{i=1}^{n} \delta_j \right\},
\]

where \(\{Sa_j(T_i), SF_j\}, i = \{1, \ldots, w\}, j = \{1, \ldots, n\}\) is the set of spectral ordinates and scale factors that together fully define the scaled record set selected. In this approach, the SF to apply to each of the accelerograms in the ground motion pool is part of the optimization process. The numerical problem of minimizing the sum of distances, \(\sum_{j=1}^{n} \delta_j\), was solved using the Monte-Carlo-based algorithm proposed in [16] via a suitable modification of the code provided therein. In order to limit potential bias, that could be induced in the estimate of seismic response from scaling the records ([18,19]), a maximum admissible scale factor of ten was imposed.

It clearly emerges from the above that this algorithm tends to search for a fit of the record set to the target, by minimizing the dispersion of the single scaled records around it. On the other hand, an explicit measure of the distance between the mean of the selected records and the target, \(\delta_m\), can be provided by Eq. (4):

\[
\delta_m = \sqrt{\frac{1}{w} \sum_{i=1}^{w} \left( \frac{1}{n} \sum_{j=1}^{n} \left( SF_j \cdot Sa_j(T_i) - Sa_{\text{TARGET}}(T_i) \right)^2 \frac{1}{n} \right) ^2 \frac{1}{n}}.
\]

Although the optimization process given by Eq. (3) provides a fit between the mean spectrum of the selection and the target only implicitly, since \(\sum_{j=1}^{n} \delta_j\) is minimized rather than \(\delta_m\), it has the advantage of maintaining dispersion of spectral ordinates within each set as low as possible. As already mentioned, the codes have no explicit requirements for limiting said dispersion, but some authors have advocated keeping it as low as possible [14].

---

\(^1\) Strictly speaking, only the PGA ordinate of the spectrum corresponding to rock site conditions has exactly that probability of exceedance; other spectral ordinates may correspond to slightly different probabilities, since the code spectrum’s form is only an approximation of a uniform hazard spectrum.
The matching process provided forty-five non-overlapping sets for a series of specific sample sizes \( n = \{3, 5, 7, 10, 15, 17, 20\} \). In other words, for every sample size \( n \) considered, the records contained in one set are never repeated in any other set of the same size; this was achieved by excluding from the pool the records already belonging to sets constructed during previous selections. The number of forty-five distinct record sets for every \( n \) considered, the records contained in one set are never repeated in any other set of the same size; this was achieved by excluding from the pool the records already belonging to sets constructed during previous selections. The number of forty-five distinct record sets for every \( n \), was an upper limit that was imposed due to database limitations and the need to maintain a minimum goodness-of-fit over all selections, which translates into maintaining the mean squared normalized deviation from the target spectrum, \( \delta = n^{-1} \sum_{j=1}^{n} \delta_j \), below 0.40 in all cases. In Fig. 2, \( \delta \) is plotted for all selected records at \( n = \{3, 7, 20\} \) against order of selection.

It is evident that \( \delta \) tends to increase with each subsequent selection, which is to be expected, as the records that led to the best fit of all previous selections are removed from the database to avoid overlap. The fact that this trend is not strictly monotonic is due to the Monte-Carlo basis of the optimization algorithm used to implement Eq. (3). In Fig. 3, the target spectrum is shown, along with record sets consisting of three, seven and twenty ground motions, all coming from the multiple extractions described above. For sample sizes of three and seven, the selected sets exhibiting the lowest squared normalized deviation from the target \( \delta \), and those exhibiting the best fit to them mean, i.e., lowest \( \delta_m \), are shown for comparison.

![Fig. 2 – Goodness-of-fit (normalized deviation from target spectrum) for code-compatible record selections against extraction number for sample size of three, seven and twenty.](image)

![Fig. 3 – Spectrum-compatible ground motion suites composed of three records (a-b), seven records (c-d) and twenty records (e).](image)
From Fig. 2 it can be seen that the intra-set variability of spectral shape generally tends to diminish for smaller sample sizes. It can also be observed from the same figure, that \( \delta \) tends to increase going to the right (for subsequent record selections), which is an effect of database depletion and explains why the selections were limited to forty-five sets, maintaining \( \delta < 0.40 \). On the other hand, Fig. 3 attests to the fact that minimizing the distance of individual records from the target achieves a good fit of their mean as well, since there is hardly any discernible difference in the goodness-of-fit between panels a and b, which show the best individual record and best mean fit, respectively, for \( n = 3 \) and likewise between c and d for \( n = 7 \) (for twenty records \( \delta \) and \( \delta_n \) are minimized for the same selection). Furthermore, this figure also confirms the previous observation, that the intra-set variability of spectral ordinates tends to decrease when less records are used to achieve the same goodness-of-fit between their mean and the target spectrum.

4. Impact of the records’ set size on the response statistics

The three-hundred and fifteen record suites assembled according to the procedure described in the previous section (seven set sizes times forty-five sets) were used to run response-history analysis of a non-linear numerical model of a four-storey plane, code-conforming reinforced concrete frame with first mode period \( T_1 = 0.53 \) s (see Fig. 4 and [20] for more information on the structure and detailing). The sample intra-set means of the IDR and RDR responses that were obtained for each record set, denoted respectively as \( \mu_{\text{intra}, \text{IDR}}, \mu_{\text{intra}, \text{RDR}} \), are shown in Fig. 5. These were calculated as the arithmetic means \( \bar{x} \), of the corresponding EDP, via Eq. (1).

![Fig. 4 – Basic dimensions and static pushover curve for the code-conforming, four-story, inelastic MDOF reinforced concrete moment-resisting frame structure used in the example.](image1)

![Fig. 5 – Intra- and inter-set response means (left panel RDR, right panel IDR), for the code-conforming reinforced concrete frame, plotted against sample size.](image2)

Also shown in the figure are the inter-set means, \( \mu_{\text{inter}, \text{IDR}} \) and \( \mu_{\text{inter}, \text{RDR}} \), calculated as the average of the intra-set means, according to Eq. (5):

\[
\mu_{\text{inter}} = m^{-1} \cdot \sum_{k=1}^{m} \mu_{\text{intra}, k},
\]
where \( m \) is the total number of record sets available (\( m = 45 \) in this case) and \( \mu_{\text{intra}}^{k} \) is the arithmetic mean of IDR or RDR responses of the \( k \)-th record set, \( k = \{1, \ldots, m\} \). The relatively low average drift values can be attributed to overstrength and capacity design, which lead to moderate plastic rotations exclusively at the beam ends for this return period of seismic actions.

It can be noted that previous studies report that code (i.e., uniform hazard) spectrum-matched record sets tend to overestimate the central tendency of inelastic response, also when the records are scaled to a common \( Sa(T) \) ordinate ([11,21,22]). Be that as it may, it can be observed from the figure that, despite some small fluctuations, the inter-set averages \( \mu_{\text{intra}}^{i} \) and \( \mu_{\text{intra}}^{r} \) do not appear to vary much with sample size up to \( n = 10 \) , but do exhibit a small increase for larger sample sizes. In fact, Fig. 6 indicates that, for record sample sizes \( n = \{3,7\} \), where the sets are expected to share a significant amount of records between the two size groups, the inter-set average IDR responses, \( \mu_{\text{intra}}^{i} \), obtained from progressively selecting new sets of increasing \( \delta \), fall around the inter-set average without exhibiting any evident strong trends with the selection order. On the other hand, for \( n = 20 \), there appears to be some increasing trend of \( \mu_{\text{intra}}^{i} \) with the selection order of the corresponding record set. In fact, \( \mu_{\text{intra}}^{i} \) for the twenty-record sets is larger than that of the lower sample sizes of thee and seven; this is a consequence of the increasing variance of spectral ordinates around the target for \( n = 20 \) which also affects the mean, due to the nonlinear relationship between the spectra and the inelastic response (this can also be appreciated by looking at the first couple of selections at \( n = 20 \), whose spectra are expected to be as close to the target as are their \( n = 3 \) counterparts, and whose mean is also similar). From this observation it follows that if the goal of the analysis is to evaluate the average response conditional to the code design spectrum, there may be a bias-inducing effect of the record set size.

\[
\mu_{\text{IDR}}^{\text{intra}} \quad n=3 \quad \mu_{\text{IDR}}^{\text{intra}} \quad n=7 \quad \mu_{\text{IDR}}^{\text{intra}} \quad n=20
\]

Ordinal number of record sample extraction from ground motion database

Fig. 6 – Variation of intra-set mean IDR response with selection order of the corresponding record set, for set size of three, seven and twenty records.

At first glance, this relatively stable behavior, at least the one exhibited by the smaller sample sizes, can tempt the observer to mistake the inter-set average \( \mu_{\text{intra}}^{i} \) for an estimator of the mean of an underlying distribution. But if this were the case, one would also expect the sample standard deviations of the IDR responses from Eq. (1), \( s_{\text{IDR}} \), to also vary randomly around some central value. However, the fact of the matter is that is not the case at all, as shown in Fig. 7. In this figure, the calculated \( s_{\text{IDR}} \) values for each set were plotted against the record selection order, as was previously done for the goodness-of-fit measure (Fig. 2) and for the means (Fig. 5). This plot is repeated for the coefficient of variation, \( CoV_{\text{IDR}} = s_{\text{IDR}} / \mu_{\text{IDR}}^{\text{intra}} \). On both of these graphs, the least-square regression lines of \( s_{\text{IDR}} \) and \( CoV_{\text{IDR}} \) against selection order \( m = \{1,2,\ldots,45\} \) are displayed, with separate regressions performed for each record set size of \( n = \{3,7,20\} \). Instead of a random variation around some central value, an increasing average trend with selection order is observed, where selection order is a proxy for decreasing goodness-of-fit, as shown in Fig. 2. Not only that, but the dispersion of structural response, expressed by either \( s_{\text{IDR}} \) or the normalized value \( CoV_{\text{IDR}} \), also appears to increase, on average, with sample size; this is clearly indicated by the fact that the regression lines are arranged one underneath the other, with \( n = 20 \) leading with the larger average dispersions and the other two following in decreasing order with sample size.
This behaviour implies a dependence of the dispersion of IDR from sample size, which means that it is not possible to predict the standard error of the average response of a larger set by using the mean squared error calculated from a smaller set via Eq. (1). An explanation for this, is that the structural responses from records selected according to the matching criteria in Eq. (3), do not represent a simple random sample of any distribution. In other words, the responses obtained from a record set of a certain size, are not independent realizations of a random variable. This is because matching the same spectrum induces a dependence between responses, due to the increased intra-set spectral similitude observed in Fig. 2 at smaller set sizes; given the important role of spectral shape in determining the distribution of inelastic-displacement-related EDPs (e.g., [23,24]) this lower dispersion in inter-set spectral shape can carry over to the responses. This correlation of spectral shape and inelastic response can also partly explain the increasing trend of $s_{IDR}$ observed with respect to the selection order: since subsequent selections excluded all previously extracted records to avoid overlapping (i.e., avoid the presence of the same record in more than one set of the same size), the best-fit candidates are gradually removed from the selection pool. Consequently, the dispersion of the records’ spectral ordinates from the target increases in subsequent selections and the dispersion of inelastic response also reflects that increase.

However, the issue remains that the simple random sample assumption is a *sine qua non* condition, both for using sample statistics, such as those of Eq. (1), as estimators of the parameters of some underlying distribution, as well as for calculating the corresponding SE. Thus, one logical conclusion that can be drawn from what evidence was drawn from this example, is that the use of statistical inference tools, only suitable in the case of simple random sampling, to determine ground motion sample size in the context of code-mandated spectrum-compatibility may be an ill-posed problem, because the underlying assumption of the corresponding structural responses being independent and identically distributed does not appear to hold.

5. Concluding remarks

The present study investigated the issue of the number of code-spectrum-compatible records used for dynamic analysis, when the objective is estimating mean inelastic structural response. Spectrum-compatibility was defined as the property of a set of scaled acceleration records, whose mean spectrum is as good a match to the target code spectrum as possible. The premise that motivated this investigation, was that the use of well-known concepts from inference theory, such as estimation uncertainty, while suitable for determining the appropriate sample size of input ground motions in other apparently similar earthquake-engineering applications, may not be applicable in this case. In the context of this investigation, a Eurocode-8 type design spectrum for an Italian
site was used as reference and numerous spectrum-compatible sets, without overlap of records between them, were selected from a large pool of three thousand acceleration waveforms. This selection was repeated for various sizes of the record set, between three and twenty. It was observed that record selection based on goodness-of-fit of the mean to the target, led to less inter-set variability of the spectral ordinates for the smaller sample sizes. Non-linear dynamic analysis was performed for the numerical model of a plane four-storey inelastic frame for all base-acceleration inputs selected. Examination of the obtained structural responses revealed that response statistics as a function of sample size did not behave as expected for random samples, i.e., the responses did not appear to be independent and identically distributed. This implies that determining the number of spectrum-compatible records to use in this context via statistical tools, such as the standard error of the mean, suitable in the case of simple random sampling, is an ill-posed problem. In other words, it may be conceptually inappropriate to invoke considerations of estimation uncertainty, when dealing with code-based record selection.
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