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Asymptotic behavior of seismic hazard curves 
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A B S T R A C T   

Hazard curves from probabilistic seismic hazard analysis (PSHA) are plots of the rate of earthquakes exceeding 
ground motion intensity values vs such threshold values, for a site of interest. In classical PSHA, these curves can 
be transformed to provide the probability of exceedance of ground motion intensity values in any time interval, 
utilizing the properties of the homogeneous Poisson process (HPP). In turn, these probability curves can be seen 
as the plot of the complementary cumulative distribution function of the maximum intensity observed, at the 
site, in the time interval of interest. One consequence of the HPP framework, within which PSHA is developed, is 
that, for large time intervals, it can be argued that these curves could asymptotically lead to a probabilistic model 
for extreme value (EV) random variables. This is discussed, with a simple engineering approach, in this short 
note, where it is found – via case studies – that exceedance hazard curves seem to converge towards an EV 
distribution (i.e., the EV type II or Fréchet), with a pace that is impacted by the discontinuity inherent to the 
curves. It is also seen that other common models, typically used to provide an analytical format to probabilistic 
curves, do not show the same level of convergence. Besides providing further insights on the results of PSHA, this 
study can possibly be useful for those cases where a closed-form equation for the hazard curve could be needed, 
such as reliability-based calibration of building codes, or seismic risk studies involving seismic hazard approx
imation/extrapolation.   

1. Introduction 

Probabilistic seismic hazard analysis (PSHA) [6,16] enables deriving 
the rate (typically annual) of earthquakes causing exceedance of a 
ground motion intensity measure threshold at a site of interest. Calcu
lating these rates for a wide range of intensity thresholds leads to 
building a function whose plot is referred to as the (rate) hazard curve for 
the site. In classical PSHA, it can be assumed that the earthquakes 
causing exceedance at the site, of any intensity threshold, follow a ho
mogeneous Poisson process (HPP). This enables one to simply compute 
the probability of exceedance of the threshold in any time interval. 
Mapping the probability of exceedance for to all the thresholds for which 
the hazard curve is developed, allows us to transform the latter into a 
curve representing the complementary cumulative distribution function 
(CCDF) of the maximum intensity observed in the considered interval. 
This is a distribution of interest to structural engineering, as it can be 
related to the structural seismic loads. However, because the hazard 
integral (to follow) is not typically amenable to a closed form expression, 
neither is the CCDF of the maximum intensity. Given the nature of the 
investigated phenomenon, and the inherent characteristics of PSHA, it 
can be argued whether, for large enough time intervals, so that the 

expected number of seismic events is large, the exceedance hazard curve 
should converge to a model for extreme-value (EV) random variables 
[12]. 

The motivation in investigating whether the distribution of the 
maximum ground motion intensity can be represented by some classical 
model is threefold: (i) to gather some further insights into the nature of 
PSHA results; (ii) because reliability-based calibration of building codes 
follows a semi-probabilistic approach, which benefits from stochastic 
modelling of uncertainty in the structural loads (e.g., [8]); (iii) in those 
cases of engineering relevance where approximation/extrapolation of 
hazard curves is employed. 

To investigate if the EV distributions can be seen as the asymptote of 
the hazard curves is the scope of the discussion and the related in
vestigations presented herein. Although the theory of EV has been 
already applied to seismic hazard assessment, it was more often used to 
calibrate some input model to PSHA (e.g., [20,24,25]), to propose an 
alternative approach to carry out probabilistic seismic hazard analysis 
(e.g., [23]), or to approximate its results (e.g., [11]), whereas the subject 
herein is specifically the relationship between the hazard curves 
computed according classical PSHA and the EV distributions. 

It should be noted that Cornell [6] arrived at a distribution similar to 
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an EV model for the hazard curve; however, this result was not general 
and not based on the extreme value theory, but rather because some of 
the assumptions taken in the applications of PSHA he developed. 
Reasoning about the EV theory applied to the earthquake amplitude can 
be found in another seminal paper from Milne and Davenport [18], 
dealing with the first seismic hazard assessment in Canada. 

The present work considers two case study sites in Italy, featuring 
low and high seismic hazard, according to the country’s standards. For 
each site the annual rate hazard curve is computed, and the probability 
density function (PDF) of the ground motion intensity given the occur
rence of one generic earthquake (to follow) is derived, and its features are 
discussed. This is relevant, as this PDF represents the parent distribution 
for an EV model. Then the exceedance hazard curves for different time 
interval widths are fitted by type I and type II EV distributions. To 
evaluate the eventual convergence, some other common random vari
able (RV) models in civil engineering applications, such as the 
lognormal and the gamma ditributions, are also used as fitting 
candidates. 

The remainder of this note is structured by first revisiting the basics 
of PSHA relevant for this study, that is, the hazard rate curve, the dis
tribution of the ground motion intensity in one event, and the exceed
ance probability curves. Then, the PSHA for the two case study sites is 
presented. Subsequently, the interpretation of the exceedance hazard 
curves, and the shared features with the EV distributions, are discussed, 
along with other probabilistic models considered for the fitting. All the 
models are critically applied to the case study sites, discussing possible 
convergence with respect to the interval width. Final remarks close the 
paper. 

2. Hazard rate curves, exceedance probability curves, and 
distribution of intensity in one event 

2.1. Hazard rate curves 

Given a ground motion intensity measure (IM) and a threshold (x), 
the expected number of earthquakes causing IM > x at a site of interest 
in a unit time, that is, the exceedance rate (λIM>x), is computed in the 
classical approach to PSHA as: 

λIM>x =
∑s

i=1
νi⋅

∫ mmax,i

mmin,i

∫ rmax,i

rmin,i

P[IM > x|y, z]i⋅fM,R,i(y, z)⋅dy⋅dz. (1) 

In the equation, commonly referred to as the hazard integral, which is 
written explicitly considering that multiple seismic sources, s, affect the 
site of interest, νi is the rate of earthquakes above a minimum magnitude 
(M) of interest, indicated as mmin,i for the i-th source. The fM,R,i term is the 
joint PDF of magnitude and source-to-site distance (R) RVs, for source i. 
Magnitude is usually bounded by the maximum magnitude considered 
possible for the source 

(
mmax,i

)
, while the distance varies in the 

(
rmin,i,

rmax,i
)

range. Given the source, M and R are often considered stochasti
cally independent, thus fM,R,i(y, z) = fM,i(y)⋅fR,i(z), where fM,i(y), the 
magnitude distribution of the i-th source, is often a truncated expo
nential distribution following the Gutenberg-Richter model [13], while 
fR,i(z) is the distance distribution depending on the source geometry and 
site’s location with respect to it. The P[IM > x|y, z]i term, provided by a 
ground motion prediction equation (GMPE), is the probability that 
IM > x, conditional on M = y and R = z. GMPEs usually model the PDF 
of IM, conditional on {M = y,R = z}, fIM|M=y,R=z, as a lognormal RV via 
the following equation: 

log(IM) = μlog(IM)(y, z, θ) + σlog(IM)⋅ε, (2)  

where μlog(IM)(y, z, θ) is the mean of the logarithms of IM at the site for an 
earthquake with M = y and R = z, θ represents a vector of additional 
covariates, usually not treated as RVs (e.g., local soil site conditions), 
and σlog(IM)⋅ε is a zero mean and σ2

log(IM)
variance Gaussian RV. In fact, ε 

(epsilon) is also referred to as the standardized residual, as it measures the 
number of standard deviations that the logarithm of IM is away from its 
mean, conditional on {M = y,R = z}. It follows that the conditional 
distribution of IM, given magnitude and distance, is lognormal. 

If Eq. (1) is (ideally) computed for all possible thresholds, then it is 
possible to map the exceedance rates against the corresponding 
thresholds, resulting in a function widely used in seismic risk assessment 
and the diagram of which is commonly referred to as the hazard curve. 
Unfortunately, because the hazard integral seldom yields closed form 
solutions, the hazard curves cannot generally be represented by simple 
equations (although, for some purposes, they can be locally approxi
mated by simple relationships such as log-linear; e.g., [7]). 

Finally, note that PSHA is often carried out via a so-called logic tree 
(e.g., [16]), where multiple alternative models are considered for each 
of the terms of the hazard integral. In this case, the discussion given in 
the following can at least be applied to each of the logic tree branches. 

2.2. Distribution of the intensity in a generic event 

Equation (1) can be always written in a more compact form: 

λIM>x = ν⋅P[IM > x|E ], (3)  

from which the hazard integral actually derives by an application of the 
total probability theorem. In the equation P[IM > x|E ] is the probability 
that IM > x given that a generic earthquake (E) occurs on one of the 
seismic sources considered, that is, a seismic event of unspecified 
magnitude and location, and ν =

∑s
i=1νi, is the total rate of earthquakes 

from the considered seismic sources. Equation (3) shows that the value 
to which the curve must approach, when the threshold goes to zero, is 
the total source rate: 

lim
x→0

λIM>x = ν. (4) 

It immediately follows from Eq. (3) that the hazard curve is closely 
related to the distribution of the ground motion intensity at the site, fIM|E, 
given the occurrence of one generic earthquake. Such a PDF is just the 
derivative of the hazard curve divided by the rate of considered 
earthquakes: 
⎧
⎪⎨

⎪⎩

fIM|E(x) = 0, x⩽0

fIM|E(x) =
1
ν⋅
⃒
⃒
⃒
⃒
d(λIM>x)

dx

⃒
⃒
⃒
⃒, x > 0

. (5) 

(The equation assumes that the ground motion intensity measure 
considered is non-negative, which is typical.) Note that this distribution 
does not generally yield a known probabilistic model for the same rea
sons the hazard integral doesn’t. In fact, Eq. (1) shows that the distri
bution of the intensity in one event is a mixture of lognormal 
distributions with a truncated exponential in most cases (i.e., the 
magnitude distribution) and a distribution, that is, the distance distri
bution, whose shape cannot generally be anticipated, being dependent 
on the source geometry and the position of the site with respect to it. 
Nevertheless, it follows from the working hypotheses, according to 
which the hazard integral is developed, that the intensity RVs in 
different events can be considered independent and identically distrib
uted (iid) according to Eq. (5). 

2.3. Exceedance hazard curves 

Although earthquakes generally occur in space time-clusters, the 
rates νi are usually obtained from a declustered seismic catalog (e.g., 
[9]), which only retains the mainshock (i.e., the largest magnitude 
event) among the earthquakes of each identified cluster (see also [14], 
for a discussion). Consequently, it can be assumed that the arrival of 
earthquakes considered in PSHA follows a HPP whose parameter is ν. 
Then, the rate λIM>x can be used to obtain the probability that IM > x, in 
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any time interval (t, t + Δt) of interest, via the following equation: 

P[IM(t, t + Δt) > x ] = P[IM(Δt) > x ] = 1 − e− λIM>x ⋅Δt. (6) 

This very well-known result can be derived from Eq. (3) considering 
that it is the probability to observe at least one event with IM > x in the 
interval. Denoting as N(t, t + Δt) and NIM>x(t, t + Δt) the RVs counting 
the earthquakes observed at the site (i.e., those mainshocks above the 
minimum magnitude) and those with IM > x, respectively, by virtue of 
the power series it results:   

In fact, Eq. (3) shows that this result could be obtained more quickly 
by recognizing that the HPP counting the earthquakes causing exceed
ance is obtained from the HPP counting the mainshocks above the 
minimum magnitude, via an operation which is often referred to as 
thinning or filtering (e.g., [10]). (This also enables specifying that a 
generic earthquake is a seismic event of unspecified magnitude and 
location, yet among those considered by the source rates; i.e., above the 

minimum magnitude and being a mainshock.) 
Mapping P[IM(t, t + Δt) > x ] to the corresponding x values leads to a 

transformation of the hazard curve which may be referred to as the 
exceedance hazard curve. It can be seen as the CCDF of the maximum 
intensity, IMmax, observed in (t, t + Δt) at the site: 

P[IM(t, t + Δt) > x ] = 1 − FIMmax(t,t+Δt)(x). (8) 

This is because observing at least one exceedance of x in (t, t + Δt)
coincides with the maximum intensity observed in the interval being 

larger than x (as also noted by [6]). Therefore, FIMmax(t,t+Δt) is the cumu
lative density function of the IMmax(t, t + Δt) RV. In fact, recalling that 
probability distributions are always defined for x ∈ ( − ∞,+∞), the 
CCDF in Eq. (8) should more precisely indicated as: 

P[IMmax(t, t + Δt) > x ] =
{

1, x < 0
1 − e− λIM>x ⋅Δt, x⩾0 (9) 

It is also important to remark that FIMmax(t,t+Δt) is a function of the time 
interval (t, t + Δt) only via its width Δt, which is a consequence of the 

Fig. 1. Location of the considered sites and seismic source zones (A) and PGA (on rock) hazard curves (B).  

Fig. 2. PDF (left) and CCDF (right) of the maximum PGA (on rock) in Milan for time intervals with 100 year (top) and 103 years (bottom) widths.  

P[IM(t, t + Δt) > x ] = 1 − P[NIM>x(t, t + Δt) = 0 ] = 1 −
∑+∞

n=0
P[IM⩽x|N = n ]⋅P[N(t, t + Δt) = n ] =

= 1 −
∑+∞

n=0
P[IM⩽x|E ]

n⋅
(ν⋅Δt)n

n!
⋅e− ν⋅Δt = 1 − e− ν⋅Δt⋅e(1− P[IM>x|E ] )⋅ν⋅Δt = 1 − e− λIM>x⋅Δt.

(7)   
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fact that the HPP is memoryless and the maximum intensities in non- 
overlapping intervals of equal widths are iid RVs. 

Equation (9) shows that the CCDF of the maximum intensity is 
discontinuous at x = 0, which follows from the fact the probability in 
Eq. (3), that is P[IM > x|E ], is the exceedance probability given the 
occurrence of one event, while there is a probability that the maximum 
intensity observed in the (t, t + Δt) interval is zero because no earth
quakes occur. In fact, the PDF of the maximum intensity is a hybrid 
distribution (e.g., [19]), leading to finite probability for x = 0, repre
senting the probability that no earthquakes (mainshocks) occur in 
(t, t + Δt), which is equal to exp

(
−
∑s

i=1νi⋅Δt
)
, and the derivative of Eq. 

(8) for x > 0. In other words, the PDF of IMmax(t, t + Δt) is: 
⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

fIMmax(t,t+Δt)(x) = 0, x < 0

fIMmax(t,t+Δt)(x) = δ(x)⋅e−
∑s

i=1
νi ⋅Δt

, x = 0

fIMmax(t,t+Δt)(x) =
d(e− λIM>x ⋅Δt)

dx
, x > 0

, (10)  

where δ(x) is Dirac’s delta function centered at x = 0. 

3. Hazard case studies 

To explore the suitability of the EV distributions to describe the 
asymptotic behavior of hazard curves, two sites in Italy are considered: 
Milan (MI) and L’Aquila (AQ), which are characterized by compara
tively low- and high-hazard in the country, respectively. More specif
ically, the peak ground acceleration (PGA) hazard curves, on rock soil 
conditions, are derived. PSHA is carried out via REASSESS [4], using the 
source model by Meletti et al. [17], which consists of thirty-six source 
zones, pictured in Fig. 1A together with the location of the sites (tri
angles). The sources are characterized in terms of annual rates of 
earthquakes referring to surface-wave magnitude bins with width equal 

to 0.3 magnitude units [5]. The considered GMPE is that by Ambraseys 
et al. [1], which is applicable to the 4.0–7.6 magnitude range, while the 
source-to-site distance, in terms of the Joyner & Boore metric [15] can be 
up to 200 km. For both sites considered, the minimum magnitude 
considered in PSHA is equal to 4.15, while the maximum is source- 
dependent. The dominant rupture mechanism indicated by Meletti 
et al. [17] for the source is also accounted for in the analyses, as sug
gested by Bommer et al. [3]. 

The resulting annual rate PGA hazard curves are given in Fig. 1B, 
where the difference in the hazard is apparent, with L’Aquila being 
systematically more seismically hazardous than Milan. The value to 
which the curves approach when x goes to zero, that is the total rate, is 
equal to 2.4 events/year in L’Aquila, meaning that more than two 
mainshock events above the minimum magnitude are expected per year, 
whereas it is 1.4 events/year in Milan. 

Fig. 2 shows the PDF and the CCDF of the maximum PGA distribution 
for Milan when Δt = 1 yr and Δt = 1,000 yr. For simplicity, only the last 
terms of Eq. (9) and Eq. (10) are represented. The discontinuity is 
apparent in the value of the CCDF at zero and the area below the 
continuous part of the PDF, which is not equal to one for Δt = 1 yr. 
However, as it is also evident from the equations, the inherent discon
tinuity tends to disappear as Δt→∞, because the probability of not 
observing any events tends to zero, as the figure shows for Δt = 1,
000 yr. 

4. Extreme value distribution and other candidate fitting models 

The EV distribution models are derived for the maximum among n 
independent and identically distributed RVs, when n→+∞ (e.g., [2]). 
These distributions represent the uncertainty in the individual obser
vations, with the largest value among them being the maximum. The 
distribution, which the individual observations share, can be referred to 
as the parent distribution. 

Fig. 3. Probability of exceedance curves for PGA on rock (i.e., maximum IM CCDFs) for L’Aquila (left) and Milan (right) referring to three interval widths: 100, 103, 
106 years. The plot also shows some probabilistic models fitted to the curve. 
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In the seismic hazard case, the maximum intensity in a time interval 
(t, t + Δt) is the largest among those observed in the earthquakes 
occurring within the interval, if any. In mathematical terms, if these 
seismic events are n in number and IMi, i = 1, 2, ...n, is each one’s in
tensity, then: 

IMmax(t, t + Δt) = max{0,max{IM1, IM2, ..., IMi, ..., IMn} }, (11)  

where zero is the maximum intensity if no earthquakes occur in the 
interval. The parent distribution is the distribution of the intensity in one 
generic earthquake according to Eq. (3), which is derived from the 
hazard curve. It has been discussed already that in the hypothesis of 
classical PSHA, the intensities in different earthquakes, that is IMi ∀i, are 
iid. Moreover, by virtue of the HPP, the expected value of the number of 
earthquakes observed in the time interval equals ν⋅Δt, thus it tends to 
infinity for Δt→ + ∞. Consequently, it could be investigated whether 
the distribution of the maximum in Eq. (5) asymptotically tends to an EV 
model. 

When the parent distribution is unlimited on both the positive and 
negative axes, and the right tail has some specific features, then the 
asymptotic distribution, that is when n→ + ∞, of IMmax is: 

FIMmax(t,t+Δt)(x) = e− e− α⋅(x− u)
, x ∈ ( − ∞,+∞), (12)  

where α and u are parameters related to the mean (μ) and the variance 
(
σ2) of IMmax(t, t + Δt) as μ ≈ u+0.577⋅α− 1 and σ2 ≈ 1.645⋅α− 2. This 

distribution is called EV type I or Gumbel and, although being also 
defined for negative values of x, is often used to describe the maximum 
of non-negative variables. 

A model for non-negative extreme values is the EV type II, or Fréchet, 
distribution, which is of the type: 

FIMmax(t,t+Δt)(x) = e
−

(
u
x

)k

, x > 0, (13)  

applying to parent distributions with alternative shape features with 
respect to those for which the EV type I is derived. The mean and the 

variance are related to the parameters as μ = u⋅Γ
(

1 − k− 1
)

, with k > 1, 

and σ2 = u2⋅
[
Γ
(

1 − 2⋅k− 1
)
− Γ2

(
1 − k− 1

) ]
, with k > 2, and with Γ(⋅)

being the gamma function. 
These two distributions can be both considered candidates herein 

because the parent distribution has a site-specific shape, as the hazard 
integral in Eq. (1) shows. In fact, an EV type III distribution (related to 
the Weibull model) also exists, which is bounded in the right tail. Placing 
a cap on the maximum possible intensity is out of the scope of this study 
as this is a highly debated issue (e.g., [21,22]). Finally, it is worth 
recalling that all EV distributions can be seen as specific cases of the so- 
called generalized extreme value distribution [19]. 

For comparison, also the lognormal and gamma distributions, com
mon in engineering or even to approximate hazard curves (e.g., [11]), 
are considered. The former is given in Eq. (14), while the latter in Eq. 
(15): 

FIMmax(t,t+Δt)(x) = Φ

[
log(x) − μlog(IMmax)

βlog(IMmax)

]

, x > 0, (14)  

FIMmax(t,t+Δt)(x) =
1

Γ(α)⋅
∫ γ⋅x

0
zα− 1⋅e− z⋅dz, x > 0. (15) 

In Eq. (14), the parameters μlog(IMmax)
and βlog(IMmax)

are the mean and 
the standard deviation of the logarithm of IMmax(t, t + Δt), while Φ(⋅) is 
the standard (cumulative) Gaussian function. In Eq. (15) the parameters 
α and γ are related to the mean and variance of IMmax(t, t + Δt) as fol
lows: μ = α/γ and σ2 = α/γ2. 

4.1. Application to the case study sites 

The hazard curves in Fig. 1B are transformed into probability curves 

Fig. 4. P–P plots for the curves of Fig. 3 (fitted models vs hazard curves).  
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according to Eq. (6) considering three Δt values: 100, 103, and 106 years. 
(Although some may argue that the exceedance hazard curves for the 
longest of these intervals have no practical meaning, it must be recalled 
that, whatever the Δt, the information contained in FIMmax(t,t+Δt) is always 
the same, so that changing the interval width can be interpreted simply 
as a scale change.). 

Each of the four models from Eq. (12) to Eq. (15) was fitted to the 
exceedance curves; the fitting was obtained matching the mean and 
variance of the hazard distribution, properly accounting for the fact that 
the fitted distribution is a hybrid model, as Eq. (10) shows. The ex
ceedance hazard curve and the fitted models are all displayed in Fig. 3 
for the sites of L’Aquila and Milan, respectively. 

Looking at L’Aquila, it can be qualitatively seen that the fit, when 
Δt = 1 yr, is relatively poor for all the models, which is related to the 
fact that e− λIM>x⋅Δt , that is, the probability of not observing any event in 
the interval, is relatively large for small time intervals. Nevertheless, the 
model generally closer to the hazard curve seems to be the EV type II, 
closely followed by the EV type I. When Δt = 1,000 yr, the fit seems to 
improve for all models, which is a consequence of the discontinuity jump 
of the distribution at zero becomes smaller, with the EV type II still 
apparently being the best performer. As the interval width becomes 
larger, the fitting of the EV models continues to improve with the same 
order of the two distributions, up to a point where the EV type II is 
almost completely overlapping the hazard curve. Conversely, the fitting 
of the other models does not seem to improve at the same pace, if at all. 
A similar situation is observed for the low-hazard site of Milan, indi
cating that – based on the considered cases – there is not a dependence of 
the asymptotic hazard behavior due to the hazard level of the considered 
site. This may be because, although the hazards at the two sites are 
different from the engineering point of view, the order of magnitude of 
the total rates is the same, which indicates the pace at which the number 
of observations tends to infinity as a function of the interval’s width. 

A more quantitative evaluation of the fit by the various considered 
models can be obtained via a probability vs probability (P–P) plots, 
which are provided in Fig. 4. The plots are obtained as follows: given an 
IMmax value in the hazard curve, which can be indicated as xhazard(p), the 
exceedance probability, say p′ , corresponding to such IMmax value in the 
fitted model is taken; then the p′ is plotted versus p. Thus, a perfect fit 
would result in p = p′ for all the possible IM values. 

Fig. 4 show, for both sites, a similar pace of possible convergence of 
the hazard curves towards the EV type I and type II model and that there 
is some convergence already for Δt = 1,000 yr. It is also observed that 
the fit of the EV distribution always improves with increasing Δt, with 
the EV type II being the closest, while the same cannot be clearly claimed 
for the lognormal and gamma distributions. 

The trend of the goodness of fit (GoF) can be quantified in several 
manners, with a possible (yet arbitrary and somewhat simplistic) metric 
being measuring the maximum relative difference between the quantiles 
of the hazard and fitted models: 

GoF = max
p

{⃒
⃒
⃒
⃒
xmodel(p) − xhazard(p)

xhazard(p)

⃒
⃒
⃒
⃒

}

⋅100, p ∈ (0, 1). (16) 

In the equation, xhazard(p) has been already defined, while xmodel(p) is 
the quantile of the fitted model corresponding to the same probability 
value as xhazard(p). The GoF practically measures the maximum relative 
distances of the PGAs corresponding to the same exceedance probability 
in the hazard curve and fitted distribution. Fig. 5 shows the GoF values 
(computed for the p values of the previous plots) for various Δt values, 
from 100 to 1012 years, including those three shown in the previous 
figures. 

The trend of the hazard to be represented by EV distributions, in 
particular the EV type II, is quite evident, with maximum relative dif
ferences already around 10% or lower for relatively small Δt values. It is 
also confirmed that the two other models may provide some approxi
mation, at least based on the GoF measure considered; however, they do 
not clearly emerge as asymptotes, at least in the cases made herein. 

5. Final remarks 

Engineering applications, such as reliability-based calibration of 
building codes or structural risk analyses, could benefit from stochastic 
modelling of loads acting on structures. One, often prominent, load for 
structural design derives from the seismic hazard of the construction 
site. However, probabilistic seismic hazard analysis does not typically 
yield a closed form for its results. On the other hand, hazard curves from 
classical PSHA, in their representation where the exceedance probabil
ity, in a given time interval, is a function of the ground motion intensity 
measure values, can be interpreted as the complementary cumulative 
distribution function of the maximum intensity in the interval. This is 
not a continuous distribution, because of the inherent features of the 
hazard curves from which it derives. 

The intensities in various earthquakes among those considered by 
PSHA can be considered as independent and identically distributed 
random variables, and their common distribution can be directly 
derived by the hazard curves. Moreover, according to the stochastic 
Poisson process used to describe events’ occurrence, the expected 
number of observations grows proportionally with the time interval’s 
width. Consequently, because the extreme value distribution models are 
asymptotic distributions found under some similar hypotheses, it has 
been deemed interesting to investigate in this short note whether they 
could be a meaningful approximation of hazard curves. To this aim two 
sites in Italy, featuring different seismic hazard, have been taken as case 
studies. The PGA on rock hazard curves have been computed in terms of 
exceedance rate and of probability of exceedance in intervals with 100 to 
1012 years. These curves have been fitted with four probabilistic models, 
EV type I, EV type II, lognormal, and gamma. The last two simply 
because they are common models for non-negative random variables. 

The results quantitatively show that the hazard curves seem to tend 
to an EV model, which however needs time intervals longer than one 
year, a reference value in seismic hazard analysis, because for short time 

Fig. 5. Goodness of fit of some probabilistic models with respect to hazard curves for increasingly long intervals.  
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interval the probability of not observing any event at all is relevant. 
More specifically, the best performing model seems to be the EV type II 
(Fréchet) somewhat closely followed by the EV type I. The other two 
common models considered, that is, the lognormal and the gamma, 
although still providing some approximation of the hazard curves, do 
not clearly emerge as asymptotes. These results hold independently of 
the seismic hazard level of the site, at least in the considered range of 
cases. 
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