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ABSTRACT
Because of the dynamic and heterogeneous nature of a grid infrastructure, the client/server paradigm is a common programming model for these environments, where the client submits requests to several geographically remote servers for executing already deployed applications on its own data. According to this model, the applications are usually decomposed into independent tasks that are solved concurrently by the servers (the so called Data Grid applications). On the other hand, as many scientific applications are characterized by very large set of input data and dependencies among subproblems, avoiding unnecessary synchronizations and data transfer is a difficult task. This work addresses the problem of implementing a strategy for an efficient task scheduling and data management in case of data dependencies among subproblems in the same Linear Algebra application. For the purpose of the experiments, the NetSolve distributed computing environment has been used and some minor changes have been introduced to the underlying Distributed Storage Infrastructure in order to implement the proposed strategies.

Categories and Subject Descriptors
D.1.3 [Programming Techniques]: Concurrent Programming – distributed programming.
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1. INTRODUCTION
A Grid infrastructure is built on the top of a collection of disparate and distributed resources (computers, databases, network, software, storage ...) with functionalities greater than the simple sum of those addends [8]. The “added value” is a software architecture aimed to aggregate scattered computing and data resources to create a single computing system image. The “hardware” of this single computing system is often characterized by slow and non-dedicated Wide Area Networks (WAN) connecting very fast and powerful processing nodes (that can also represent supercomputers or large clusters) scattered on a huge geographical territory, whereas the “operating system” (the grid middleware) is responsible to find and allocate resources to the scientists’ applications, taking into account the status of the whole grid. Many papers focus on this aspect of the grid computing, addressing issues such as resources brokering [e.g. 4,15], performance contract definition and monitoring [e.g. 11,13], and migration of the applications in case of contract violations [e.g. 10,14]. On the other hand, as common scientific applications are characterized by a very large set of input data and dependencies among subproblems, choosing the most powerful computational resources is not sufficient to achieve good performance, but it is essential also to define suitable methodologies to minimize synchronization among tasks, to distribute application data onto the grid components in order to overlap communication and computation and to provide tools that eliminate unnecessary data transfers. There is a small number of papers available in this research area [e.g. 3,7].
However, because a computational grid can be viewed as a single computational resource, it is possible to borrow ideas and methodologies utilized commonly for traditional systems and to adapt them to new environments. As case study, a block matrix multiplication algorithm has been considered, because it is a basic linear algebra computational kernel representative of similar other computational kernel, e.g. $LU$, $LL^T$ and $QR$ factorization required by several applications. On the other hand, it encompasses a lot of data movements and the task of minimizing the synchronization overhead among the nodes and using effective data caching strategies is challenging. Preliminary results of such activities are shown in [5].

2. DISTRIBUTED ALGORITHMS FOR MATRIX MULTIPLICATION

For sake of simplicity, assume that $A$, $B$ and $C$ are square matrices of order $n$, and divided in square blocks $C(I, J)$, $A(I,K)$ and $B(K, J)$ of order $r$, with $n$ divisible by $r$, so that letting $NB$ be the number of blocks in each dimension, it is $NB = n/r$.

Figure 1 then shows three versions obtained by the permutation of the loops’ indices in a standard algorithm for the matrix multiplication $C = A \cdot B$

Note that other versions, obtained permuting the $I$ and $J$ indices, are equivalent to these ones and all the versions are based on the same matrix operation:

$$C(I,J) = C(I,J) + A(I,K)B(K,J) \quad (1)$$

Figure 1: Three standard versions for the block multiplication algorithm

In a client/server implementation, for given values of $I$, $J$ and $K$, this operation can be computed by the client sending to a server the three blocks $A(I,K)$, $B(K,J)$ and $C(I,J)$, so the server can update the block $C(I,J)$ and send back the result to the client. It is important to note that the only possible parallelism is always on the indices $I$ and $J$, i.e. each block $C(I,J)$ can be computed independently from the other ones. This is not possible on the index $K$, because of the risk of “race condition” on the access to the blocks $C(I,J)$ for different values of $K$. As a consequence, in order to reduce the synchronization overhead accessing these blocks, it’s essential to define in a client-server implementation which of the orderings in Figure 1 has to be used to compute the several matrix operations involving the blocks $C(I,J)$, $A(I,K)$, and $B(K,J)$.

With the $(I,J,K)$ ordering (Figure 1.a) the client generates $NB^2$ independent threads of computation, each of them managing the sequence on the index $K$. With the $(I,K,J)$ ordering (Figure 1.b) the client generates only $NB$ independent threads of computation, each of them generating $NB$ parallel tasks at every step of the index $K$. Finally, with the $(K,I,J)$ ordering (Figure 1.c) at each step of the index $K$, the client generates $NB^2$ parallel tasks and these need to be completed in order to generate new ones.

For a computational cost analysis, let $t_{ijk}$ denote the execution time (computation and communication) needed to perform the operation (1) and $T^{(a)}$, $T^{(b)}$, and $T^{(c)}$ denote respectively the total execution times for the three orderings in Figure 1. It is easy to find that:

$$T^{(a)} = \max_{i,j,k} \sum_k t_{ijk} \quad T^{(b)} = \max_i \sum_j \max_k t_{ijk} \quad T^{(c)} = \sum_k \max_i \max_j t_{ijk}$$

so that:

$$T^{(a)} \leq T^{(b)} \leq T^{(c)}$$

The $(I,J,K)$ ordering is then more suitable to a distributed client/server implementation compared to the other two orderings. The least suitable one is the $(K, I, J)$ ordering. The client/server implementation of the $(I,J,K)$ ordering of the matrix multiplication algorithm is then:

![Figure 1: Three standard versions for the block multiplication algorithm](image-url)
for I=1, NB (in parallel)
for J=1, NB (in parallel)
choose a server
for K=1, NB
send C(I,J), A(I,K), B(K,J) to server
receive C(I,J) from server
end for
end for
endfor

Client algorithm

receive C(I,J), A(I,K), B(K,J) from client
C(I,J)=C(I,J)+A(I,K)B(K,J)
send C(I,J) to client

Server algorithm

Algorithm 1: The client-server implementation of the block matrix multiplication algorithm (I,J,K) form

Let us assume the ideal case, where the environment is homogeneous and dedicated to the computation. In this case the execution time \( t_{ijk} = t \), is equal for all the values of \( I, J, K \), and \( T^{(a)} = T^{(b)} = T^{(c)} = NB \cdot t \). This result shows a linear growth with \( NB \) for the total execution time, when the matrix dimension grows and the block dimension \( r=n/NB \) is constant. When we multiply the matrix dimension \( n \) by \( \alpha \), the ideal value for the ratio \( S_\alpha \) is then:

\[
S_\alpha = \frac{T^{(a)}}{T^{(n)}} = \frac{(\alpha nt/r)}{(nt/r)} = \alpha
\]

(3)

\( S_\alpha \) measures the ideal growth factor for \( T^{(a)} \) when an \( \alpha \) times larger problem is solved.

However, it is important to note that, in the client/server programming model, the data are stored in the client and are sent from there in chunks to the servers for computations; once the computation is completed, the results are returned to the client. The data movement from client and servers in a grid is similar to the data transfer between memories and processing unit in a single Non Uniform Memory Access (NUMA) machine.

Table 1: Typical values for bandwidth and latency

<table>
<thead>
<tr>
<th></th>
<th>Bandwidth</th>
<th>Latency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Server main memory</td>
<td>10 GByte/sec</td>
<td>2-10 ns</td>
</tr>
<tr>
<td>Server secondary</td>
<td>100 MByte/sec</td>
<td>5 ms</td>
</tr>
<tr>
<td>storage</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Remote client (LAN)</td>
<td>12.5 MByte/sec</td>
<td>10 ms</td>
</tr>
<tr>
<td>Remote client (WAN)</td>
<td>&lt; 1 MByte/sec</td>
<td>100 ms</td>
</tr>
</tbody>
</table>

Fast and small memories are positioned at the higher level, whereas slower memories, that are usually accessed by means of geographic networks, are located at the lower ones. In this model the servers' secondary storage level can be either the disks of each server or an external (to the server) data repository, which is still close enough to make the access time to this level negligible compared to the access time from the client. Table 1 shows typical peak bandwidth and latency of four different memory levels when accessed from the server. The illustrated values refer to a common workstation usually available in a distributed computing environment and are not representative of leading edge technology.

It is commonly acknowledged that the key strategy to achieve high performances with a NUMA machine is an extensive use of caching methodologies at each level of the memory hierarchy [5,6]. This provides the processing elements with data taken from fast memories at the high level and avoids unnecessary data transfer toward the lowest levels (i.e. toward the client memory). As scientific applications rarely can be divided in totally independent tasks and some data dependencies are always present among them, the definition of methodologies and the development of software tools for an effective data distribution among the components of a grid assumes a key role in grid computing.

As an example, consider an application composed by three tasks with dependencies in the form of three pipelined stages, as shown in Figure 2. In this example, the output data from stage 1 represents the input data for stage 2, and the output data from stage 2 represents, in turn, the input data for stage 3.

![Figure 2: An application with three pipelined stages](image)

A raw implementation of this application with the client/server programming model is depicted in Figure 3a where three servers compute the three stages of the application using the Algorithm 1. In this implementation the output data from stages 1 and 2 are sent back to the client and then sent again to a new server for the computation of the next stage. In this case the input data for stages 2 and 3 will be located at the lowest level of the memory hierarchy when accessed by the servers.

![Figure 3a: Raw implementation of the application in Figure 2](image)

In Figure 3b, the use of the server secondary storage as a cache for the intermediate results allows to locate them to a higher level in the memory hierarchy and avoids unnecessary data transfers toward the client memory. Furthermore, by keeping intermediate data in higher level memories it’s possible to overlap data communication and stage computation if the entire sequence has to be repeated several times.
The following Algorithm 2 implements this strategy for the $(I,J,K)$ ordering of the block matrix multiplication algorithm.

```
for I=1, NB (in parallel)
  for J=1, NB (in parallel)
    choose a server
    store C(I,J) in the server secondary storage
    for K=1, NB
      send A(I,K), B(K,J) to server
    end for
    retrieve C(I,J) from the server secondary storage
  end for
end for
```

**Client algorithm**

```
retrieve C(I,J) from the secondary storage
receive A(I,K), B(K,J) from client
C(I,J)=C(I,J)+A(I,K)B(K,J)
store C(I,J) in the secondary storage
```

**Server algorithm**

Algorithm 2: The client server $(I,J,K)$ form of the block matrix multiplication algorithm with caching of intermediate results in the server secondary storage

For a computational cost analysis, let now $T_s$ and $T_r$ be respectively the access time to the server secondary storage and to the remote client memories, and $T^{(1)}$ and $T^{(2)}$ be respectively the total execution time for Algorithm 1 and Algorithm 2. The communication cost for the complete computation of each block $C(I,J)$ with Algorithm 1 is then:

$$T^{(1)} = 4NB T_r r^2.$$  

Based on the values in Table 1 is $T_r = \gamma T_s$ with $10 < \gamma < 100$, the communication cost for the computation of each block $C(I,J)$ by means of the Algorithm 2 is then:

$$T^{(2)} = 2NB r^2 (T_s + T_r) < T^{(1)}.$$  

A similar approach to the data management in distributed environments is described in [7], where the server main memory replaces the server secondary storage as cache. The main advantage of the approach described in the current section is the larger amount of space available to cache the intermediate data, with an access time to the cache still negligible compared to the client memory.

### 3. SOFTWARE TOOLS FOR CACHING DATA IN NETSOLVE

For our experiments the NetSolve 2.0 distributed computing infrastructure [1] has been used. This is a software environment based on a client-agent-server paradigm, that provides a transparent and inexpensive access to remote hardware and software resources. In this environment a key role is played by the agent, that gathers hardware performance and available software of the servers in the environment setup phase as well as dynamic information about the workload of the resources. When the agent is contacted by the client means of the NetSolve client library linked to the user application, it selects the most suitable server to be used on the basis of the stored information and notifies the client. Therefore, the client can send data directly to the selected server that performs the computation by using a code generated through a Problem Description File that acts as interface between NetSolve and the deployed software. Finally the result is directly sent back to the client. This data exchange protocol is executed for every request to NetSolve, i.e. in case of dependency among multiple tasks in the same application, the execution appears as those depicted in Figure 3a, with an unnecessary network traffic.

In order to manage data efficiently, NetSolve includes two tools: the Request Sequencing and the Data Storage Infrastructure (DSI), but they are unable to implement the caching strategy previously described.

In order to fully implement a caching methodology as described in Figure 3b, it has been necessary to modify the NetSolve DSI implementation to some extent. More precisely, the DSI infrastructure defines the new data type DSI OBJECT as a data structure describing the location and several information about the storage area that can be used as a cache. This remote storage area is managed by the Internet Backplane Protocol (IBP) infrastructure [2,12], a middleware for managing and using remote resources. In a typical NetSolve session, a DSI OBJECT is generated by the client and sent to the servers by means of the NetSolve API, so that they can access the IBP storage (Figure 4).

![Figure 4: Implementation of the Distributed Storage Infrastructure in NetSolve](image)

Among previous information in a DSI OBJECT there are the read/write/management capabilities of the IBP infrastructure, i.e. unique character strings used as keys to correctly access the data on the storage. The main changes are therefore related to the DSI functions for reading and writing data on the IBP storage, so that
they can be used also by the servers. Actually, as of this writing, the servers cannot call directly these DSI functions because the Problem Description Files used to generate the server codes are unable to manage a DSI OBJECT. For this reason, in the modified implementation of the DSI infrastructure, the APIs of the DSI functions for accessing the IBP storage include the capabilities of the IBP storage and are used in place of those related to the DSI_OBJECT.

4. COMPUTATIONAL EXPERIMENTS
A first set of experiments has been aimed to verify the effectiveness of the \((I,J,K)\) ordering compared to the other orderings. For this purpose, the two orderings \((I,J,K)\) and \((K,I,J)\) (namely the best expected version and the worst expected version) have been implemented on a NetSolve infrastructures supplied by the University of Tennessee, with the client located at the Department of Mathematics and Applications of the University of Naples. This software infrastructure can be called Wide Area system. The result \(C=AB\) with square matrix of order \(n=250, 500, 1000, 1500, 2000\), and a fixed block size \(r=250\), thus \(NB =1, 2, 4, 6, 8\) has been computed. In Figure 5 the execution times of the two orderings is reported. The better performance of the \((I,J,K)\) ordering of the algorithm is evident with a smaller average execution time for each test. In order to minimize the impact of the traffic fluctuation in the network, the reported values are the average times over 10 runs.

A second set of experiments is aimed to compare the execution times of the \((I,J,K)\) ordering of the block matrix multiplication algorithm on two different NetSolve systems: a Wide Area Network system with the servers operated by the University of Tennessee and a Local Area Network system where all resources are connected by means of the Local Area Network of the Department of Mathematics and Applications of University of Naples at 100 Mbits. For these experiments the average execution time, across 10 runs, are reported in Figure 6. For the same values of \(n\) and \(r\) used in the previous experiments, it has been estimated that on the Local Area Network system the total execution time is about 50% smaller compared to the Wide Area Network system, because of the smaller latency and the higher bandwidth of the network. In order to quantify the performance gain, let us observe the value for \(S_2\) achieved from \(n=1000\) up to \(n=2000\): on the Local Area system \(S_2 = 4.34\) it has been measured, whereas on the Wide Area system \(S_2 = 7.14\). These values should be compared with the ideal value \(S_2=2\) in order to give idea of the overhead introduced by the computational environment (both hardware and software contribution).

![Figure 5. Average execution time of two orderings of the block matrix multiplication.](image1)

![Figure 6. Average execution time for two NetSolve systems.](image2)

Figure 5 shows the average total execution times in seconds (across 10 executions) for Algorithm 1 (without data caching) and Algorithm 2 (with data caching) for matrices of order \(n = 500, 1000\) and \(2000\) with square blocks of order \(r = 500\). The results show a significant reduction of the total execution time for the computation of the entire matrix multiplication.

![Figure 7. Average execution time for Algorithm1 and Algorithm 2.](image3)
5. CONCLUSIONS

This work addresses the problem of implementing a strategy for task scheduling and data management in case of data dependencies among subproblems in the same application. The paper pursues a double purpose. Firstly, it describes an effective methodology for task scheduling and for the placement of data among the resources of a distributed environment with the client/server programming model. Secondly, it shows how to modify to some extent the Distributed Software Infrastructure, part of the NetSolve distributed computing system, in order to implement the described methodology. The computational experiments confirm the expectations, showing a significant reduction of the execution times when the intermediate data are kept in the secondary storage of the servers. This activity is part of a larger project whose main purpose is to solve multidisciplinary applications, derived from researches conducted by scientists of Naples area, within a new powerful grid infrastructure to be integrated in large national and European grids.
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