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1 Introduction

Let $C^s = [0,1]^s$ be the $s$-dimensional unitary cube, and $f(t) = f(t_1, \ldots, t_s)$ a continuous function on $C^s$; we discuss the problem of computing:

$$I_f = \int_{C^s} f(t) \, dt$$

on a distributed memory multiprocessor.

In the past years, several algorithms and software have been developed in order to solve the above problem in one dimension, but high computational cost makes very hard dealing with the multidimensional case using a serial computer [4,7]. Now, parallel computing seems to be able to get over this aspect, because multidimensional quadrature has an intrinsic parallelism. In fact, we can split the integration domain into more subdomains and then concurrently integrate the function in each of them. As in the one dimensional case, adaptive quadrature is a good approach to the problem of achieving accuracy and reliability while attempting to minimize the number of function evaluations.

In this paper we present an algorithm based on a global adaptive Simpson’s product rule, which dynamically balances the workload and reduces the data communication among the processors, in order to efficiently use a MIMD message passing multiprocessor with $p = 2^d$ nodes (e.g. hypercube).
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2 Adaptive Quadrature and Parallel Computing

An adaptive algorithm for numerical quadrature is an algorithm which process a family of subdomains \( \{ D_k \} \) of the integration domain \( C^* \) with the aim of computing an approximation \( \hat{I}f \) of \( If \) such that:

\[
Ef = |If - \hat{I}f| < \varepsilon
\]

where \( \varepsilon \) is an user-specified tolerance. To do this, one computes a sequence of couple:

\[\{ I_i, E_i \}\]

approximating \( I_f \) and \( E_f \) respectively, such that:

\[ \lim_{i \to \infty} I_i = I_f, \quad \lim_{i \to \infty} E_i = 0 \]

The approximations \( I_i \) and \( E_i \) are computed evaluating \( I_f \) and \( E_f \) in each subdomain of a partition of \( C^* \) and then summing the partial results.

In order to estimate \( I_f \) and \( E_f \) in each subdomain \( D_k \), we use a 2-panel and a 4-panel Simpson's product rules. Called these rules \( S_2 \) and \( S_4 \) respectively, we can use the first one as estimate for \( I_f \), and \( |S_2 - S_4| \) as estimate for \( E_f \). However it should be noted that these rules can be easily replaced with more efficient rules for large dimensions, like number theoretic rules or lattice rules [5,8].

The main problem in an adaptive algorithm for numerical quadrature is the criterion for processing the subdomains \( \{ D_k \} \), and the stopping criterion. Two basic strategies are known [3]:

- **locally adaptive strategy**: at each stage of the algorithm a subdomain \( D_k \) is accepted if a local acceptance criterion is satisfied (generally it is required that the error estimate in this subdomain is smaller than \( \varepsilon/volume(D_k) \)); if this does not happen, then it is subdivided in more subdomains that are added to the set of the subdomains not yet examined (pending set).

- **globally adaptive strategy**: all subdomains remain pending until an acceptance criterion for the entire pending set is satisfied (generally it is required that the sum of the error estimates in each subdomains is smaller than \( \varepsilon \)). At each stage of the algorithm the subdomain with the largest error estimate is subdivided.

Therefore a first level description of an adaptive algorithm is the following:

- Initialize RESULT and ERROR;
- while (the criterion acceptance is not satisfied) do
attempt to reduce ERROR and update RESULT;
endwhile

where “attempt to reduce ERROR and update RESULT” is based on one of the previous strategies.

For our algorithm we make use of a globally adaptive strategy and in order to parallelize it, we split the subdomain with maximum error estimate among the processors.

Since all subdomains in the pending set can be successively processed, in this strategy it is necessary an ordered data structure to store them.

Thus, at each iteration we are able to find the subdomain with maximum error estimate and subdivide it. Further, this data structure can be very large, because, if we bisect a subdomain in all dimensions, $2^d$ new subdomains are added at each iteration. Thus a very efficient list management is required.

About this, we can note that a completely ordered list is not necessary for our aims, because we are interested only to the maximum value in the list and it is sufficient a partially ordered binary tree sometime called heap [3].

In a heap, the value of each node is greater or equal to that one of its subnodes. In this way it is easy to see that the maximum of the tree is in the root. Sorting such a data structure requires $O(N \log_2 N)$ comparisons in the tree.

A distributed memory multiprocessor is so called because each processor has its own private memory, which cannot be accessed directly by an other processor. Thus it is necessary an explicit message passing. Generally the time required for sending a message from a processor to another one is bigger than the time spent in a floating point calculation. Therefore communication have to be strongly reduced [1].

In order to implement the previous algorithm on a MIMD distributed memory multiprocessor, we can avoid to exchange the whole heap among all nodes at every iteration, by building a different heap in each node. Therefore the nodes have to communicate each other only the root of the heap, in order to find the subdomain with maximum error estimate and to send it to all nodes.

Once the nodes received such subdomain, they share it by bisecting the sides in every dimension. In this way the subdomains preserve always its hypercube form, and $2^d/p = 2^{d-s}$ (with $s \geq d$) new subdomains are added to the heap of each node at each iteration.

Therefore the algorithm of each node is the following:

Initialize RESULT and ERROR;
while (ERROR > $\varepsilon$) do
compare the own heap root with the other ones
in order to find the maximum error estimate;
if (heap root = maximum error estimate) then
  send the subdomain in the heap root to all nodes;
else
  receive the subdomain with maximum error estimate;
endif
share such subdomain with the other nodes, add 2^{e-d}
new subdomains to the heap and reorder it;
update RESULT and ERROR;
endwhile

In this algorithm the nodes need a controlling host just for the I/O operations. Furthermore any "problem" in the integrand function (like discontinuity or peaks) is "shared" among the nodes to guarantee a good load balancing.

3 Computational Environment and Numerical Results

The previous algorithm has been developed for a MIMD distributed memory multiprocessors; we used a Transputer board with four Inmos Transputer T800 [2], each of them with 1 Mbytes of memory, connected to an Intel 80386/80387 processor host.

For developing such an algorithm we used the FORTRAN version of Express. This is a communication environment based on the CrOS III routines, which allows the user code to be virtually identical for each machine which supports the same communication environment, without specification about the underlying architecture. In addition, Express supplies an I/O routine set which allows every node to access the host computer operating system utilities (Cubix), and a parallel graphical system (Plotix) [6].

To give an idea of the range of application of this algorithm, we used the following kinds of integrand function in two, three and four dimensions:

\( f_1 \): oscillating function

\( f_2 \): function with a singularity near the boundary

\( f_3 \): function with singular first derivative

\( f_4 \): gaussian-like function

In two dimensions we done overall graphical tests using Plotix, in order to show how the algorithm is able to locate the areas in which is hard to
integrate the function in the unit square $[0,1]^2$ and to share them among the processors. Figures 1–4 show the results using 4 processors.

Figure 1: $f_1 = \sin \cos 15xy$
Required tolerance: $2.5 \times 10^{-4}$
Integrand evaluations number/processor: 1550

Figure 2: $f_2 = 1/((x-.5)^2 + (y-.5)^2)$
Required tolerance: $5 \times 10^{-5}$
Integrand evaluations number/processor: 1850
Figure 3: $f_3 = \sqrt{xy(1-x)(1-y)}$
Required tolerance: $2.5 \times 10^{-5}$
Integrand evaluations number/processor: 2175

Figure 4: $f_4 = e^{-50(x-y)^2}$
Required tolerance: $2.5 \times 10^{-5}$
Integrand evaluations number/processor: 2175
The previous Figures show that the work of the nodes depends by the integrand behaviour. For example in Figure 2 we note that, in order to integrate the function $f_2$ in the square $[0,1]^2$, more subdomains division (represented by decreasing-side squares) are required near the singularity at $(0.5,-0.1)$. Furthermore it is possible to note that the workload is well distributed among the processors as showed by different colors in the picture. Analogous considerations can be done for the other functions.

For the 3-dimensional case we report timing and error results in Table 1 and Figure 5. For this case we measured about 8% of the total execution time spent in communication when one uses 4 processors.

Table 2 and Figure 6 refer to the 4-dimensional case, in which we measured only the 2% of the total execution time spent in communication using 4 processors.
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**Figure 5:** 3-dimensional case.
Integrand evaluations number as function of various required tolerances.
Figure 6: 4-dimensional case.
Integrand evaluations number as function of various required tolerances.

<table>
<thead>
<tr>
<th>Type</th>
<th>$S_2$</th>
<th>$E_2$</th>
<th>$S_4$</th>
<th>$E_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.95</td>
<td>0.97</td>
<td>3.94</td>
<td>0.99</td>
</tr>
<tr>
<td>2</td>
<td>1.94</td>
<td>0.97</td>
<td>3.64</td>
<td>0.99</td>
</tr>
<tr>
<td>3</td>
<td>1.94</td>
<td>0.97</td>
<td>3.55</td>
<td>0.88</td>
</tr>
<tr>
<td>4</td>
<td>1.95</td>
<td>0.97</td>
<td>3.59</td>
<td>0.89</td>
</tr>
</tbody>
</table>

Table 1

Speed-up ($S_p$) and Efficiency ($E_p$)
using $p$ processors with required accuracy $\varepsilon = 5 \times 10^{-4}$

<table>
<thead>
<tr>
<th>Type</th>
<th>$S_2$</th>
<th>$E_2$</th>
<th>$S_4$</th>
<th>$E_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.99</td>
<td>0.99</td>
<td>3.94</td>
<td>0.98</td>
</tr>
<tr>
<td>2</td>
<td>1.97</td>
<td>0.98</td>
<td>3.90</td>
<td>0.97</td>
</tr>
<tr>
<td>3</td>
<td>1.90</td>
<td>0.97</td>
<td>3.90</td>
<td>0.97</td>
</tr>
<tr>
<td>4</td>
<td>1.97</td>
<td>0.98</td>
<td>3.90</td>
<td>0.97</td>
</tr>
</tbody>
</table>

Table 2

Speed-up ($S_p$) and Efficiency ($E_p$)
using $p$ processors with required accuracy $\varepsilon = 10^{-3}$
Such results show that our algorithm fully exploits the intrinsic parallelism of the multidimensional quadrature problem.
In fact, in particular for large dimensions, the Speed-up and the Efficiency values are very good.
Therefore parallel computing seems able to get over the computational cost drawback of this problem, and it can be an effective tool in order to develop efficient mathematical software for multidimensional quadrature.
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