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Abstract

A passivity-based control of Vertical Take-off and Landing (VToL) Unmanned Aerial Vehicles (UAVs) is presented in this paper. An estimator of unmodeled dynamics and external wrench (forces plus moments) acting on the aerial vehicle and based on the momentum of the system is employed to compensate such disturbances effects. This arrangement allows VToL UAVs to perform hovering, tracking and aerial manipulation tasks in unstructured environments. A rigorous stability proof is provided under certain assumptions. Experiments are presented to evaluate the performance of the proposed control design.
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1. Introduction

Service robotics applications are day by day making more use of VToL UAVs to pursue different actions. From passive tasks like inspection \cite{1, 2}, surveillance and monitoring \cite{3}, remote sensing and so on, such aerial vehicles are now beginning to be employed in active tasks like grasping \cite{4} and manipulation \cite{5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16}. This change of perspective requires the UAV to operate in changing and unstructured scenarios. To this purpose, the controller has to deal with unknown parameters (i.e., the battery charge level), the transportation of unknown payloads, aerodynamic effects that are usually neglected during the control design phase, and the interaction with the environment.

In this paper, a passivity-based control of VToL UAVs is presented. The classical hierarchical architecture separating the (fast) rotational and the (slow) translational dynamics \cite{17} is employed. The controller ensures a closed-loop mechanical impedance behaviour for the translational part of the VToL UAV, while the rotational part does not rely upon exact cancellation of nonlinearities, conferring in this way robustness to the attitude part. The collision identification technique based on the momentum of the system proposed in \cite{18} has been suitably modified in this context to play as an external wrench and unmodeled dynamics estimator. The estimation is taken into account by the controller to compensate forces and moments arising from wind, aerodynamics effects not taken into account in the model, external wrench caused by a robotic arm attached to the vehicle’s base during aerial manipulation tasks, unknown carried payloads, physical interactions, and so on. The residual errors between the estimated external wrench, the unmodeled dynamics and the real ones are seen as perturbations in the closed-loop system. As long as the closed-loop system bandwidth –tunable through the control gains on the basis of the available robotic platform and the controller sample time– is able to cope with such time-varying residual errors, the overall performance benefits from the proposed architecture as theoretically and experimentally evaluated.

As far as authors know, the novelty of this paper is the combination of a passivity-based control for VToL UAVs together with an external wrench and unmodeled dynamics estimator, a rigorous stability proof under certain assumptions, and the con-
sequent experimental validation. As a result, the aerial platform is able to perform tasks without a precise knowledge about the dynamic parameters and the external disturbances: this is absolutely useful in the forthcoming aerial service robotics applications, e.g. aerial manipulation, where interaction with the environment is required. Moreover, with respect to the current state of the art in which adaptive and integral actions are employed to cope with the aforementioned problems, less parameters have to be tuned in the proposed architecture, where instead the gains assume precise physical meanings.

The outline of the paper is as follows. Next section presents the related work. The dynamic model of a quadrotor is presented in Section 3. The momentum-based external wrench and unmodeled dynamics estimator is revised in Section 4. The control is introduced in Section 5. The stability proof of the proposed controller combined with the compensation of the estimated terms is addressed in Section 6. Performed experiments are described in Section 7. Conclusion and future work are finally provided.

2. Related work

Regarding aerial manipulation, two approaches can be in principle thought to control an aerial manipulator (UAV with an attached robotic arm endowed with a gripper). The former approach considers the UAV and the robotic arm as a unique entity, and thus the controller is designed on the basis of such complete dynamic model [9, 10, 19]. The latter approach considers instead the UAV and the robotic arm as two separate and independent systems: the effects of the arm on the aerial vehicle are then considered as external disturbances and vice versa. This might be useful in case the dynamics of the arm is not enough to compensate the UAV position error and/or in case the arm does not allow torque control (i.e., servomotors) [20].

The here presented paper is oriented towards the latter approach: it has been thus considered the control of the single UAV subject to external disturbances and time-varying parameters. Therefore, many different approaches address problems related to the stabilization and tracking of desired trajectories with a VTOL UAV. The most widely used controller takes into account a hierarchical architecture [17, 21] highlighting a time-scale separation between the translational (slow time-scale) and angular (fast time-scale) dynamics of the aerial vehicle. Other approaches rely upon backstepping [22], impedance [23] and optical flow [24] techniques. However, in general, a precise knowledge of system dynamics is required to perform a feedback linearization of both fast and slow time-scale parts of the system. Hence, several of the above mentioned controllers implement an integral action to resist against external disturbances and cope with unknown and time varying parameters. Recently, adaptive controls have been employed to counteract such disturbances [14, 25, 26, 27, 28, 29]. A nonlinear force observer has been introduced in [30] to estimate disturbances applied to a quadrotor. A sliding mode observer has been instead employed in [31] to impose more robustness on the closed-loop system. Since passivity-based controllers do not rely on the exact compensation of the considered model, they are expected to be more robust with respect to parameters uncertainties. Port-Hamiltonian methods have been developed in [30, 32, 33], a passive backstepping in [34], and passivity-based attitude controls in [35, 36], in particular without angular velocity measurement in [37, 38].

In this paper, the passivity-based control proposed in [39, 40] is adapted to be suitable for a VTOL UAV system as described in Section 5. Moreover, a compensation of external wrench and unmodeled dynamics is here introduced to further reduce aerodynamic effects and external disturbances. A similar architecture has been introduced by the authors in [41] where an impedance controller is instead employed without providing a rigorous stability proof. Under certain assumptions, this issue is overcome by the current paper.
3. Modeling

The most popular configurations of VTol UAVs employed in the above defined scenarios are the quadrotor and the hexarotor, which are platforms equipped with four or six propellers, respectively, aligned in the same direction. Hence, these aerial vehicles are underactuated mechanical systems having six degrees of freedom but only four independent control inputs. Without loss of generality, in the remainder of this paper, the chosen VTol UAV is a quadrotor.

Define a world-fixed inertia reference frame $\Sigma_i$ and a body-fixed reference frame $\Sigma_b$ placed at the UAV’s center of mass (see Fig. 1). The absolute position of the UAV with respect to $\Sigma_i$ is denoted by $p_b = [x \ y \ z]^T$. Using the roll-pitch-yaw Euler angles, $n_b = [\phi \ \theta \ \psi]^T$, the attitude of the UAV is defined by the rotation matrix $R_b(n_b) \in SO(3)$, expressing the rotation of $\Sigma_b$ with respect to $\Sigma_i$, given by [42]

$$R_b(n_b) = \begin{bmatrix} c\phi c\psi & -s\phi s\psi c\phi + s\phi c\psi & c\phi s\psi s\phi + c\phi s\psi c\phi - s\phi s\psi c\phi + s\phi c\psi \ 0 & s\phi c\psi & c\phi s\phi \ -s\phi s\psi c\phi + s\phi c\psi & s\phi s\phi c\phi + s\phi c\psi & c\phi s\phi s\psi - s\phi s\phi c\phi + s\phi c\psi \end{bmatrix},$$

where $s_x$ and $c_x$ are abbreviations for sine and cosine, respectively.

Let $\dot{p}_b$ and $\omega_b$ denote the absolute translational and angular velocities of the UAV, respectively, while $\ddot{p}_b$ and $\dot{\omega}_b$ describe the absolute translational and angular velocities of the aerial vehicle expressed in $\Sigma_b$, respectively. Denoting with $\dot{n}_b$ the time derivative of $n_b$, the following equations hold [42]

$$\dot{p}_b = R_b(n_b) \dot{p}_b^b, \quad (1a)$$
$$\dot{\omega}_b = T_b(n_b) \dot{n}_b, \quad (1b)$$
$$\ddot{p}_b = R_b(n_b) ^T \dot{\omega}_b = Q(n_b) \dot{n}_b, \quad (1c)$$

where $T_b(n_b)$ is the $(3 \times 3)$ transformation matrix between the time derivative of $n_b$ and the correspondent $\omega_b$, while $Q(n_b) = R_b(n_b)^T T_b(n_b)$ maps the time derivative of $n_b$ into the UAV angular velocity expressed with respect to $\Sigma_b$. The detailed expression of $Q(n_b)$ is

$$Q(n_b) = \begin{bmatrix} 1 & 0 & -s\phi \\ 0 & c\phi & c\phi s\phi \\ 0 & -s\phi & s\phi c\phi \end{bmatrix},$$

with a singularity at $\theta = \pm \pi/2$.

The dynamic equations related to the UAV can be retrieved by using the Newton-Euler formulæ [13]

$$m \ddot{p}_b = -mS(\omega_b^b) \dot{p}_b^b + mR_b(n_b)^T g + f_b^b + f_b^u(\cdot), \quad (2a)$$
$$\ddot{R}(n_b) = R(n_b) S(\omega_b) \quad (2b)$$
$$I_b \ddot{\omega}_b = -S(\omega_b^b) I_b \omega_b + \tau_b^b + \tau_b^u(\cdot), \quad (2c)$$

where $\dot{p}_b^b$ is the absolute translational acceleration of the UAV expressed with respect to $\Sigma_b$; $m$ is the mass of the vehicle; $I_b$ is the $(3 \times 3)$ constant inertia matrix of the UAV expressed with respect to $\Sigma_b$; $\omega_b^b$ is the absolute angular acceleration of the UAV expressed with respect to $\Sigma_b$; $\omega_b$ is the absolute angular velocity of the UAV expressed with respect to $\Sigma_b$; $\tau_b^b$ and $\tau_b^u(\cdot)$ are two $(3 \times 1)$ vectors denoting unknown forces and moments, respectively, acting on the vehicle—aerodynamic and buoyancy effects, flapping dynamics [44], parametric uncertainties, imbalances caused by batteries and/or on-board sensors, motion of a robotic arm (or moving sensors, e.g. a laser scanner on a pan-tilt mechanism) mounted on the aerial platform, wind gusts, interaction with the environment, etc. and whose dependencies on $(\dot{p}_b, \ddot{p}_b, \omega_b^b, \omega_b^b, R(n_b), t)$, where $t$ denotes the time variable, have been omitted for brevity.

The detailed expressions of both the input forces $f_b^b$ and torques $\tau_b^b$ depend on the configuration of the considered aerial vehicle. Most of the VTol UAVs are underactuated systems with six degrees of freedom and four main control inputs. Hence, many UAVs can be characterized by three input control torques $\tau_b^c = [\tau_\phi \ \tau_\theta \ \tau_\psi]^T$ and one input control force $f_b^c = [0 \ 0 \ u]^T$, where $u$ denotes the thrust perpendicular to the propellers rotation plane. In the quadrotor case of Fig. 1, the relationship between the thrust, the control torques, and the squared propellers speed $w_i^2$, with $i = 1, \ldots, 4$, is [22]

$$u = \rho_u (w_1^2 + w_2^2 + w_3^2 + w_4^2), \quad (3a)$$
$$\tau_\phi = l \rho_u (w_2^2 - w_1^2), \quad (3b)$$
$$\tau_\theta = l \rho_u (w_3^2 - w_4^2), \quad (3c)$$
$$\tau_\psi = cu_1^2 - cw_2^2 + cw_3^2 - cw_4^2, \quad (3d)$$

where $l$ is the distance between each propeller and the center of mass of the quadrotor, $\rho_u > 0$ and
where $i_3 = [0 \ 0 \ 1]^T$; $M(\eta_b) = Q(\eta_b)^T I_b Q(\eta_b)$ is the $(3 \times 3)$ symmetric and positive definite inertia matrix (provided that $\theta \neq \pm \pi/2$), and $C(\eta_b, \dot{\eta}_b) = Q^T S(Q \eta_b) I_b Q + Q^T I_b Q$ is the $(3 \times 3)$ Coriolis matrix, in which the dependences have been dropped and $\dot{Q}(\eta_b)$ represents the time derivative of $Q(\eta_b)$.

Mentioning that only Euclidean norms are taken into account in the remainder of the paper, the following assumptions are considered.

- **Assumption 1.** The aerial vehicle does not pass through the singularities. The allowable configuration space for the yaw-pitch-roll angles $\eta_b$ is thus $Q_\eta = \{ \eta_b \in \mathbb{R}^3 | \theta \neq \pi/2 + k\pi, k = \ldots, -1, 0, 1, \ldots \}$.

- **Assumption 2.** Unknown forces $f_u(t)$ and moments $\tau_u(t)$ depend only on the time variable $t$ and they are continuously differentiable and bounded with respect to it. Therefore, the following inequalities hold

$$
\begin{align*}
\|f_u\| &\leq B_1 < \infty, \\
\|\dot{f}_u\| &\leq B_2 < \infty, \\
\|\ddot{f}_u\| &\leq B_3 < \infty, \\
\|\tau_u\| &\leq B_4 < \infty, \\
\|\dot{\tau}_u\| &\leq B_5 < \infty, \\
\|\ddot{\tau}_u\| &\leq B_6 < \infty,
\end{align*}
$$

where $B_i$, with $i = 1, \ldots, 6$, are positive constants.

It is also worth to recall the following property.

- **Property 1.** Considering the expression in (4b), the following property holds $\ddot{M}(\eta_b)\dot{\eta}_b + 2C(\eta_b, \dot{\eta}_b)\dot{\eta}_b = 0$.

$$
\dot{\eta}_b^T \left( M(\eta_b) - 2C(\eta_b, \dot{\eta}_b) \right) \dot{\eta}_b = 0,
$$

where $M(\eta_b)$ represents the time derivative of $M(\eta_b)$. If the Coriolis matrix is represented through the Christoffel symbols, then for any arbitrary $(3 \times 1)$ vector $\mathbf{v}$ the following quadratic form holds

$$
\dot{\mathbf{v}}^T \left( M(\eta_b) - 2C(\eta_b, \dot{\eta}_b) \right) \dot{\mathbf{v}} = 0.
$$

3.1. Discussion about the employed assumptions

The impact of the employed assumptions, made to simplify the control design, is deeply analysed in the following.

Assumption 1 is restrictive only from a mathematical point of view. The singularity about the pitch angle is related to the employed angular representation and it is not a physical singularity; moreover, notice that a pitch angle of $\pm \pi/2$ does not happen because acrobatic manoeuvres (i.e., death loops) are not within the goals of this work, the initial conditions are chosen far from that singularity condition and the controller will be shown to be stable. In addition, since only two points in the configuration space are not allowed, this case might also be handled from a practical point of view during the implementation of the programming code. It goes without saying that a non minimal representation for the rotations might be in principle employed, i.e. unit quaternions. The related control laws guarantee almost global asymptotic stability.

In any case, both Euler angles and quaternions representations suffer of the so-called unwinding phenomenon if the control laws are not properly designed. In this paper, through the use of Assumption 1, the problem is related to the yaw angle $\theta$. Nevertheless, the concept about the hybrid-dynamic path-lifting algorithm proposed in [40] can be easily implemented as a solution for both Euler angles and quaternions representations.

\footnote{
In the unit quaternion case, the problem is that, roughly speaking, different quaternions may represent the same physical attitude of the related rigid body.\footnote{As an example, defining the yaw angle between $[0, 2\pi]$ and stabilizing the yaw around $0$, it may happen that for some values of the yaw around $0$ the controller tries to make an undesired complete rotation of the aerial vehicle.}}
With reference to Assumption 2, notice that the motivations about neglecting the dependence of the unknown forces and moments from the aerial vehicle’s angular attitude, angular velocity and translational accelerations are taken from \[43\]. The independence of \(f_u\) and \(\tau_u\) from \(\dot{p}_b\) and \(\omega_b\) can be justified since, in general, the density of the body of the aerial platform is much more relevant than the one of the environment fluid. The independence from \(\omega_b\) is better justified when the unknown generalized forces apply near the aerial vehicle’s center of mass and the motion reaction forces resulting from the rotation of the aerial platform can be neglected with respect to the ones produced by eventual linear movements. The independence from \(\dot{p}_b\) is the most restrictive one since it is supposed that the aerial vehicle moves very slowly and for almost all the task it is in hovering. Such an assumption is much more justified in aerial manipulation tasks. However, on the one hand, such condition simplifies the derivation of the control law and its stability proof; on the other hand, during experimental validation in Section 7, the hovering condition is overcome and the performance of the control law is evaluated despite the employed assumption. The independence from the vehicle’s attitude \(R_b(\eta_b)\) is valid when the aerodynamic forces do not depend on the aerial platform orientation. This happens essentially on the basis of the vehicle’s shape. In case of VToL UAVs such assumption is thus very reasonable due to the fact that lift forces are not so sensitive with respect to the attack angles. In conclusion, thanks to Assumption 2, the unknown forces and moments are only time depending and their boundedness is not so much restrictive, but instead properly physically justified as underlined in \[43\].

4. Momentum-based estimator of external wrench and unmodeled dynamics

The \((6 \times 1)\) generalized momentum vector of the system \[4\] can be defined as

\[
q = \begin{bmatrix} mI_3 & O_3 \\ O_3 & M(\eta_b) \end{bmatrix} \begin{bmatrix} \dot{p}_b \\ \dot{\eta}_b \end{bmatrix}, \tag{7}
\]

where \(I_n\) and \(O_n\) are \((n \times n)\) identity and zero matrices, respectively. From the expressions of \(M(\eta_b)\) and \(C(\eta_b, \dot{\eta}_b)\) and from Property 1, it is possible to prove that the following expression holds

\[
M(\eta_b, \dot{\eta}_b) = C(\eta_b, \dot{\eta}_b) + C(\eta_b, \dot{\eta}_b)^T. \tag{8}
\]

By using \[4\] and \[8\], the time derivative of the generalized momentum vector \(q\) is

\[
\dot{q} = \begin{bmatrix} -uR_b(\eta_b)i_3 + f_u(t) + mg \\ Q(\eta_b)^T \tau_b^o + \tau_u(t) + C(\eta_b, \dot{\eta}_b)^T \dot{\eta}_b \end{bmatrix}. \tag{9}
\]

The goal of the proposed estimator is to achieve a linear relationship between the dynamics of the estimated external wrench, unmodeled effects and the real ones. Hence, in the Laplace’s domain, such relationship has the following expression

\[
\begin{bmatrix} \hat{f}_u(s) \\ \hat{\tau}_u(s) \end{bmatrix} = G(s) \begin{bmatrix} f_u(s) \\ \tau_u(s) \end{bmatrix}, \tag{10}
\]

where \(s\) is the complex variable in the Laplace’s domain, \(\hat{f}_u\) and \(\hat{\tau}_u\) are the \((3 \times 1)\) vectors of the estimated unknown forces and moments, respectively, while \(G(s)\) is a \((6 \times 6)\) diagonal matrix of transfer functions in which the \(i\)-th element, with \(i = 1, \ldots, 6\), has the following expression

\[
G_i(s) = \frac{\omega_{n,i}^2}{s^2 + 2\zeta_i\omega_{n,i}s + \omega_{n,i}^2}, \tag{11}
\]

where \(w_{n,i}\) and \(\zeta_i\) are the desired natural frequency and damping of the designed estimator, respectively, for the \(i\)-th component.

In order to get \[11\] component-wise in \[10\], the expression of the estimated external wrench and unmodeled dynamics \(r(t) = \begin{bmatrix} \dot{p}_b^T \\ \dot{\eta}_b^T \\ \dot{\tau}_b \end{bmatrix}\) in the time domain is defined as follows

\[
r(t) = K_1 \left( \int_0^t -r(\sigma) + K_2 \left( q(\sigma) - \int_0^t \left( r(\sigma) + \left[ -uR_b(\eta_b)i_3 + mg \\ Q(\eta_b)^T \tau_b^o + C(\eta_b, \dot{\eta}_b)^T \dot{\eta}_b \right] \right) d\sigma \right) d\sigma \right), \tag{12}
\]

where it is assumed that \[3\] \(q(0) = r(0) = \dot{r}(0) = 0\), while \(K_1 = \text{diag} \{K_{1,1}, K_{1,2}\}\) and \(K_2 = \text{diag} \{K_{2,1}, K_{2,2}\}\) are \((6 \times 6)\) positive definite diagonal matrices, in which \(K_{i,j}, i, j = \{1, 2\}\), is a \((3 \times 3)\) positive definite diagonal matrix. Considering \[4\] and \[9\], the dynamics of \[12\] is

\[
\dot{r} + K_1 \dot{r} + K_1 K_2 r = K_1 K_2 f_u, \tag{13}
\]

that in Laplace domain is equivalent to the 6 transfer functions in \[10\]. Once the natural frequencies

\[3\]This condition means that, in the practice, the estimator has to start before the take-off of the UAV.
and the damping factors in (11) have been designed, the components of the gains $K_1$ and $K_2$ in (12) can be computed as follows

$$k_{1,i} k_{2,i} = \frac{\omega_n^2}{\omega_n}$$

$$k_{1,i} = 2 \zeta \omega_n$$

where $i = 1, \ldots, 6$, and $k_{1,i}$ and $k_{2,i}$ are the $i$-th elements of $K_1$ and $K_2$, respectively.

Notice that, in ideal case,

$$\zeta \rightarrow 1 \quad \omega_n \rightarrow \infty \Rightarrow r(t) = \begin{bmatrix} f_u \\ \tau_u \end{bmatrix} \approx \begin{bmatrix} f_u \\ \tau_u \end{bmatrix},$$

where $i = 1, \ldots, 6$, which means that the gains should be taken as large as possible in the practice.

The quantities required to compute $r$ are the UAV orientation $\eta$, the related time derivative $\dot{\eta}$, the vehicle translational velocity $\dot{p}_b$, the commanded input torques $\tau_b^i$, the thrust $u$ and the knowledge about the UAV inertia matrix $I_b$ and mass $m$. The quantities $\eta$ and $\dot{\eta}$ can be retrieved by the on-board IMU sensor, while $\dot{p}_b$ can be estimated by using GPS and/or visual data [49, 50].

The thrust $u$ and the input torques $\tau_b^i$ are given by the passivity-based controller (see Section 4). The UAV inertia $I_b$ and mass $m$ should be instead known a-priori. Notice that no inversion of the inertia matrix $M(\eta_b)$ is required, and also no knowledge about the absolute position $p_b$ of the UAV is needed. Moreover, notice that, with respect to [18], a second-order transfer function has been considered to better weaken the effects of high-frequencies noise (e.g., introduced by both the IMU sensor and the estimation of $p_b$) that overcomes the selected bandwidth designed through the choice of $w_{n,i}$, with $i = 1, \ldots, 3$. Notice that with small modifications to (12), it is possible to reach a transfer function in (10) of the desired order.

5. VToL UAVs passivity-based control

The time scale separation highlighted in the classical hierarchical controllers [17, 21] is traduced in a inner-outer loop control architecture. Namely, the inner loop is devoted to control the fast time-scale angular part, while the outer loop tackles the slow time-scale position tracking part. Because of the underactuation of the system, only 4 components can be provided by an external planner. Since $p_b$ and $\psi$ are flat outputs for the system (11) [51], the planner gives as inputs to the controller the desired position trajectory of the UAV, described by the $(3 \times 1)$ vectors $p_d$ and $\psi_d$, and the desired yaw trajectory, described by $\psi_d$, $\psi_a$ and $\psi_d$. Hence, the desired pitch and roll components are implicitly computed on the basis of the planned UAV position and yaw.

For the inner loop, let $\eta_d = [\phi_d \ \theta_d \ \psi_d]^T$ be the $(3 \times 1)$ vector of the UAV desired attitude with $\dot{\eta}_d$ and $\ddot{\eta}_d$ its time derivatives. Define the following $(3 \times 1)$ reference vector for the attitude velocity

$$\dot{\eta}_r = \dot{\eta}_d - \nu e_n,$$  

where $e_n = \eta_b - \eta_d$ is the $(3 \times 1)$ angular tracking error and $\nu > 0$ a coupling parameter. The following passivity-based control input can be then defined for the inner loop

$$\tau_b = Q(\eta_b)^{-T} (M(\eta_b)\dot{\eta}_r + C(\eta_b, \dot{\eta}_b)\dot{\eta}_r - \ddot{\tau}_u - D_\nu v_\eta - K_\nu e_n),$$

(15)

where $D_\nu$ and $K_\nu$ are $(3 \times 3)$ positive definite diagonal gain matrices, $\dot{e}_\eta = \dot{\eta}_b - \dot{\eta}_d$, $\ddot{e}_\eta = \ddot{\eta}_b - \ddot{\eta}_d - \nu \dot{e}_\eta$ and $v_\eta = e_\eta + \nu e_n$. Considering (13), notice that no cancellation of dynamic model terms is performed through (15).

The outer loop has then to provide the desired thrust and the reference values of the pitch and roll angles. Define a $(3 \times 1)$ virtual input acceleration vector $\mu$ devoted to the position tracking part and that will be designed in the following. It should be possible to retrieve the thrust and the desired attitude angles values for the inner loop from the virtual control input $\mu$. For this reason, it is imposed that

$$\mu = -\frac{u}{m} R_b(\eta_d) \hat{\eta}_3 + g + \frac{1}{m} \hat{f}_u,$$  

(16)

representing the desired acceleration vector with respect to $\Sigma_t$, in which the magnitude is the thrust $u$ produced by the propellers, while the orientation is given by the desired UAV attitude. Properly designing $\mu$, inverting (10) it is then possible to retrieve the desired values for the thrust and the attitude angles that are in turn exploited as references for the inner control loop. Therefore, let $e_\eta = p_b - p_d$, $\dot{e}_\eta = \dot{p}_b - \dot{p}_d$, $\ddot{e}_\eta = \ddot{p}_b - \ddot{p}_d$ and $\ddot{e}_\eta = \ddot{p}_b - \ddot{p}_d$ be the $(3 \times 1)$ tracking errors, and let $\hat{f} = \hat{f}_u - \hat{f}_u$ be the estimated force error. Replacing both $\eta_b = \eta_d + e_\eta$ and $f_u = \hat{f}_u + \hat{f}$ in (16), recalling (10), yields

$$\ddot{\eta}_b = \mu + \frac{u}{m} \delta(\eta_d, e_\eta) + \frac{1}{m} \hat{f},$$

(17)
where $\delta(\eta_d, e_p) = [\delta_x \delta_y \delta_z]^{T}$ is the following $(3 \times 1)$ interconnection vector

$$
\delta = \begin{bmatrix}
    s_{\phi_d}s_{\psi_d} - s_{\phi}s_{\psi} - c_{\phi}c_{\psi}s_{\theta} + c_{\phi_d}c_{\psi_d}s_{\theta_d} \\
    c_{\phi}s_{\phi_d} - c_{\phi_d}s_{\phi} + c_{\phi}s_{\theta_d}c_{\psi_d} - c_{\phi_d}s_{\theta}c_{\psi} \\
    c_{\theta_d}c_{\phi_d} - c_{\theta}c_{\phi}
\end{bmatrix},
$$

(18)

with $\phi = e_\phi + \phi_d$, $\theta = e_\theta + \theta_d$ and $\psi = e_\psi + \psi_d$.

The virtual control input $\mu$ can now be chosen as

$$
\mu = \dot{p}_d - \frac{1}{m} (D_p \dot{e}_p + K_p e_p),
$$

(19)

where $D_p$ and $K_p$ are two $(3 \times 3)$ positive definite diagonal gain matrices.

Folding (15) and (19) into (11) and (17), respectively, yields the following closed-loop equations

$$
\begin{align}
    m \dot{e}_p + D_p \dot{e}_p + K_p e_p &= u \delta(\eta_d, e_p) + \tilde{f}, \\
    M(\eta_b) \dot{v}_\eta + (C(\eta_b, \dot{\eta}_b) + D_o) v_\eta + K_o e_\eta &= \tilde{\tau},
\end{align}
$$

(20a)

(20b)

where $\dot{v}_\eta = \dot{\eta}_b + \nu \dot{\eta}_b$ and $\tilde{\tau} = \tau_u - \tilde{\tau}_w$. The right side of equation (20a) acts like an external force on the closed subsystem and depends on both the UAV attitude error and the estimated unknown forces error. The right side of equation (20b) is the residual of the estimated moments and acts as a disturbance on the second subsystem. Thus, the expressions in (20) establish passive relationships between the reconstruction errors of generic unknown disturbances and the tracking errors. In particular, for equation (20b), as underlined in [52], there exists a passive mapping between $\tau$ and $v_\eta$, at least in hovering case.

- **Remark 1.** Notice that the relationship in (20a) is equivalent to a generalized mechanical impedance reacting to the external disturbance given by $(u \delta(\eta_d, e_p) + \tilde{f})$ with the same mass $m$ of the aerial vehicle, and with a stiffness and damping that are programmable through the choice of the gain matrices $K_p$ and $D_p$, respectively.

- **Remark 2.** The gains that have to be tuned in the proposed controller are namely: $K_1$ and $K_2$ for the estimator; $K_p$ and $D_p$ for the UAV translational part; $\nu$, $K_o$ and $D_o$ for the angular one. A discussion about how to choose $\nu$ is done in [53], while the physical meanings of $K_p$ and $D_p$ are given in Remark 1. $K_o$ and $D_o$ might have similar meanings of programmable stiffness and damping of a torsional spring. The translational part is the slowest one due to the time-scale separation and because it depends on the attitude error. Hence, once the desired stiffness $K_p$ and damping $D_p$ have been chosen, it is possible to retrieve the closed-loop bandwidth of the controlled system. Then, the natural frequency and damping factor of the estimator can be tuned on the basis of this choice. In particular, they have to be at least larger than those designed for the UAV translational part so as not to weaken the closed-loop designed performance.

To recap, the proposed architecture is depicted in the block scheme of Fig. 2. After computing the position tracking errors $e_p$ and $\dot{e}_p$, and knowing

---

**Figure 2:** Block scheme of the proposed control architecture. In red, the corresponding equations in the paper related to each block.
the feedforward acceleration $\tilde{p}_d$, the virtual control input $\mu$ can be computed as in (19). The desired thrust $u$ and the reference pitch and roll can be computed by inverting (16) as follows [17]

$$u = m \sqrt{\bar{\mu}_1^2 + \bar{\mu}_2^2 + (\bar{\mu}_3 - g)^2}, \quad (21a)$$

$$\phi_d = \sin^{-1} \left( \frac{\bar{\mu}_2 \cos \psi_d - \bar{\mu}_1 \sin \psi_d}{u} \right), \quad (21b)$$

$$\theta_d = \arctan2 (\bar{\mu}_1 \cos \psi_d + \bar{\mu}_2 \sin \psi_d, \bar{\mu}_3 - g), \quad (21c)$$

where $\bar{\mu} = [\bar{\mu}_1 \bar{\mu}_2 \bar{\mu}_3]^T = \mu - (1/m) \bar{f}_u$, with $\bar{f}_u$ given by (12), while the desired yaw $\psi_d$ is given by the planner. A second-order low-pass digital filter should be employed to reduce noise and compute both first and second derivatives of $\eta_d$ [17], so as to get $\dot{\eta}_d$ and $\ddot{\eta}_d$, and hence compute in turn the attitude tracking errors $e_{\eta}$ and $\dot{e}_{\eta}$. The control input vector $\tau_b^u$ is computed as in (15), in which $\tau_b^u$ is given by (12). Having both the thrust $u$ and the actuation torques $\tau_b^u$, the squared propellers speeds $u_i^2$ of the VToL UAV, with $i = 1, \ldots, 4$, are computed by inverting (3).

**Remark 3.** Notice that in case $\bar{\mu} = \mu - (1/m) \bar{f}_u = g$, equation (21b) is indeterminate. This exact condition is very difficult to happen in the practice but it can not be a priori excluded. From a physical point of view, such numeric singularity means a desired acceleration for the UAV equal to the gravity: this can be achieved with a zero thrust, i.e. turning off the propellers as it is evident from (5a). When the propellers are turned off, any values for the pitch and the roll are not reachable since the control is obviously not in action. In the practice, such a particular and uncommon condition can be nonetheless easily managed from a software point of view since the thrust is calculated as in (21a). It is worth remarking that no problems happened during the experiments, some of which are described in Section [7].

**Remark 4.** Although it is of less interest, the passivity-based approach here proposed can be employed also without considering the compensation of external wrench and unmodeled dynamics, i.e. neglecting the term $\tilde{\tau}_u$ in (16) and with $\bar{\mu} = \mu$ in (21). As highlighted in [54], the use of integral/adaptive actions, as well as of external disturbances observers, might in some cases worsen and not improve the controller performance. Therefore, in the reminder of the paper and during the experiments, it will be checked under which conditions the compensation of the estimated terms improves the performance of the sole passivity-based controller.

6. Stability proof

This section is devoted to show the stability of the whole control scheme made up by the momentum-based estimator of external wrench and unmodeled dynamics, and the passivity-based controller. It is worth mentioning that only marginal stability can be ensured since perturbation terms on the right sides of (20) might be nonvanishing. Moreover, it is also shown how adding the compensation of the estimated terms may help in reducing the asymptotic bounds of the closed-loop systems.

Let $x_1 = [\bar{e}_p^T \bar{e}_p^T]^T$ and $x_2 = [\bar{e}_\eta^T \bar{e}_\eta^T]^T$ be two $(6 \times 1)$ vectors denoting the state of the closed-loop system equations (23a) and (23b), respectively, which can also be arranged in the following way

$$\dot{x}_1 = \alpha_1(m, x_1, K_p, D_p) + \beta_1(u, m, \eta_d, e_\eta, \bar{f}), \quad (22a)$$

$$\dot{x}_2 = \alpha_2(\nu, x_2, \eta_b, K_\nu, D_\nu) + \beta_2(\eta_b, \tilde{\tau}), \quad (22b)$$

where

$$\alpha_1 = \left[ -\bar{D}_p \bar{e}_p - (1/m) K_p e_p \right],$$

$$\alpha_2 = \left[ -M^{-1} (\nu \bar{e}_\eta + (C + D_\nu) v_\eta + K_\nu e_\eta) \right],$$

$$\beta_1 = \left[ (u/m) \bar{\mathbf{0}}_3 + (1/m) \bar{f} \right] ,$$

$$\beta_2 = \left[ \mathbf{0}_3 \bar{M}^{-1} \tilde{\tau} \right],$$

in which dependences have been dropped and $\mathbf{0}_n$ is the $(n \times 1)$ null vector. Let define the nominal systems as the closed-loop equations (22) without the perturbation terms $\beta_1(u, m, \eta_d, e_\eta, \bar{f})$ and $\beta_2(\eta_b, \tilde{\tau})$

$$\dot{x}_1 = \alpha_1(m, x_1, K_p, D_p), \quad (23a)$$

$$\dot{x}_2 = \alpha_2(\nu, x_2, \eta_b, K_\nu, D_\nu). \quad (23b)$$

The following further assumption is considered.

**Assumption 3.** The planned translational acceleration norm is bounded as

$$\ddot{p}_d \leq \|\ddot{p}_d\|_{\text{max}} = B_7.$$  (24)
Two main theorems will be employed in the following.

**Theorem 1.** Consider the generic perturbed system

\[ \dot{x} = f(t, x) + g(t, x). \]  
(25)

Let \( x = 0 \) be a globally exponentially stable equilibrium point of the nominal system

\[ \dot{x} = f(t, x). \]  
(26)

Let \( V(t, x) \) be a Lyapunov function of (26) satisfying the following inequalities

\[
\begin{align*}
\gamma_1 \| x \|^2 &\leq V(t, x) \leq \gamma_2 \| x \|^2, \\
\frac{\partial V}{\partial t} + \frac{\partial V}{\partial x} f(x) &\leq -\gamma_3 \| x \|^2, \\
\| \frac{\partial V}{\partial x} \| &\leq \gamma_4 \| x \|, 
\end{align*}
\]
(27)

where \( V(t, x) \) is defined in \([0, \infty) \times D = \{ \| x \| < \infty \} \) and \( \gamma_i > 0 \), with \( i = 1, \ldots, 4 \). Suppose the perturbation term in (25) satisfies the uniform bound

\[ \| g(t, x) \| \leq \Delta < \infty, \]  
(28)

for all \( t \geq t_0 \). Then, for all \( \| x(t_0) \| < \infty \), the solution \( x(t) \) of the perturbed system (25) satisfies

\[
\begin{align*}
\| x(t) \| &\leq \xi e^{-\rho(t-t_0)} \| x(t_0) \|, \quad \forall t_0 \leq t < t_1, \\
\| x(t) \| &\leq B, \quad \forall t \geq t_1,
\end{align*}
\]
(29)

for some finite time \( t_1 \), where

\[ \xi = \sqrt{\frac{\gamma_2}{\gamma_1}} \rho = \frac{1-\epsilon}{2 \gamma_2}, \quad B = \frac{\Delta \gamma_4}{\epsilon \gamma_3} \sqrt{\frac{\gamma_2}{\gamma_1}}, \]

with \( \epsilon < 1 \).

Proof. See [54], Lemma 5.2.

**Theorem 2.** Consider a generic perturbed system like (25). Let \( x = 0 \) be a globally exponentially stable equilibrium point of the nominal system (25). Let \( V(t, x) \) be a Lyapunov function of (25) satisfying inequalities (27). Suppose the perturbation term in (25) satisfies the following inequality

\[ \| g(t, x) \| \leq \Gamma_1(t) \| x \| + \Gamma_2(t), \]  
(30)

where both \( \Gamma_1(t) \) and \( \Gamma_2(t) \) are nonnegative and continuous terms for all \( t \geq t_0 \). Moreover, \( \Gamma_2(t) \) has to be also bounded for all \( t \geq t_0 \), while \( \Gamma_1(t) \) must satisfy the following inequality

\[ \int_{t_0}^{t} \Gamma_1(t)dt \leq b_1(t-t_0) + b_2, \]  
(31)

for some nonnegative constants \( b_1 \) and \( b_2 \), with

\[ b_1 < \frac{\gamma_1 \gamma_3}{\gamma_2 \gamma_4}. \]  
(32)

Then, for any initial condition of the state \( x(t_0) \), the solution of the perturbed system (25) satisfies the following bound

\[ \| x(t) \| \leq b_3, \]  
(33)

with

\[ b_3 = \max \left\{ \frac{\xi \gamma_2}{\gamma_1} \| x(t_0) \|, \frac{\xi \gamma_4}{2 \rho \gamma_2} b_4 \right\}, \]

where

\[ \xi = e^{\frac{\gamma_3}{\gamma_1}}, \quad \rho = \frac{1}{2} \left( \frac{\gamma_3}{\gamma_2} - b_1 \frac{\gamma_4}{\gamma_1} \right), \quad b_4 = \sup_{t \geq t_0} \Gamma_2(t). \]

Proof. See [54], Lemma 5.7.

By exploiting the two theorems introduced above, a two-steps procedure is employed to prove the stability of (22). First, the stability of (22) is verified and the ultimate bound is found for the solution \( x_2(t) \), with \( t \geq t_0 \) and \( t_0 \geq 0 \) a generic starting time instant. Then, the stability of (22) is verified considering also the interconnection with the angular closed-loop equation (22b) given by \( e_\tau \). However, before starting with these proofs, the boundedness of the errors of the momentum-based estimator is provided.

6.1. Boundedness of the external wrench and unmodeled dynamics estimation errors

A bound for the error of the momentum-based estimator of the external wrench and unmodeled dynamics is provided in this subsection. The detailed analysis is carried out for the estimated moments: a similar procedure is valid for the estimated forces.

Since \( \hat{\tau} = \tau - \hat{\tau} \), the following equations hold

\[
\begin{align*}
\hat{\tau}_u &= \tau_u - \hat{\tau}, \\
\hat{\dot{\tau}}_u &= \dot{\tau}_u - \hat{\dot{\tau}}, \\
\hat{\ddot{\tau}}_u &= \ddot{\tau}_u - \hat{\ddot{\tau}}.
\end{align*}
\]
(34)

Equation (13) can be written in the following way for what concerns the moments’ part

\[
\begin{align*}
\hat{\ddot{\tau}}_u + K_{1,2} \hat{\dot{\tau}}_u + K_{1,2} K_{2,2} \hat{\tau}_u &= K_{1,2} K_{2,2} \tau_u, 
\end{align*}
\]
(35)
and substituting (34) into (35) yields
\[ \ddot{\tau} + K_{1,2} \dot{\tau} + K_{1,2} \tau = \tau_u + K_{1,2} \dot{\tau}_u, \]
which is the considered perturbed systems representing the evolution of the error estimate of the unknown moments. The right side term in (29) denotes a disturbance against the convergence of the error estimate to zero. For sole constant unknown moments \( \tau_u \), the right side term in (36) vanishes, meaning a perfect estimate. Otherwise, due to delay introduced by the estimation dynamics in (13), the error remains anyway bounded as proven by the following corollary.

**Corollary 1.** The error \( \tilde{\tau} = [\tilde{\tau}_T \dot{\tilde{\tau}}_T]^T \) is bounded while estimating unknown perturbations satisfying (3). In particular, considering \( \tilde{x}_\tau = [\tilde{\tau}_T \dot{\tilde{\tau}}_T]^T \), the following ultimate bound holds
\[ \| \tilde{x}_\tau(t) \| \leq \xi_1 e^{-\rho_1(t-t_0)} \| \tilde{x}_\tau(t_0) \|, \quad \forall t_0 \leq t < t_1, \quad (37a) \]
\[ \| \tilde{x}_\tau(t) \| \leq B_8, \quad \forall t \geq t_1, \quad (37b) \]
for some positive constants \( \xi_1, \rho_1 \) and \( B_8 \) defined in the proof. Moreover, in case of constant unknown forces \( \tau_u \) and moments \( \tau_u \), the equilibrium points \( \tilde{x}_f = [\tilde{f}_T \dot{\tilde{f}}_T]^T = 0_6 \) and \( \tilde{x}_\tau = 0_6 \) are globally exponentially stable.

**Proof.** See Appendix A \( \Box \)

From (37), it is possible to have
\[ \| \tilde{\tau} \| \leq B_9 = \max \{ \xi_1 \| \tilde{x}_\tau(t_0) \|, B_8 \}, \quad (38) \]
for all \( t \geq t_0 \), which represents the ultimate bound for the moments estimation error. Therefore, since the proof in Appendix A is performed for the estimated moments but the same procedure holds for the estimated forces, it is possible to conclude that
\[ \| \tilde{f} \| \leq B_{10}, \quad (39) \]
with \( B_{10} > 0 \) depending on \( B_2 \) and \( B_3 \) (see (5b)–(5d)).

**Remark 5.** Taking into account the proof in Appendix A if the unknown moments \( \tau_u \) are constants, the right side term in (36) vanishes. Hence \( B_5 = B_6 = 0 \Rightarrow B_3 = \| \tilde{\tau} \| = 0 \), for all \( t \geq t_1 \).

### 6.2. Stability of the closed-loop equation (22b)

As shown by the following corollary, the closed-loop equation (22b) is stable for bounded perturbations and exponentially stable for constant unknown moments.

**Corollary 2.** Under the given assumptions, considering the dynamic model of a generic VTOL UAV for the angular part (41), the designed control law (19) and the compensation of the estimated moments in (12), the state error \( x_2 \), whose dynamics is given by the closed loop system (22b), is ultimately bounded as
\[ \| x_2(t) \| \leq \xi_2 e^{-\rho_2(t-t_0)} \| x_2(t_0) \|, \quad \forall t_0 \leq t < t_2, \quad (40a) \]
\[ \| x_2(t) \| \leq B_{11}, \quad \forall t \geq t_2, \quad (40b) \]
for some positive constants \( \xi_2, \rho_2 \) and \( B_{11} \) defined in the proof. In particular, in case of constant unknown moments \( \tau_u \), the equilibrium point \( x_2 = 0_6 \) is exponentially stable.

**Proof.** See Appendix B \( \Box \)

The following remark concludes the analysis.

**Remark 6.** As underlined in Section 6.1 when only constant unknown moments \( \tau_u \) are present, the norm \( \| \tilde{\tau} \| \) goes asymptotically to zero. Hence, \( B_9 \) is zero as well as \( B_{11} \) for all \( t \geq t_2 \). Therefore, the closed-loop system (22b) becomes exponentially stable.

### 6.3. Stability of the closed-loop equation (22a)

As shown by the following corollary, the closed-loop equation (22a) is stable for bounded perturbations and exponentially stable for constant unknown moments and forces.

**Corollary 3.** Under the given assumptions, considering the dynamic model of a generic VTOL UAV for the translational part (19), the designed control law (19) and the compensation of the estimated unknown forces in (12), the state error \( x_1 \), whose dynamics is given by the closed loop system (22a), is ultimately bounded as
\[ \| x_1(t) \| \leq B_{17}, \quad (41) \]
with \( B_{17} \) a finite positive bound given in the proof. In particular, in case of constant unknown forces \( f_u \) and moments \( \tau_u \), the equilibrium point \( x_1 = 0_6 \) is exponentially stable.

**Proof.** See Appendix C \( \Box \)
7. Experiments

7.1. Set-up and technical details

Experiments have been performed by using an Asctech Pelican quadrotor. Both the controller and the estimator have been implemented onboard at 100 Hz on an ATOM CPU with a patched RTAI real-time kernel UBUNTU OS. An OptiTrack motion-capture system has been employed to track both the position and translational velocity of the quadrotor. A ground station made up of a personal computer with UBUNTU OS is in charge of the WiFi communication between the OptiTrack system and the quadrotor as well as for the operator telemetry.

The mass \( m \) and the inertia \( I_b \) of the vehicle that have been considered in the controller are 1.2 kg and \( \text{diag}(3.4, 3.4, 4.7) \cdot 10^{-3} \text{kgm}^2 \), respectively. The vehicle parameters in (3) are \( l = 0.21 \text{ m}, \rho_u = 1.8 \cdot 10^{-5} \text{Ns}^2/\text{rad}^2 \) and \( c = 8 \cdot 10^{-7} \text{Nms}^2/\text{rad}^2 \).

Following Remark 2, the gains of the controller have been tuned as follows: \( K_p = \text{diag}(25, 25, 100), \quad D_p = \text{diag}(10, 10, 20) \), for the translational part; \( K_o = \text{diag}(625, 625, 225), \quad D_o = \text{diag}(50, 50, 30) \) for the angular part. The factor \( \nu \) has been set to 100.

Regarding the estimator, instead, the natural frequency and the damping factor have been tuned to 7 rad/s and 1, respectively, for all the force and moment components.

7.2. Case studies

Several case studies are considered in the following. The hovering and tracking performance of the passivity-based control are shown. It will be highlighted how the sole passivity-based control (see Remark 4) is able to perform all the tasks with a good accuracy, but that the compensation is crucial when unmodelled dynamics terms and unexpected situations become relevant. A video of the presented case studies and other different situations can be found in the multimedia attachment.

Figure 4: Left: quadrotor with the attached pendulum. Right: quadrotor in front of the fan.

7.2.1. Case study A

In this first case study, the quadrotor tracks three times a given circular trajectory with a constant speed of 0.5 m/s. The circle is planned in the \( x, y \) plane at a constant altitude of 1 m from the ground by choosing three different points. The resulting radius is about 0.83 m. After the take-off, the quadrotor reaches the first point of the circle and then executes the planned trajectory. At the end, the landing operation is commanded. In the following analysis represented in Fig. 3, the take-off, the landing and the first-point reaching phases are not shown.

The comparison between the norms of the position error in the case of the passivity-based control with and without the compensation of the external wrench and unmodeled dynamics is depicted in Fig. 3(a). The attitude error norms are instead shown in Fig. 3(b). It is possible to notice how the sole passivity-based control is able to successfully track the circle. The average position error norm is about 5 cm which could be acceptable in several practical tasks. However, the performance is substantially improved by using the information provided by the estimator of unknown forces and moments: the norm of the position error decreases to less than 2 cm. From Figs. 3(c)-3(d) it is possible to notice that small uncertainties are present. For instance, the considered inertia \( I_b \) might be inaccurate and the estimated force along the \( z \) axis might be an indicator about either a missing amount in the considered mass of the Pelican or that the commanded thrust is not perfectly equal to the actual one. The commanded propellers inputs in the two considered cases are represented in Figs. 3(c)-3(d).

7.2.2. Case study B

In this second case study, the same circular trajectory of the previous situation is considered. However, an external load has been physically added and not considered in the controller. In pa-
ticular, after the take-off, a pendulum has been attached, through a hook (see Fig. 4), to the bottom of the quadrotor and far from the vertical axis of the vehicle of about 15 cm. The pendulum has a mass of about 0.15 Kg and a length of 0.21 m.

The effect of the additional load is visible in Fig.s 5(e)-5(f) where now the estimated force reflects the presence of the additional mass of the pendulum. Moreover, comparing Fig. 3(f) with Fig. 5(f) it is possible to notice the effect of the oscillations of the pendulum during the circular trajectory resulting in the presence of significant unknown moments. These disturbances affect the performance of the controller. Namely, in the sole passivity-based control, the average position error norm is about 9 cm (see Fig. 5(a)), while the average attitude error norm is about 10 degrees (see Fig. 5(b)). However, in any case, such control exhibits robust properties in presence of unmodelled and unpredicted effects. The performance is increased by exploiting the compensation provided by the estimator as it possible to see in Fig.s 5(a)-5(b).

The commanded propellers inputs are represented in Fig.s 5(c)-5(d).

### 7.2.3. Case study C

In this last case study, the quadrotor is subject to an external disturbance caused by a fan (see Fig. 4). This last is placed at about 1.1 m from the ground and at a distance of about 20 cm from the aerial vehicle in the $x,y$-plane. The quadrotor takes off at a height of about 0.6 m, then it reaches the altitude of 1.8 m passing in front of the fan. Then, it decreases again its altitude to 0.6 m (passing again through the wind flow generated by the fan) and finally goes in front of the fan at 1.1 m from the ground, simulating a persisting disturbance. After few seconds, the landing action is commanded. Each rectilinear path along the $z$ axis is performed at a constant speed of 0.5 m/s. The take-off and the landing phases are neglected in the plots of Fig. 6.

Again, in general, by looking at Fig.s 6(a)-6(b) it is possible to notice that the sole passivity-based control is stable even in the presence of both time-varying and constant disturbances: the performance is poor and can be recovered exploiting the compensation provided by the estimator. Fig.s 6(e)-6(f) show the estimated forces and moments in the compensation case. It is possible to
notice the first passage in front of the fan at about 20 s. Notice that the estimated forces are expressed with respect to $\Sigma_i$ and the fan is aligned to the $x$ axis of the inertial frame. The second passage in front of the fan is at about 25 s. Afterwards, the quadrotor stays in front of the fan from the time instant at 31 s until the landing command is given. At that point, it is possible to notice that the estimated forces are almost constant (about 0.8 N along the $x$ axis), while the estimated moments wave due to small oscillations of the aerial platform caused by small turbulent aerodynamic effects on the UAV. This last causes also a small estimated force along $z$ axis. The commanded propellers inputs are represented in Fig.s 6(c)-6(d).

8. Conclusion and future work

A momentum-based estimator of external wrench and unmodeled dynamics has been employed in this paper to control a VTOL UAV together with a passivity-based control. The algorithm enables to successfully perform hovering and tracking tasks with a good accuracy. The robustness of the control has been tested in presence of unmodelled dynamic parameters and external disturbances. However, even if the stability of the controller is preserved, the performance might be poor in this last case. For this reason, the presence of an estimator of forces and moments becomes crucial in presence of uncertainties. Compensation of such terms results in a stable controller with good performance in several different unexpected conditions and situations. Under certain assumptions, theoretical results prove the stability of the closed-loop systems including the proposed estimator. Experiments have been performed to illustrate the performance of the proposed control in real tasks.

Future work will be focused on problems related to outdoor scenarios: in particular, the effects on introducing an estimated translational velocity rather than using the one provided by a visual tracker. Moreover, the proposed architecture will be tested in a real aerial manipulation task.
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Appendix A. Proof of Corollary 1

Proof. Considering Theorem 1, the nominal system associated to (36) is

\[ \alpha_\tau(x_\tau) = \ddot{\tau} + K_{1,2} \dot{\tau} + K_{1,2} K_{2,2} \tau = 0. \]  (A.1)

The origin \( x_\tau = 0 \) of the linear system (A.1) is globally exponentially stable since (A.1) is a second-order differential linear equation with \( K_{1,2} \) and \( K_{2,2} \) positive definite matrices. Therefore, the following function

\[ V_1(x_\tau) = \frac{1}{2} x_\tau^T P_1 x_\tau, \]  (A.2)

is a Lyapunov function for (A.1), in which \( P_1 \) is a \((6 \times 6)\) positive definite symmetric matrix solving the following equation

\[ P_1 A_1 + A_1^T P_1 + \Lambda_1 = 0, \]  (A.3)

for any \((6 \times 6)\) definite positive symmetric matrix \( \Lambda_1 \), with \( A_1 \) the linear matrix associated to (A.1), depending on \( K_{1,2} \) and \( K_{2,2} \). Through this choice of \( V_1(x_\tau) \), the bounds in (27) are verified as follows [55]

\[ \gamma_1 = \Lambda_{\tau_1}, \quad \gamma_2 = \bar{\lambda}_{\tau_1}, \quad \gamma_3 = \Lambda_{\tau_1}, \quad \gamma_4 = 2\bar{\lambda}_{\tau_1}. \]  (A.4)

where \( \bar{\lambda} \) and \( \Lambda \) are the maximum and minimum eigenvalues, respectively, of the associated matrix.

Taking into account (5e) and (5f), the bound in (28) of the perturbation term \( \ddot{\tau}_u + K_{1,2} \dot{\tau}_u \) is satisfied with

\[ \Delta = \bar{\lambda}_{K_{1,2}} B_5 + B_0, \]  (A.5)
for all \( t \geq t_0 \).

Then, considering (29), for all \( \| x_r(t_0) \| < \infty \), the solution \( x_r(t) \) of the perturbed system (35) satisfies (37) for some finite time \( t_1 \), depending on (A.5) and \( \| x_r(t_0) \| \), where

\[
\xi_1 = \sqrt{\bar{\Lambda}_{P_1}}, \quad \rho_1 = \frac{(1 - \epsilon_1)\bar{\Lambda}_{\lambda_1}}{2\bar{\Lambda}_{P_1}},
\]

with \( \epsilon_1 < 1 \) and

\[
B_8 = \frac{2\bar{\Lambda}_{P_1}(\bar{\Lambda}_{K_{1,2}}B_3 + B_6)}{\epsilon_1\bar{\Lambda}_{\lambda_1}} \sqrt{\bar{\Lambda}_{P_1} \bar{\Lambda}_{\lambda_1}}.
\]

The same procedure can be applied for the estimated forces.

It is worth noticing that \( B_8 \) can be decreased through a proper choice of the gains \( K_{1,2} \) and \( K_{2,2} \) and of the matrix \( \Lambda_1 \).

**Appendix B. Proof of Corollary 2**

**Proof.** Theorem 1 is taken into account for the demonstration. In order to show that \( x_2 = 0_6 \) is a globally exponentially stable equilibrium point of the nominal closed-loop equation (23), the inequalities in (27) have to be satisfied [53]. Therefore, consider the following candidate Lyapunov function inspired by [53]

\[
V_2(t, x_2) = \frac{1}{2} x_2^T P_2 x_2,
\]

with

\[
P_2 = \begin{bmatrix} K_o + 2\nu D_o + \nu^2 M(\eta_b) & \nu M(\eta_b) \\ \nu M(\eta_b) & M(\eta_b) \end{bmatrix}.
\]

Thanks to Sylvester’s criterion, it is possible to verify that the quadratic form in (B.1) is positive definite and vanishes only when \( x_2 = 0_6 \). Inequality (27a) is then proved with \( \gamma_1 = \frac{1}{2}\bar{\Lambda}_{P_0} \) and \( \gamma_2 = \frac{1}{2}\bar{\Lambda}_{P_2} \). In order to verify (27b), the following inequality holds

\[
\frac{\partial V_2}{\partial t} + \frac{\partial V_2}{\partial x_2} \alpha_2(\nu, x_2, \eta_b, \hat{\eta}_b, K_o, D_o) \leq -x_2^T \Lambda_2 x_2,
\]

with

\[
\Lambda_2 = \begin{bmatrix} \nu K_o + \nu^2 D_o & O_3 \\ O_3 & D_o \end{bmatrix}.
\]

It is possible to easily check that \( \Lambda_2 \) is positive definite and then (27b) is verified through \( \gamma_3 = \bar{\Lambda}_{P_2} \). Finally, inequality (27c) is proved with \( \gamma_4 = \bar{\Lambda}_{P_2} \).

Taking into account [38], the uniform bound in (28) is proved as follows

\[
\| \beta_2(\eta_b, \tau_u) \| \leq \bar{\Lambda}_{M^{-1}} \| \tau_u \| \leq \bar{\Lambda}_{M^{-1}} B_9 < \infty.
\]

Then, considering (29), for all \( \| x_2(t_0) \| < \infty \), the solution \( x_2(t) \) of the perturbed system (22) satisfies (40) for some finite amount of time \( t_2 \geq t_1 \), depending on (15.2) and \( \| x_2(t_0) \| \), where

\[
\xi_2 = \sqrt{\bar{\Lambda}_{P_2}}, \quad \rho_2 = \frac{(1 - \epsilon_2)\bar{\Lambda}_{\lambda_2}}{\bar{\Lambda}_{P_2}},
\]

with \( \epsilon_2 < 1 \) and

\[
B_{11} = \frac{\bar{\Lambda}_{P_2}}{\epsilon_2\bar{\Lambda}_{\lambda_2}} \sqrt{\bar{\Lambda}_{P_2}},
\]

The following two remarks conclude the proof.

- **Remark 7.** As highlighted in Remark 4, it is not ensured in principle that the compensation of estimated generalized forces improves the performance of the sole passivity-based controller. In order to check whether the compensation is convenient or not, the case where the estimations are not employed is considered. In such a case, the perturbation term in (22b) appears to be

\[
\beta_2'(\eta_b, \tau_u) = \begin{bmatrix} 0_3 \\ M(\eta_b)^{-1} \tau_u \end{bmatrix}.
\]

Corollary 2 still holds, but now inequality (B.2), which is necessary to prove hypotheses (28), is modified as follows

\[
\| \beta_2'(\eta_b) \| \leq \bar{\Lambda}_{M^{-1}} \| \tau_u \| \leq \bar{\Lambda}_{M^{-1}} B_4 = \Delta' < \infty,
\]

where [54] has been taken into account. On the one hand, in case only constant unknown moments \( \tau_u \) are present, estimated, and compensated, \( \Delta' \) is always greater than 0, since \( A_4 > 0 \), while \( B_4 \) in (15.2) is zero from Remark 6. Hence, \( B_{11} > B_{11} = 0 \): the bound with the compensation is less than the case without the compensation meaning that the performance of the controller is improved when a feedback of the unknown moments estimation is provided in (15.3). On the other hand, when time-varying unknown moments \( \tau_u \) are present, estimated, and compensated, \( B_{11} <
\[ B_{11} \iff \bar{\chi}_{M-1} B_9 < \Delta', \] meaning that compensation of the estimated moments is convenient in (15) when \( B_9 < B_1 \). This is in general verified when \( \tau_1 \) is slow-time varying and thanks to a proper choice of both estimator bandwidth and matrix \( A_1 \) in (A.3).

- **Remark 8.** Notice that inequality (40b) might be used to verify that the controller maintains the selected Euler angles in a singularity-free zone (see Assumption 1). Nevertheless, the mathematical derivation is cumbersome due to the complicated expression of \( B_{11} \) in (B.3). Experiments performed in Section 7 seem anyway very promising from this point of view.

### Appendix C. Proof of Corollary 3

**Proof.** Theorem 2 is taken into account for the demonstration. The nominal closed-loop system (23a) has a unique exponentially equilibrium point \( x_1 = 0_6 \), since (23a) is a linear system with an associated \((6 \times 6)\) state matrix \( A_2(x_1) \) which is Hurwitz, since \( m > 0 \) and both \( K_p \) and \( D_p \) are positive definite diagonal matrices. Therefore, the following function

\[ V_3(x_1) = \frac{1}{2} x_1^T P_3 x_1, \quad (C.1) \]

is a Lyapunov function for (23a), in which \( P_3 \) is a \((6 \times 6)\) positive definite symmetric matrix solving the following equation

\[ P_3 A_2 + A_2^T P_3 + \Lambda_3 = O_6, \quad (C.2) \]

for any \((6 \times 6)\) definite positive symmetric matrix \( \Lambda_3 \). Through this choice of \( V_3(x_1) \), inequalities (27) are verified with the following choice of the bounds (55)

\[ \gamma_1 = \Delta_{P_3}, \quad \gamma_2 = \bar{\chi}_{P_3}, \quad \gamma_3 = \Delta_{\Lambda_3}, \quad \gamma_4 = 2\bar{\chi}_{P_3}. \]

Taking into account (59a), (109), (110), (241), (369) and the equation \( \hat{f}_u = \hat{f}_u - \hat{f} \), it is possible to give the following ultimate bound to the thrust

\[ |u| = m \| \bar{p}_d - g - \frac{1}{m} D_p e_p - \frac{1}{m} K_p e_p - \frac{1}{m} \hat{f}_u \| \leq B_{12} + B_{13} (\| e_p \| + \| e_p \|) \leq B_{12} + B_{13} \sqrt{2} \| x_1 \|, \quad (C.4) \]

where \( B_{12} = B_1 + m (g + B_7) + B_{10} \) and \( B_{13} = \max \{ \bar{\lambda}_{K_p}, \bar{\lambda}_{D_p} \} \). The ultimate bound for the term \( \delta(\eta, \epsilon, \eta) \) in \( \beta_1(u, \eta, \epsilon, \eta, \hat{f}) \) is

\[ \| \delta(\eta, \epsilon, \eta) \| \leq B_{14} \| \epsilon \|, \quad (C.5) \]

with \( B_{14} > 0 \). By recalling (18) and exploiting the following general relationships

\[ \sin(a + b) = \sin(a) + 2 \sin(b/2) \cos(a + b/2) \]
\[ \cos(a + b) = \cos(a) - 2 \sin(b/2) \sin(a + b/2) \]
\[ |\sin(a)| \leq |a|, \quad |\sin(a)| \leq 1, \quad |\cos(a)| \leq 1 \]
\[ \prod_{i=1}^{n} |a_i| \leq \frac{1}{2} \sum_{i=1}^{n} |a_i|, \quad \text{for} \quad |a_i| \leq 1, \]

inequality (C.5) can be verified providing first a bound to \| \delta_x \|, \| \delta_y \| \] and \( \| \delta_z \| \) and then considering \( \| \delta(\eta, \epsilon, \eta) \| = \sqrt{\delta_x^2 + \delta_y^2 + \delta_z^2} \). Notice that \| \sin(a) \| \leq |a| \] and \( |\sin(a)| \leq 1 \) are employed with arguments \( \epsilon \gamma \) and \( \epsilon \psi \), respectively, with \( \gamma = \{ \phi, \theta, \psi \} \). Hence, taking into account (39), (41) and (45), the following ultimate bound can be written for the perturbation term \( \beta_1(u, \eta, \epsilon, \hat{f}) \)

\[ \| \beta_1 \| \leq \frac{1}{m} (B_{10} + B_{13} B_{14} \sqrt{2} \| \epsilon \| \| x_1 \| + B_{12} B_{14} \| \epsilon \|), \quad (C.6) \]

Comparing (36) and (C.6), it is possible to recognize that \( \Gamma_1(t) = (B_{13} B_{14} \sqrt{2}/m) \| \epsilon \| \), while \( \Gamma_2(t) = (1/m) (B_{10} + B_{12} B_{14} \| \epsilon \|) \). Notice that both \( \Gamma_1(t) \) and \( \Gamma_2(t) \) are nonnegative and continuous terms for all \( t \geq t_0 \). Moreover, \( \Gamma_2(t) \) is bounded for all \( t \geq t_0 \) since

\[ \Gamma_2(t) = \frac{B_{10} + B_{12} B_{14} \| \epsilon \|}{m} \leq \frac{B_{10} + B_{12} B_{14} B_{15}}{m}, \]

in which (10) has been considered, with \( B_{15} = \max \{ \xi_2 \| x_2(t_0) \|, B_{11} \} \). In order to verify (33), denoting with \( Y = (B_{13} B_{14} m)^{\sqrt{2}} \), the following inequality holds for \( \Gamma_1(t) \)

\[ Y \int_{t_0}^{t} \| \epsilon \| dt = Y \left( \int_{t_0}^{t} \| \epsilon \| dt + \int_{t_0}^{t} \| \epsilon \| dt \right) \leq Y (\xi_2 B_{16} \| \epsilon \| (t_0) + B_{11} (t - t_2)) \leq Y (\xi_2 B_{16} \| \epsilon \| (t_0) + B_{11} (t - t_0)), \quad (C.7) \]

where \( B_{16} = (1/\rho_2) e^{\rho_2 t_0} (e^{-\rho_1 t_0} - e^{-\rho_1 t_2}) \). Hence, inequality (33) is verified with \( b_1 = Y B_{11} > 0 \) and \( b_2 = Y B_{16} \xi_2 \| \epsilon \| (t_0) \). Notice that \( b_2 \) is always
positive and bounded. Therefore, taking into account (22a) and (22b), fixing the desired gains $K_p$ and $D_p$, noticing the dependency from the mass of the vehicle $m$ and the bound $B_{11}$, it is then always possible to choose a matrix $\Lambda$ such that inequality (22) is verified.

Then, considering (23a), for any initial condition of the state $x_1(t_0)$, the solution of the closed-loop system (22a) satisfies (11) with

$$B_{17} = \max \left\{ \xi_3 P \rho_p x_1(t_0), \frac{\xi_3 P \rho_p}{\rho_3} B_{18} \right\},$$

where

$$\xi_3 = e^{-Y P_3 \rho_1},$$

$$\rho_3 = \frac{1}{2} \left( \frac{\rho_1}{\rho_3} - 2 Y B_{11} \frac{P \rho_3}{P \rho_3} \right),$$

$$B_{18} = \sup_{t \geq t_0} \Gamma_2(t).$$

The following remark concludes the analysis.

- **Remark 9.** Notice that if only constant unknown moments $\tau_3$ are present, estimated, and compensated, then $B_{11}$ is zero from Remark 6. As a consequence, $b_1 = 0$ for all $t \geq t_2$. Inequality (22) is thus verified for any value of $\Lambda$, $K_p$ and $D_p$, while $x_1(t)$’s bound in (11) depends only on $B_{10}$, which is due to the force estimation process. Therefore, if only constant unknown forces $f_3$ are present, estimated, and compensated, then $B_{10} = 0$ thanks to a similar consideration as in Remark 6, and $x_1(t)$ goes asymptotically to zero. Furthermore, similar considerations can be done as in Remark 7 to show that compensation of estimated forces is convenient.
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