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ABSTRACT

The explosive growth of the web is at the basis of the great
interest into web usage mining techniques in both commer-
cial and research areas. In this paper, a web personaliza-
tion strategy based on pattern recognition techniques is pre-
sented. This strategy takes into account both static infor-
mation, by means of classical clustering algorithms, and dy-
namic behavior of a user, proposing a novel and effective
re-classification algorithm. Experiments have been carried
out in order to validate our approach and evaluate the pro-
posed algorithm.

Categories and Subject Descriptors

H.2.8 [Database Management]: Database Applications—
Data mining; 1.5.3 [Pattern Recognition]: Clustering—
Algorithms

General Terms

Algorithms, Experimentation

Keywords

Clustering, web personalization, web usage mining

1. INTRODUCTION

It is well known that the World Wide Web may be con-
sidered as a huge and global information center. A web site
usually contains a great amount of information distributed
through hundreds of pages. Without proper guidance, a
visitor often wanders aimlessly without visiting important
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pages, loses interest and leaves the site sooner than expected.
This consideration is at the basis of the great interest in web
mining both in the academic and the industrial world.

Usually, three types of data have to be managed in a web
site: content, structure and log data. Content data consist
of whatever is in a web page; structure data refer to the or-
ganization of the content; usage data are the usage patterns
of web sites. The application of data mining techniques to
these different data sets is at the basis of the three different
research directions in the field of web mining: web content
mining, web structure mining and web usage mining [18].

In this paper, we are interested in the web usage mining
domain, which is usually described as the process of cus-
tomizing the content and the structure of web sites in order
to provide users with the information they are interested in,
without asking for it explicitly [4, 11]. Various personaliza-
tion schemes have been suggested in the literature. Letizia
[9] is perhaps the first system which takes into account the
user’s navigation through a web site. This goal is achieved
by using a client-side agent that records the user’s behavior
and gives interesting recommendations to the user herself.
Yan et al. [16] propose a methodology for the automatic
classification of web users according to their access patterns,
using cluster analysis on the web logs. In [8], Joachims et
al. describe WebWatcher, and similarly the Personal Web-
Watcher in [10], an intelligent agent system that provides
navigation hints to the user, on the basis of a knowledge of
the user’s interests, the location and relevance of the many
items in the site, and the way in which other users interacted
with the collection in the past.

In the SpeedTracer project, Wu et al. [14] use statistically
dominant paths and association rules discovery, previously
developed by Chen et al. [3]: each user session is mapped
into a transaction and then data mining techniques are ap-
plied in order to discover the most frequent user traversal
paths and the most frequently visited groups of pages. Za-
iane et al. [17] and similarly Huang et al. [6] propose the use
of cube models to extract knowledge about the user behav-
ior. Similarly, Buchner and Mulvenna [1] describe a knowl-
edge discovery system which combines existing online ana-
Iytical mining and marketing expertise. Very important is
also the paper of Perkowitz and Etzioni [12], that first de-
scribes adaptive web sites as sites that semiautomatically
improve their organization by learning from visitor access
patterns. They used an algorithm (PageGather) based on
a clustering methodology. Srivastava et al. [13] have re-
cently published a survey on the existing web usage mining



projects. They also describe a prototype system ( WebSIFT)
which performs intelligent cleansing and preprocessing for
identifying users. It infers page references through the use
of the referrer field, and also performs content and structure
preprocessing.

A great number of papers also deals with time-related is-
sues. In [5] Grandi introduces an exhaustive annotated bib-
liography on temporal and evolution aspects in the World
Wide Web. Several time-related issues have been investi-
gated, among which we are primarily interested in naviga-
tion time, that can be defined as the temporal dimension
marking the navigation of the Web by a user.

We can finally conclude that most of the existing works try
to classify a user ¢) while she is browsing the web site or i)
using registration information. Our main criticism stands
in the fact that in some applications it is not possible to
perform an “on line” classification if the number of visited
pages is not sufficiently great. By the way, using the regis-
tration forms alone may result inaccurate if the interests of a
user change over time. The novelty of our approach is that
of proposing a clustering process made up of two phases:
in the first one a pattern analysis and classification is per-
formed by means of an unsupervised clustering algorithm,
using the registration information provided by the users. In
the second one a re-classification is iteratively repeated until
a suitable convergence is reached. Re-classification is used
to overcome the inaccuracy of the registration information,
based on the users’ navigational behavior. To the best of
our knowledge, this paper is the first one which uses re-
classification in order to address both static and dynamic
requirements.

The remainder of the paper is organized as follows: section
2 introduces the overall architecture of the proposed web
personalization system, while section 3 describes our novel
web usage mining strategy. A re-classification algorithm is
proposed and described in section 3.2. Experiments and
results are reported and discussed in section 4. Eventually,
conclusions are reported in 5.

2. SYSTEM ARCHITECTURE

A web personalization system usually consists of the fol-
lowing modules, namely:

e User profiling. The process of gathering information
specific to each visitor, either explicitly or implicitly.
A user profile includes personal data about the user,
her interests and behavior when browsing a web site.

e Log analysis and web usage mining. The process of
analyzing the information stored in web server logs by
means of data mining techniques, in order to (a) ex-
tract statistical information and discover interesting
usage patterns, (b) cluster the users into groups ac-
cording to their behavior, and (c) discover potential
correlations between web pages and user groups.

e (Content management. The process of classifying the
content of a web site into semantic categories in order
to make information retrieval and presentation easier
for the users. Content management is fundamental for
web sites whose content is increasing on a daily basis,
such as news sites or portals.

o Web site publishing [4]. A publishing mechanism that
is used to present the content stored in the web server
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and/or information retrieved from other web resources
in a uniform way to the end-user.

In other words, the steps of a web personalization process
are: (a) the collection of web data, (b) the modelling and
categorization of these data (preprocessing), (c) the analysis
of collected data, and (d) the determination of the actions
that should be performed. The site is personalized through
the highlighting of existing hyperlinks, the dynamic inser-
tion of new hyperlinks that seem to be of interest for the
current user, or even the creation of new index pages.

Figure 1 shows the overall architecture of the system. A
standard client/server interaction occurs between the users
and the Web Server. The algorithms for the classification
and re-classification of the users are implemented on a dis-
tinct node of the network. Let us denote this node with the
term Web Personalization System.

The Web Server and the Web Personalization System
communicate via web services technology. Several advan-
tages derive from the allocation of web site and classifica-
tion system on two distinct nodes: (a) each node can be
optimized for a particular task, improving the overall perfor-
mances; (b) the personalization system may offer its services
to more than a single web server, thus distributing the design
and maintenance costs; (c) classification/re-classification al-
gorithms can be modified in a transparent way for the web
servers, if the web service interface is maintained.

3. THE WEB USAGE MINING STRATEGY

In this section we propose a novel web usage mining strat-
egy. It requires users to subscribe and fill-in a registration
form. As stated in the introduction, our approach is made
up of two phases: in the first one the users are attributed
to a tentative class by means of an unsupervised cluster-
ing algorithm. It uses the static information provided by
the users themselves during the registration and also deter-
mines the number of classes the users can belong to. In
the second phase, a novel re-classification algorithm is iter-
atively repeated until a suitable convergence in attributing
each user to a class is reached. Re-classification is used to
overcome the inaccuracy of the registration information and
is accomplished by the log analysis and content management
modules, on the basis of the dynamic navigational behavior
of the users.



3.1 Pattern analysis, clustering and
classification

The task of the User profiling module is to associate each
user to the class that better describes her behavior. The
problem of assigning a user to a particular class can be seen
as a classical pattern recognition problem. To accomplish
this task, users have to be mapped into a feature space.
So, in a pre-processing stage, following the suggestions of a
domain expert, a set of suitable features for describing web
site users must be determined. Since we required users to
register themselves, these features can be extracted from the
information provided during the registration. In this case, a
feature may be the value of a field in the registration form
or a function of two or more fields.

The first issue of the user profiling task is the definition
of the classes the users can belong to. Note that the num-
ber of classes can be easily determined only in a few cases
(for example, in an educational site the users can be roughly
classified as students, teachers or visitors). In most cases,
indeed, there is too little knowledge about the domain at
hand for establishing this number in a reliable way. So, an
unsupervised clustering procedure can be used for partition-
ing the feature space into a certain number of clusters (each
one representing a class) that group together users appear-
ing to be similar within the chosen feature space. In order
to choice the optimal number of clusters, say M, a possible
approach could be the maximization of an index that mea-
sures the quality of the obtained clustering on a subset of
the whole data set. A widely used index is the so-called C
index [7], that is defined as follows:

S — szn
— 1
Smaz - szn ( )

S is the sum of distances over all pairs of patterns from
the same cluster. Let [ be the number of those pairs; then
Smin is the sum of the [ smallest distances if all pairs of
patterns are considered (i.e. if the patterns can belong to
different clusters). Similarly Spq. is the sum of the [ largest
distances out of all pairs. It is easy to see that the nomi-
nator in the formula will be small if pairs of patterns with
a small distance are in the same cluster. Hence, a small
value of C indicates a good clustering. So, we are interested
in the minimization of the C index, as the number of clus-
ters varies. Note that the denominator serves the purpose
of normalization, causing C € [0, 1].

This index can be also used for comparing different clus-
tering techniques; the one that ensures the minimum value
of C will be chosen. In this paper we propose and com-
pare two different clustering techniques: AutoClass C [2], a
fuzzy clustering algorithm based on the Bayesian theory, and
the Rival Penalized Competitive Learning (RPCL) [15] algo-
rithm, that is used for training a competitive neural network
able to provide a crisp partitioning of the feature space.

In the first approach each cluster (class) is described by
means of a likelihood function depending on some parame-
ters. Given the number M of classes, the AutoClass C Search
module estimates such parameters on the training data and
finds the partition of the feature space that maximizes the
log-likelihood value. The classification is performed by the
Prediction module of AutoClass C: by using the Bayesian rule
and the likelihood functions of each class, it attributes an
object to each class with a different a posteriori probability;

C=
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the predicted class is the one that exhibits the maximum a
posteriori probability.

In the approach based on a competitive neural network,
each neural unit represents, in the feature space, the centroid
of a cluster: so a network with k units can be used for parti-
tioning the feature space into k clusters. The RPCL learning
algorithm uses a mechanism that demonstrated its ability of
allocating just a neural unit for each cluster. Therefore, it
is able to leave unused some neural units if their number
is greater than the number of clusters. Once the training
phase has been completed, the neural network can be used
for classifying the users: it takes as input the feature vector
x that represents a user and assign it to the cluster whose
centroid has the smallest distance from .

So, in both cases, the result of the clustering procedure
is the initial class of each user. If a new user registers her-
self at the web site, she is classified according to the same
schema. Finally, if a user explicitly changes the data in her
registration form, she is classified again.

3.2 There-classification algorithm

The re-classification phase is based on the interaction of
each user with the web site and it is fundamental to make
the personalization system robust against incomplete or er-
roneous information provided during the registration. The
basic idea behind the proposed re-classification schema is
to iteratively 1) classify the web site resources based on
the type of users that have accessed them and 2) re-classify
the users based on both the class they were previously as-
signed and the resources they have accessed since the last
re-classification.

Without any loss of generality, we can suppose that the
interaction can be realized in three different ways: i) by
submitting queries containing some keywords, 7) by search-
ing among directories or %) by accessing pages that contain
news or articles. So, three different resource types can be
usually considered within a web site: queries, directories,
and news/articles. It is worth noticing that the request of
different resource types by a specific user provides different
information about her real preferences or needs. For exam-
ple, searching a directory that contains information about
hotels can be considered as a less effective indicator of the
user needs than the explicit request, provided by clicking on
a specific link, of an article that contains information about
a given hotel.

All the material on the web site is managed by the Content
management module which, by means of a domain expert,
selects all the significant keywords appearing into the dif-
ferent resources of the web site and associates them to a
specific content category. This obviously implies that sev-
eral keywords belong to the same content category.

On the other hand, the Log analysis module registers all
the activities of the users. In order to use this information
for re-classifying users we need to attribute each content
category to a specific user class. Moreover, since the im-
portance that can be associated to the use of the different
resource types is typically different, we are interested in at-
tributing each content category to a class depending on the
specific resource type. This implies that each content cat-
egory is separately attributed to (possibly) three different
classes: a class within the query resource type, a class within
the search resource type and a class within the news/article
resource type.



W is a weight vector
begin
foreach content_category C'C},

that content category, in the interval [To, T7]

foreach user u;
foreach content_category CC},

end for
foreach class C;

procedure re-classification(in C;;(T0), 11, N;j(Ti—1), W; out C;;(17))
C;;(To) is the initial classification produced by a clustering algorithm that attributes each user u; to a class C;
T is the time at which the [-th re-classification is performed
N;(T;—1) is the number of users belonging to each class C; after the previous re-classification®
C;;(T7) is the re-classification of all the users at the re-classification time 7.
foreach resource_type r € {queries, directories, news/articles}

Count the number of times ny;(Ti) the users of each class C;; have asked for a resource of type r belonging to

Calculate the ‘normalized request’ N Ry, (T;) of that content category by the users of each class C; as

r ng; (T1)
NEL (T = wn
Assign each content category C'C}, to the class C; with a probability Py;(71)
end for
end for

foreach resource_type r € {queries, directories, news/articles}

Count the number of times nCCY;(1}) each user asked for that category in the interval [Ty, T7]

_ >k P}Z;j(Tl)‘nCC;i(Tl)

Evaluate the quantity P/ (T;) =

end for

end for
foreach class C;

are confident in that classification

_ TTnccpm) e
class Cj, since she asked for a given set of categories within a resource type r

Evaluate the quantity P;;(7)) = Cy;(To) - W° + >, Pi;(T1) - W", where the weight vector W takes into account the
different importance that can be associated to the use of the different resource types. In this case, W0 is the
weight associated to the initial classification performed by the chosen clustering algorithm and represents how we

end for
Assign the user u; to the class Cix(T}) such that Pix(T;) = max; P;;(T7)
end for
end

“For the first re-classification, it is the number of users per class produced by the chosen clustering algorithm.

. It represents the probability that the user u; belongs to the

_ _NRE (M)
— - I
S NRL (D)

Figure 2: Re-classification algorithm

The process of attributing each category to a class can
be accomplished by considering the first classification per-
formed by the chosen clustering algorithm and by counting
the number of times the users of a given class ask for some-
thing belonging to a specific content category within each
resource type. Each content category can be, in fact, at-
tributed to a class with a probability that is proportional to
the number of requests made by the users of that class. This
way of classifying the content categories can suffer the inac-
curacy of the first classification. However, if the percentage
of correctly classified users achieved by the chosen cluster-
ing algorithm is acceptable (say, greater than 50%) and the
time interval T} used for re-classifying users is long enough,
the classification of the content categories can be consid-
ered reliable. A re-classification can be then performed, by
considering the content categories requested by a user in a
predefined time interval 7;. If the majority of the requests of
a user refer to content categories belonging to a class other
than her initial class, the user is re-classified. More precisely,
the re-classification is performed by suitably weighting the
initial class of each user and the probability she belongs to
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other classes, based on the content categories she asked for
during the interval T;.

The re-classification algorithm is described in more details
in figure 2. Note that the time interval T; increases at each
re-classification, since it represents the interval between the
initial classification and the current re-classification. The
whole process of dynamically changing the class of each user
will lead to convergence if after a suitable number of re-
classifications the number of re-classified users leads to zero.

3.3 Woeb Personalization

Given the class of a user, the contents related to the cat-
egories attributed to that class will be shown by the web
site publishing module on her personalized home page when
she logs in the web site. For example, all the news and the
stories containing keywords related to those categories will
be presented, as well as the results of last queries involving
the same keywords. Moreover, since each user is requested
to register herself, different mailing lists related to the dif-
ferent content categories can be created, and specific mails
can be sent to each user.



# clusters C

0.511
0.393
0.362
0.378
0.307
0.276
0.283
0.284
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Table 1: Evaluation of the clustering produced by
AutoClass C

4. EXPERIMENTAL RESULTS

In this section we report the experiments that have been
carried out in order to validate the effectiveness of our ap-
proach and evaluate the proposed re-classification algorithm.
A prototypal system has been implemented w.r.t. the ar-
chitecture described in section 2. We chose an integrated
framework for the deployment of web services, the Microsoft
.NET framework. The web services implemented in the .NET
framework use SOAP (Simple Object Application Protocol)
for exchanging data between the web server and the person-
alization system. SOAP is a lightweight, XML based protocol
for exchange of information in a decentralized, distributed
environment.

As a case study, we have considered a commercial web site
called pariare.com, which provides information about enter-
tainment in the metropolitan area of Napoli (Italy). The
web site, that is usually visited by hundreds of users a day,
has been monitored for a period of six weeks. During this
time interval the percentage of re-classified users has been
tracked together with the percentages of transitions from a
class to another one. The users already registered to the
web site when the experimentation started have been ini-
tially classified using a standard clustering algorithm. Ex-
periments have been repeated using each of the clustering
algorithms described in section 3.1, in order to verify that
the re-classification algorithm leads to convergence, what-
ever the initial classification is.

The data set used in the experiments consists of 2682
users. The features used to initially classify the users are:
(1) age; (2) sex; (3) category of places in which users prefer
to go; (4) number of times per week in which users go out;
(5) preferred day of the week to go out; (5) the Pariapoli
parameter (a measure of the degree of interest towards the
virtual community of Pariare, evaluated as the normalized
number of the information fields filled in the registration
form); (7) type of entertainment users are looking for.

We have first determined the optimal number of clusters
for classifying the users. In the literature several cluster
validation indices have been proposed to measure the quality
of a clustering. To the aim of this work we have adopted the
C index described in section 3.1, that is easy to implement
and has a low computational cost. Each of the two selected
clustering algorithms has been executed several times, with
a different number of clusters at each run, and the clustering
that optimized the index has been selected as the final result.

Tables 1 and 2 report the evaluation of the clustering pro-
duced by AutoClass C and RPCL respectively for different
values of the number of classes/neurons. In both cases the
optimal number of clusters results to be 7. We have not

# neurons C

0.237
0.150
0.125
0.117
0.108
0.076
0.082
0.085
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Table 2: Evaluation of the clustering produced by
RPCL
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Figure 3: Initial distribution of users among classes
produced by a) AutoClass C b) RPCL

considered a number of clusters higher than 9, because the
value of the index monotonically increases when the number
of clusters is higher than 7.

Figure 3 shows the initial distributions of users among
classes produced by AutoClass C and RPCL respectively.

During the experimentation period the users of the web
site have been re-classified several times, once every 10 days.
Let us consider first the case of the initial classification per-
formed by means of AutoClass C. The percentages of transi-
tion of a user from a class to another one, registered during
the first re-classification, are shown in table 3.1. The generic
element (7,j) of the transition matrix represents the per-
centage of i-class users who have been re-classified as j-class
users and all the elements along a row sum up to 1. In partic-
ular an element (4,%) on the diagonal represents the percent-
age of i-class users which have not been re-classified. Ten
days later, the re-classification algorithm was executed for
the second time, thus obtaining the transition percentages
reported in table 3.1I. Let us observe that the percentages of
non-re-classified users is quite close to 1, after only two runs
of the re-classification algorithm. The overall percentage of
re-classified users amounts to 3.14%.

Ten days later, the re-classification algorithm was exe-
cuted for the third time, obtaining the transition percent-
ages shown in table 3.III. We can observe that the values on
the diagonal are very close to 1, so we expect that conver-
gence will be reached within the next run of the algorithm.
At this step, the percentage of re-classified users amounts
to 0.62%. The re-classification process was executed for the
last time other ten days later, producing the transition ma-
trix in table 3.IV. The values on the diagonal are now equal
or very close to 1. At this step, the percentage of re-classified
users amounts to 0.16%. Figure 4 shows how the percentage
of re-classified users converges towards zero.



1 2 3 4 5 6 7
1| 0.774 | 0.017 | 0.033 | 0.134 | 0.001 | 0.006 | 0.034
2| 0.028 | 0.679 | 0.055 | 0.173 | 0.000 | 0.006 | 0.059
3| 0.005 | 0.016 | 0.879 | 0.065 | 0.005 | 0.005 | 0.024
I 4 | 0.011 | 0.000 | 0.040 | 0.919 | 0.000 | 0.007 | 0.022
5| 0.088 | 0.015 | 0.052 | 0.216 | 0.572 | 0.010 | 0.046
6 | 0.060 | 0.027 | 0.082 | 0.165 | 0.000 | 0.613 | 0.052
7 | 0.000 | 0.000 | 0.101 | 0.217 | 0.000 | 0.000 | 0.681
1| 0.970 | 0.001 | 0.002 | 0.021 | 0.000 | 0.000 | 0.006
2 | 0.000 | 0.976 | 0.000 | 0.021 | 0.000 | 0.000 | 0.003
3 | 0.002 | 0.000 | 0.980 | 0.013 | 0.000 | 0.000 | 0.004
II 4 | 0.006 | 0.000 | 0.003 | 0.983 | 0.000 | 0.005 | 0.003
5| 0.009 | 0.000 | 0.000 | 0.079 | 0.833 | 0.000 | 0.079
6 | 0.000 | 0.000 | 0.000 | 0.054 | 0.000 | 0.942 | 0.004
7 | 0.000 | 0.000 | 0.000 | 0.012 | 0.000 | 0.000 | 0.988
1| 0.994 | 0.000 | 0.002 | 0.003 | 0.000 | 0.000 | 0.001
2 | 0.000 | 0.995 | 0.000 | 0.005 | 0.000 | 0.000 | 0.000
3 | 0.000 | 0.000 | 0.996 | 0.002 | 0.000 | 0.000 | 0.002
III| 4| 0.004 | 0.000 | 0.001 | 0.993 | 0.000 | 0.001 | 0.000
5 | 0.000 | 0.000 | 0.000 | 0.010 | 0.990 | 0.000 | 0.000
6 | 0.004 | 0.000 | 0.000 | 0.004 | 0.000 | 0.992 | 0.000
7 | 0.000 | 0.000 | 0.000 | 0.006 | 0.000 | 0.000 | 0.994
1| 0.998 | 0.000 | 0.000 | 0.002 | 0.000 | 0.000 | 0.000
2 | 0.000 | 1.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000
3 | 0.000 | 0.000 | 1.000 | 0.000 | 0.000 | 0.000 | 0.000
v 4 | 0.000 | 0.000 | 0.001 | 0.999 | 0.000 | 0.000 | 0.000
5 | 0.000 | 0.000 | 0.000 | 0.010 | 0.990 | 0.000 | 0.000
6 | 0.000 | 0.000 | 0.000 | 0.004 | 0.000 | 0.996 | 0.000
7 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 1.000

Table 3: Transition percentages produced by the re-classification algorithm w.r.t.
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Figure 4: Percentage of re-classified users vs time
w.r.t AutoClass C clustering

Figure 5.a shows the distribution of the users among the
classes produced by AutoClass C on the same day of the last
re-classification', while figure 5.b shows the distribution of
the users among the classes after the last re-classification.
The first one is based only on the data provided by the
users in the registration form, while the last one has been
determined using both static and dynamic information. The

!Difference w.r.t. the initial classification are due to new
registered users.
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Figure 5: Distribution of users among classes
produced a) by AutoClass C at the time the last
re-classification; b) by the last run of the re-
classification algorithm

comparison between the two distribution shows the benefits
of adopting a classification strategy that takes into account
both the data provided during the registration and the nav-
igational behavior of the users: such a strategy can best fit
changes in the behavior of the users.

In a similar way we have analyzed the convergence of the
re-classification algorithm, starting from the initial classi-
fication produced by RPCL. Table 4 reports the transition
matrix determined during the successive re-classifications.

Also in this case the re-classification process leads to a
stable classification in a few runs of the re-classification al-



1 2 3 4 5 6 7

1| 0.863 | 0.005 | 0.010 | 0.063 | 0.010 | 0.003 | 0.046

2| 0.000 | 0.681 | 0.006 | 0.086 | 0.037 | 0.006 | 0.184

3| 0.008 | 0.008 | 0.724 | 0.089 | 0.014 | 0.000 | 0.158

I 4 | 0.002 | 0.005 | 0.012 | 0.824 | 0.005 | 0.002 | 0.149

5| 0.000 | 0.010 | 0.012 | 0.060 | 0.806 | 0.002 | 0.109

6 | 0.012 | 0.012 | 0.004 | 0.099 | 0.006 | 0.680 | 0.193

7 | 0.004 | 0.004 | 0.007 | 0.046 | 0.007 | 0.006 | 0.926

1| 1.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000

2| 0.031 | 0.922 | 0.000 | 0.039 | 0.000 | 0.000 | 0.008

3 | 0.000 | 0.000 | 1.000 | 0.000 | 0.000 | 0.000 | 0.000

II 4 | 0.027 | 0.000 | 0.000 | 0.948 | 0.002 | 0.000 | 0.023
5| 0.002 | 0.000 | 0.002 | 0.002 | 0.933 | 0.000 | 0.000

6 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 1.000 | 0.000

7 | 0.007 | 0.000 | 0.000 | 0.006 | 0.000 | 0.002 | 0.985

1| 1.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000

2 | 0.000 | 1.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000

3 | 0.000 | 0.000 | 1.000 | 0.000 | 0.000 | 0.000 | 0.000

IIr{ 4 | 0.000 | 0.000 | 0.000 | 0.992 | 0.000 | 0.000 | 0.008
5| 0.002 | 0.000 | 0.000 | 0.000 | 0.998 | 0.000 | 0.000

6 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 1.000 | 0.000

7 | 0.027 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.973

1| 1.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000

2 | 0.000 | 1.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000

3 | 0.000 | 0.000 | 1.000 | 0.000 | 0.000 | 0.000 | 0.000

v 4 | 0.000 | 0.000 | 0.000 | 1.000 | 0.000 | 0.000 | 0.000
5 | 0.000 | 0.000 | 0.000 | 0.000 | 1.000 | 0.000 | 0.000

6 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 1.000 | 0.000

7 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 1.000

Table 4: Transition percentages produced by the re-classification algorithm w.r.t. RPCL clustering
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Figure 6: Percentage of re-classified users vs time
w.r.t RPCL clustering

gorithm. Starting from the classification produced by RPCL,
the convergence is even faster, due to fact that this classi-
fication is better than the one produced by AutoClass C: in
fact the value of the C index is lower for the RPCL clustering
than for the AutoClass C clustering. Figure 6 shows how the
percentage of re-classified users converges towards zero.
Figure 7.a shows the distribution of the users among the
classes produced by RPCL on the same day of the last re-
classification, while figure 7.b shows the distribution of the
users among the classes after the last re-classification.
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Figure 7: Distribution of users among classes
produced a) by RPCL at the time the last re-
classification; b) by the last run of the re-
classification algorithm

The last experiment we have carried out consists of eval-
uating the convergence of the re-classification process as the
values of the weight vector W vary. As seen in figure 2,
W is used for weighting the initial classification and the
contribution of the different resource types. The weight of
each type of resource can be defined by an expert of the
specific domain, while the weight of the initial classification
can be assigned based on how much reliable we consider the
registration information provided by the users. In partic-
ular, we have set the value of W" equal to 1.5, 2 and 2.5
when r is equal to queries, directories and news/articles
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respectively. Varying the value of W° from 0 to 3 we have
obtained the curves shown in figure 8. We can conclude
that the weight assigned to the initial classification can af-
fect the convergence of the re-classification process, making
it faster or slower, but in any case a suitable convergence is
reached after a few re-classifications.

5. CONCLUSIONS

In this paper we have presented a novel web usage min-
ing strategy for web personalization. The novelty of this
strategy relies in the fact that web site users are clustered
through a two-phase process that takes into account both
static information provided by the users themselves and dy-
namic behavior. Our approach has been extensively tested
on a commercial web site and the experimental results have
confirmed the effectiveness of our approach, that leads to a
stable classification whatever the initial classification is.

Some aspects needs to be further investigated in the fu-
ture. In particular we are considering the possibility of de-
signing a re-classification algorithm that, instead of simply
moving users from a class to another one, can also dynam-
ically change the number of clusters. This enhancement
would be useful to address at least two additional issues,
namely: ¢) different clustering algorithms may generate ini-
tial classifications with different number of clusters; i) it
could be the case that, after some re-classifications, a clus-
ter contains too many or too few elements.
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