CAODV: Routing in Mobile Ad-hoc Cognitive
Radio Networks

Angela Sara Cacciapuoti, Cosimo Calcagno, Marcello Caleffi Luigi Paura
Department of Biomedical, Electronics and Department of Biomedical, Electronics and
Telecommunications Engineering Telecommunications Engineering
University of Naples Federico Il University of Naples Federico Il
Naples, Italy Naples, Italy
Email:{angelasara.cacciapuoti, marcello.caje@iunina.it, Laboratorio Nazionale di Comunicazioni Multimediali
cosimocalcagno@hotmail.com Naples, Italy

Email: paura@unina.it

Abstract—This paper deals with the routing in cognitive mobile ~ protocol has been proposed with reference to ad hoc networks
ad hoc networks. We propose to modify the widely adopted put assuming static or slowly moving CUs. Moreover, the
Ad-hoc On-demand Distance Vector (AODV) protocol [1] in hqhased routing recovery mechanism requires that if a node

order to assure its functionality in the considered scenan. N .
The resulting protocol, referred to as the Cognitive Ad-hocon- 'S affected by a PU activity in a certain channel, then all the

demand Distance Vector (CAODV) protocol, has been designed Nodes (including those don't affected) must dismiss such a
according to three guidelines: i) to avoid regions of primay channel.
users activity during both route formation and packet discovery With reference to mobile scenarios, in [9] the authors
without requiring a dedicated common control channel; i) ©  ,h056 g novel technique based on the probabilistic utin
perform a joint path and channel selection at each forwarderto h but th bl f I de id d of
minimize the route cost; iii) to take advantage of the availaility approf';lc ! _u_ € pro e_:ms 0 as_5|gn|ng node as and o
of multiple channels to improve the overall performances. Tie Selecting efficient forwarding strategies have not beewesbl
performances of CAODV have been evaluated by means of Moreover, the latency for end-to-end communications can
numerical simulations, and the experimental results confim its  pe very significantly large. In [10] a protocol based on the
efffﬁggf'}?rsngc‘;ognri‘t'it\'/"ee ;’:joﬁ'(')ec ari;‘noect ”r‘f)tl‘:‘t’i?]rks' geographic routing paradigm has been proposed, assuming
9 ’ ’ ’ g that the source and forwarders know the GPS position of the
. INTRODUCTION destination. Both the papers [11], [12] propose to enhanee t

. . , AODV protocol for cognitive scenarios. The former utilizas
The Cognitive Radio Networks (CRNs) paradigm has been .

g ( ) P g cpedmated common control channel for broadcasting theerout

recognized in1999 [2] as an effective way to deal Withr ests and replies. As a consequence. the data packets are
bandwidth scarcity. Although almost ten years have passe%?u plies. qu ' b

. rquted along channels whose qualities have not been adsesse
the research on CRNs has mainly focused [3] on MAC a ﬁo[fIZ] the authors do not resort to a dedicated channel but

hysical issues, and few research has achieved in the are . : . :
Phy ?he assume that nodes are equipped with a single transceiver

routing for multi-nop CRNs. owever, the same issue about using un-assessed channels
In this paper, we consider a scenario in which mobile cog— k 9

nitive users (CUs) exploit multi-hop communications and pr
mary user (PU) activity is dynamic, i.e. the primary spegtru

rises.
The proposed routing technique is based on a modification
band, once available, remains usable for a limited durgtion of the widely adopted Ad-hoc On_-der_nand Distance Vector
(AODV) protocol and, therefore, it will be referred to as

the order of minutes). In this scenario, the first prioritytas g ; :
build stable paths and, moreover, the path discovery pxsoce(:s()gmtlve AODV (CAODV). Unlike most of the previous

must be quick and resilient against PU activity changes. wortks,four ptroposatljavmis tredglons of PU.tiCt'\;'ty du_rl_ngrbot
As mentioned before, there s a limited amount of worklue o 2"l ori o' C \oreover, it assesses thetigaali”
available for such a scenario. The proposals in [4], [5], [ ' ' g5

require a dedicated common control channel and/or exploi grr?w?r% a;"'%‘g‘i’jﬁ'e ;tua::(je'(’:hn;'::gl'Zs'glgeéggnr(;?teeagﬁsgolraxa?ggr
centralized approach, unfeasible in ad hoc scenarios. ]in galJ P

it is proposed a tree-based routing protocol for CRN but it|naIIy, it exploits the presence of multiple available chals

requires infrastructured networks. In [8] another treseuh 10 improve the overall performancgs. .
The rest of the paper is organized as follows. Section I
This work is partially supported by the Italian National jeat "Global & describes the network architecture model and the related
Reliable End to End e-Commerce & On Line Service PlatformREEO)  assymptions of the proposed approach, while in Section I
and by the Finanziamento per I'Awvio di Ricerche OrigindfARO) project d ibe the CAODV LA £ | .
"LATINO: Un sistema per la LocAlizzazione ed il Tracciamerdi INdividui we describe the protocol. performance evaluation

al fine di Ottimizzare percorsi in ambienti indoor”. is provided in Section IV and, finally, Section V concludes th



work.
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II. NETWORK ARCHITECTURE

We assume that the network is composed by cogniti
users (CUs) that freely move in a two-dimensional cartesii
scenario. In the same scenario, the primary users (PL
assumed to be stationary, operate according to a two-sti
on/off switching cycle [10]. The number, the locations an
the transmission standards of the PUs are assumed unkni
to the CUs, and the PU activity is sensed by a spectrum sens
mechanism, which is out of the scope of this paper.

The CUs communicate through the licensed (primary) pc
tion of the spectrum (i.e. there is no dedicated spectrurtiquor L — Sroagcast he e}
for CU communications) by means bthannels, each having — =
the same bandwidth. If a PU is active and its transmission
frequency overlaps a CU channel, say charinghis channel Fig. 1. RREQ packet flow chart
cannot be used by the CUs in the circular region centered at
the PU position and with radius equals to the PU transmissi
range. Moreover, due to co-channel interference effebts, 1
adjacent channels— 2,7 — 1,7 + 1,7 + 2 cannot be used as
well in regions with a radius that decreases with the sejoarat
of the channels from channglas in [10].

Each CU is able to use thke channels [10], perhaps at
the same time. This assumption is reasonable if the CUs |
equipped with multiple wireless interfaces. However, &lso
presence of a single wireless interface, assuming the mrese
of an underlying channel coordination mechanism [13], [1¢
the assumption holds.
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IIl. COGNITIVE AD-HOC ON-DEMAND DISTANCE VECTOR

. i i . —— L
In this section we provide an overview of the propose —

protocol, by describing both the route discovery/mainteea

process and the packet forwarding one and by highlightiag th Fig. 2. RREP packet flow chart
main differences with the original AODV protocol introdute

for the implementation of the cognitive paradigm.

The route discovery process starts with a route requéspadcasts a copy of the RREQ packet through the channel
(RREQ) broadcasted by the source to neighbors on edtf@n additional RREQ is received through the same channel,
channel not affected by a PU activity and ends with a routée CU checks if the RREQ is newer or it refers to a better
set up after the reception of a route reply (RREP) from tHgverse route than the one stored in the routing table. Ih bot
destination. cases the node updates the reverse path and it sends a RREP or

Similarly to AODV, the RREQs are broadcasted using dhbroadcasts the RREQ, differently the node simply dissard
expanding ring search technique [1]. Differently from AQDWthe packet. We note that, since the route discovery prosesse
an intermediate CU is supposed to receive and handle RRE&y§Ociated with each channel are independent each otten, it
and RREPs among a subset of thehannels as shown by thehappen that routes on different channels can be composed by
flow charts depicted in Fig. 1 and 2. Moreover, unlike AOD\ifferent intermediate nodes, i.e. the CAODV exploits &gat
a node can store several routes, one for each available eharfiiversity.
and the routes can be composed by different intermediaté/Vhen an intermediate CU receives the first RREP through
nodes, i.e. they can refer to different paths. Finally, soniest a free channel, say, it sets up a forward route through the
check for the presence of a PU before sending a packet throsgime channel toward the RREP sender and it forwards a copy
a channel. of the RREP along the reverse path through channtlan

More in detail, when an intermediate CU receives the firgdditional RREP will be received through channgthe CU
RREQ through a channel free from PU activity, say charnelwill update the forward path only if the RREP is newer or it
it sets up a reverse path toward the sender CU through the sagfers to a better forward route.
channel. If the receiving CU can supply a valid route for the The route maintenance process aims to react to topology
desired destination, then it sends a unicast route rephlER changes due to node mobility or wireless propagation insta-
back to the sender through the same channel. Otherwisebiiity as it occurs for AODV. However, differently from AOQV



under different environments, network conditions and PU

activities. The ns-2 has been extended to multi-radio multi

channel environments according to [16]. Unfortunatelycsi

no one routing protocol for ad hoc CRNs has been publicly

released as source code, we cannot assess a performance com-
ﬂ parison with other protocols. However, we set the simufatio

scenarios as close as possible to those adopted in [10] so
that a qualitative comparison can be stated. Moreover,ra fai
comparison with AODV has been carried out to validate the
. proposed implementation.
More in detail, CUs move according to thendom waypoint
model in a square area, whose size has been set such as
it fits with a node density equal td00 nodesKm?. The
transmission range of the CUs has been set2® meters,
the transmission standard is the IEEE 802.11b for each of the
10 channels and the propagation model isThe-Ray Ground
one. The transmission range of the PUs, assumed stationary,
as been set t800 meters and their activity is modeled
cacording to a two stage ON/OFF process with exponential
istribution with parameten,, referred in the following as
activity time. The workload is modeled as CBR data

Fig. 3. RERR packet flow chart

. h
a route error can be also due to a PU which starts to use,
channel previously available. Therefore, CAODV exploits t
classes of route error (RERR) messages: usual RERRs

handling topology changes and PU-RERRs for handling Pé‘écketslooo bytes long over UDP connections, and each

activity, as shown_ t?y the flow chart of Fig. 3j node generates one data flow toward a destination selected
) When a P_U ac_t|V|ty is detected b_y a nod_e in a channel, SBY chance. To effectively assess the scalability propdrth®

i, the node invalidates all the routing entries through sucha alyzed protocol, according to the Gupta-Kumar [17] bound
channel and it informs the neighbor CUs that charinglhow we set the data throughput generated by each sour
unavailable with a PU-RERR packet. The CUs that receive o 1 is the link data throughput for a 802.11b§gc%%nnel

such_a packet invalidate the channebute entries whose next, i cCK11 modulation (about.4 Mb/s) andn is the number
hop is the PU-RERR source. In such a way, only the n0d8§CUs in the network

effectively affected by the PU activity must release theybus The duration of each run i$060 seconds, the data traffic

channel. We note also that, unlike usual RERRSs, the SCORCactive in the interval[60, 1000] seconds, and for each

of the PU-RERR packets is local, since they are never r(%Zperimentwe performed five runs computing both the average

forwarded and they do not rise to new route requests. Thig, o and the standard deviation for each metric, that is: i)

allows th? CAODV.H.) limit the overhead in case of freql_JerﬁeIivery ratio: the ratio between the number of data packets
changes in the activity of the PUs. As a consequence, it can

) . &mcessfully received and those generated; ii) hop cohat: t
happen that a dgta p.acket regches an |ntermed|ate_ cu W%ﬁ'nber of hops for a data packet to reach its destination
entry has been invalidated with a PU-RERR, and in such

| RERR is broad d by the i diate G is metric accounts only for the data packets succegsfull
case a usua Is broadcasted by the intermediate eceived); iii) routing overhead: the ratio between the ham

On the other hand, when a node senses that a previoyglyyanerated data packets and the total number of generated
occupied channel becomes available, it re-validate theedto routing packets

routing entries through channeso that incoming data packets In the first experiment (Fig. 4-6) we validate the proposed

may be forwarded along such a channel. We underline that Br%tocol by comparing its performances with those of AODV

control packets are sent in such a case. ) as the number of nodes in the network increases. For a fair
As regards to the packet forwarding process, in order {Qmnarison, the number of available channels has been set

maximize the spectrum efficiency, CAODV exploits all thg, ,he and no PUs are present in the scenario. We observe
available channels to improve the overall performances. To

this aim, each forwarder, at the first, singles out the skorte

available paths for the destination, then, it selects byncaa TABLE |
SIMULATION PARAMETERS

one of the shortest paths and forwards the data packet throug
it. In such a way, CAODV not only benefits from spectral CU number [20,...,100]
diversity increasing the packet delivery ratio, but it aks®ps 23 tfa(’j‘s”c‘j'ss"?t” range 41138 m descm?

. noae aensity noae m
active all the shortest routes. maximum CU speed 2 mls

PU number 2,...,18]
IV. PERFORMANCEEVALUATION PU tx range for the overlapped chanriel 300 m

) . . ) PU tx range for adjacent channels« 1, ¢ + 1) 150 m
In this section we validate the CAODV protocol with PU tx range for adjacent channels— 2, i + 2) 75 m

numerical simulations via Network Simulator 2 (ns-2) [15] PY activity parametei [50, ..., 400]
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that there is a good agreement between the AODV and tBAODYV is robust with respect to the PU activity time, buildin
CAODV performances, and the negligible differences are dse stable paths.
to changes carried on to the ns-2 structure to account fai-mul
radio multi-channel environments. Moreover, we note that t
PDR decreasing as the node number increases is due to thi@ this paper a routing protocol operating in mobile ad hoc
congestion caused by the data traffic, which scales yith ~cognitive radio networks has been proposed. The protocol,
In the second experiment (Fig. 7-9), we evaluate tHeferred to as Cognitive Ad-hoc On-demand Distance Vector,
CAODV performances as the number of Clsincreases. exhibits three key features: i) unlike most of the previous
We set the PU number tb0 and the PU activity parameterworks, it avoids regions of primary users activity without
A\ = 200 s. With reference to the PDR shown in Fig. 7, wéequiring any dedicated control channel; ii) it assesses th
observe that when the CU number is low, iie.= 20 or quality of any available channel by means of RREQ and
n = 40, the PDR is low as well, while for higher valuesRREP packets and it minimizes the route cost by performing
the performances increase, reaching aln99§% of delivered @ joint path and channel selection at each forwarder; iii) it
packets whenn = 100. This behavior is reasonable ancexploits the presence of multiple available channels taawe
confirmed by the results in terms of hop number shown the overall performances. Numerical simulations validate
Fig. 8. For low values ofs, i.e. for small areas (fixed nodeproposed protocol, although an extensive performancesisal
density), each node is affected by the activity of all the PUBUSt be carried on to recognize its effectiveness in differe
and, hence, it is often isolated due to the unavailability ¢fPerating conditions. Moreover, more effective route mstr
free channels. Therefore, the packets delivered are maifBn be considered.
those sent when most of the PUs are inactive and directed
to destinations very close to the sources, as confirmed by . _
the average value of hop count metrc, roughlyOn the 1 €. £ Ferie sne i R e hoc ondereng sancony
other hand, whem increases the area increases as well and, comments 3561, July 2003.
therefore, CAODV is able to build paths unaffected by PU$2] I. Mitola, J. and J. Maguire, G.Q., “Cognitive radio: niag software
activity for most of the flows. Also the results in terms of ~ fadios more personalPersonal Communications, IEEE, vol. 6, no. 4,
routing overhead agrees with the previous comment: for loyg; E?.Kha“f'e” N.gMabu'ch, and S. Fdida, “Multihop cognié radio
values ofn, the unavailability of free channels inhibits the  networks: to route or not to routelEEE Network, vol. 23, no. 4, pp.
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