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Cooperative Spectrum Sensing Techniques with
Temporal Dispersive Reporting Channels

Angela Sara Cacciapuoti, Marcello Caleffi, Domenico Izzo, and Luigi Paura

Abstract—Cooperative approaches have been proposed as
an effective way to improve the spectrum sensing accuracy.
Generally, cooperative spectrum sensing techniques require two
successive stages: sensing and reporting. The reporting channels
are usually assumed ideal. In this paper, we remove this assump-
tion and we investigate the effects of reporting channels affected
by temporal dispersion on cooperative spectrum sensing. To this
aim, we propose two fusion schemes: a Widely Linear scheme
and a Linear one. For both the schemes, closed-form expressions
of the detection and the false alarm probabilities are derived.
The performance are also evaluated numerically, and the results
show that the Widely Linear detector outperforms the Linear one
in operative conditions of practical interest. Moreover, for the
sake of completeness, a theoretical comparison of the proposed
detectors is carried out for reporting channels affected by mul-
tipath frequency non-selective fading. Surprisingly, the analysis
proves that the two detectors perform exactly the same under
this assumption. Therefore, there is not anymore advantage in
using the Widely Linear scheme, which exhibits higher, although
limited, computational complexity. The theoretical analysis is
validated numerically.

Index Terms—Spectrum Sensing, cognitive radio, cooperative
spectrum sensing, time dispersive channel.

I. INTRODUCTION

THE Cognitive Radio (CR) paradigm [1] proposes to
enhance the spectrum utilization by allowing unlicensed

users (CR users) to utilize dynamically and opportunistically
the spectrum assigned to the primary users (PUs), when it is
temporarily not used. This opportunistic use of the licensed
spectrum has to occur in a controlled fashion through an
effective spectrum sensing able to avoid harmful interfer-
ence against the PUs. The wireless channel hostilities, such
as multipath fading and/or shadowing, can compromise the
sensing reliability, and hence the PU transmissions. It is
possible to improve significantly the sensing accuracy through
cooperative approaches [1]–[4], which exploit the inherent
spatial diversity among the CR users.

Cooperative detection can be implemented by using a fusion
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center (FC) that collects and combines the local sensing
statistics obtained by each cooperative CR user, for taking
the decision on the presence of the PU [3]–[8]. Usually,
cooperative sensing requires two successive stages: sensing
and reporting [9]. The sensing channels (SCs) between the
PU and the CR users are generally assumed as Rayleigh
fading channels with additive white Gaussian noise (AWGN),
whereas the reporting channels (RCs), modeling the links be-
tween the CR users and the FC, are usually assumed error-free
or affected by AWGN [2], [5]–[8], [10]. In practice, however,
multipath fading and/or shadowing affect the RCs, causing
significant cooperative performance degradation. Therefore,
recently, more realistic RC models have been considered.

In [11], the authors analyze the performance of cooperative
sensing by adopting an amplify-and-forward relay protocol,
when both the SCs and RCs are subjected to correlated
shadow-fading. In [12], the authors investigate the impact of
correlated shadowing in both the SCs and RCs on cooperative
sensing, by showing that the correlated shadowing signifi-
cantly degrades the sensing performance. In [9], the authors
consider both the SCs and RCs modeled as Rayleigh channels,
showing that cooperative sensing with many CR users could
increase the detection probability only within a limited range.
Moreover, the authors propose a sensing technique, which
exploits both the space-time and space-frequency coding for
counteracting the fading effects. In [13], the authors carry
out an outage probability analysis of cognitive transmissions
over Rayleigh channels, showing numerically that a minimized
outage probability can be achieved through a tradeoff between
the sensing time and the data transmission one.

Although all the mentioned works consider feasible RC
models, to the best of our knowledge the temporal dispersive
model has not yet been adopted for the RCs. Such a model
accounts for the RC bandwidth scarcity [14] that can be due
to several factors, such as the presence of a large number of
cooperative CR users.

Motivated by the previous considerations, in this paper we
adopt a linear multipath frequency-selective channel to model
each RC between a cooperative CR user and the FC. By
accounting for this channel model, we propose a cooperative
sensing technique able to exploit the multipath nature of the
RCs through a widely-linear (WL) processing, which jointly
elaborates the received signal and its conjugate version. The
WL fusion rule is designed by maximizing at the FC side
the deflection coefficient [15], modified to account for the
cognitive radio context. The modified deflection coefficient
has been proposed in [6] for designing a linear (L) combining
FC rule in a scenario characterized by RCs affected by
only AWGN. In this work, we assume as local CR sensing
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technique the widely adopted energy detector [2], [5], [6], [8],
[9], [12], since it is the simplest one and it does not require
any a-priori knowledge on the PU. Moreover, for the sake of
comparison, we develop a L fusion rule, by adopting the same
strategy used for the WL fusion rule, i.e., the maximization
of the modified deflection coefficient.

For both the proposed techniques, we provide closed-form
expressions of the detection and false-alarm probabilities.
Numerical results show that the WL detector outperforms the
L one in operative conditions of practical interest, assuring a
more reliable detection of the PU at the price of a small com-
plexity increasing. The WL performance gain is justified by
its ability to take advantage of the non-circular (or improper)
properties [16], [17] of the local sensing statistics, since it
exploits the information contained in the statistical pseudo-
covariance function of the received signal.

Finally, for the sake of completeness, we carry out a theo-
retical analysis to compare the proposed techniques when the
RCs are affected by multipath frequency non-selective fading,
i.e., when there is not temporal dispersion. Surprisingly, the
analysis proves that the two strategies perform exactly the
same under this assumption. Therefore the WL scheme, which
exhibits higher although limited computational complexity, is
not anymore advantageous with respect to the L one. The
theoretical analysis is then validated numerically.

In a nutshell, the contribution of this paper is twofold:
𝑖) the design of two cooperative techniques that take into
account the temporal dispersive nature of the RCs; 𝑖𝑖) the
theoretical comparison of the proposed detectors when the
RCs are affected by multipath frequency non-selective fading.

The paper is organized as follows: Section II describes the
system model. In Section III, the WL and L techniques are de-
signed. The theoretical comparison of the proposed techniques
is given in Section IV. Section V provides simulation results.
Finally, conclusions are drawn in Section VI, and some proofs
are gathered in Appendix A and B.

II. SYSTEM MODEL

In this Section, we describe first the system model at each CR
user, then the model at the FC, by accounting for temporal
dispersive RCs.1

A. The CR user Model

We consider a CR network with 𝑀 cooperative CR users. The
base-band discrete received signal 𝑥𝑖(𝑘) at the 𝑖-th CR user
can be written as:

𝑥𝑖(𝑘) =

{
𝑣𝑖(𝑘) ℋ0

𝑔𝑖 𝑠(𝑘) + 𝑣𝑖(𝑘) ℋ1

∀ 𝑖 ∈ {1, . . . ,𝑀} (1)

1Notations: ℋ0 and ℋ1 denote the hypotheses of absence and presence of
the PU, respectively; the fields of complex and real numbers are denoted with
ℂ and ℝ; matrices [vectors] are denoted with upper case [lower case] boldface
letters (e.g., X or x); the field of 𝑚× 𝑛 complex [real] matrices is denoted
as ℂ𝑚×𝑛 [ℝ𝑚×𝑛], with ℂ𝑚 [ℝ𝑚] used as a shorthand for ℂ𝑚×1 [ℝ𝑚×1];
the superscripts ∗, 𝑇 , 𝐻 , and −1 denote the conjugate, the transpose, the
Hermitian (conjugate transpose) and the inverse of a matrix, respectively;

I𝑚 ∈ ℝ𝑚×𝑚 denotes the identity matrix; for any a ∈ ℂ𝑚, ∣∣a∣∣22
△
=

√
a𝐻a

denotes the Euclidean norm; A = diag(A11A22 . . .A𝑛𝑛) is a diagonal
matrix with elements A𝑖𝑖 on the main diagonal; E[⋅] and Var[⋅] denote the
statistical mean and variance, respectively; Re[⋅] denotes the real part.

where 𝑠(𝑘) is the PU’s signal, 𝑔𝑖 is the complex chan-
nel coefficient that models the SC between the PU and
the 𝑖-th CR user. 𝑣𝑖(𝑘) is the complex zero-mean AWGN,
𝑣𝑖(𝑘) ∼ 𝒞𝒩 (0, 𝜎2

𝑖 ), assumed circular (or proper) [16], i.e.
𝐸[𝑣𝑖(𝑛) 𝑣𝑖(𝑚)] = 0, ∀𝑛,𝑚 ∈ 𝑍 . We assume that each CR
user adopts an energy detector as local sensing technique,
i.e., 𝑢𝑖(𝑞) =

∑𝑞𝑁𝑠+𝑁−1
𝑘=𝑞𝑁𝑠

∣𝑥𝑖(𝑘)∣2, 𝑖 ∈ {1, . . . ,𝑀}, where
𝑁 = ⌊𝜏 𝑓𝑠⌋ [18] is the number of samples available in the
sensing time, with 𝜏 the available sensing time and 𝑓𝑠 the
sampling frequency. 𝑁𝑠 > 𝑁 denotes the number of samples
after which a new spectrum sensing process starts. Accounting
for the Central Limit Theorem (CLT), for large 𝑁 , 𝑢𝑖(𝑞) is
approximated by a Gaussian random variable (r.v.) under both
the hypotheses ℋ0 and ℋ1 [18], with mean and variance given
by, respectively:

𝐸[𝑢𝑖(𝑞)∣ℋ𝑗 ] =

{
𝑁 𝜎2

𝑖 ℋ0

∣𝑔𝑖∣2𝐸𝑠 +𝑁 𝜎2
𝑖 ℋ1

Var[𝑢𝑖(𝑞)∣ℋ𝑗 ] =

{
𝑁 𝜎4

𝑖 ℋ0

2 ∣𝑔𝑖∣2𝐸𝑠𝜎
2
𝑖 +𝑁 𝜎4

𝑖 ℋ1

(2)

𝐸𝑠 =
∑𝑁−1

𝑘=0 ∣𝑠(𝑘)∣2 denotes the PU signal energy over 𝑁
samples, and 𝑠(𝑘) is assumed deterministic and unknown [5]–
[8]. We note that also if 𝑠(𝑘) is modeled as a sequence
of independent and identically distributed random variables
(r.vv.), 𝑢𝑖(𝑞) can be still approximated by a Gaussian r.v. [18],
and the subsequent analysis continues to hold.

B. The Fusion Center Model

The statistics {𝑢𝑖(𝑞)} are transmitted to the FC through
temporal dispersive RCs (Fig. 1).2 Like in [2], [5]–[10], [12],
[18], we assume that the transmissions of different CR users
are mutually orthogonal3 and that the status of the PU remains
unchanged during the detection process. The base-band signal
at the RF front-end of the FC received from the 𝑖-th CR user
is:

𝑦𝑖(𝑙) =

𝐿𝑔𝑖
−1∑

𝑛=0

𝑢𝑖(𝑙−𝑛)ℎ𝑖(𝑛) + 𝑛𝑖(𝑙), 𝑖 ∈ {1, . . . ,𝑀} (3)

where 𝑙 is the arbitrary sampling instant at the FC side,
𝑛𝑖(𝑙) ∼ 𝒞𝒩 (0, 𝛿2𝑖 ) is the circular, complex zero-mean, spa-
tially uncorrelated, AWGN at the FC, and {ℎ𝑖(𝑛)}𝐿𝑔𝑖

𝑛=0 is the
finite multipath channel impulse response with length 𝐿𝑔𝑖 that
models the RC between the 𝑖-th CR user and the FC. It is
reasonable to assume that geographically distributed CR users
experience independent fading. Therefore, 𝑢𝑖(𝑙1) and 𝑢𝑗(𝑙2),
𝑖 ∕= 𝑗, are conditionally spatially uncorrelated under each
hypothesis. Moreover, the transmitted statistics {𝑢𝑖(𝑙)} are
assumed independent of the noise {𝑛𝑖(𝑙)}. In the following, to
simplify the notation, 𝐿𝑔 denotes the largest channel length,

2We note that there is no information exchanged among the cooperative CR
users, since they communicate only with the FC that handles the coordination
among them. The FC takes also the final decision on the presence of the PU,
by combining the local sensing information sent by each CR user.

3This assumption, extensively adopted in the literature, and verified if
the co-channel interference among the RCs can be neglected, is reasonable
satisfied in the considered scenario since the FC cares of the coordination
among the CR users.
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Fig. 1. CR Network with a FC and multiple cooperative CR users. Fig. 2. Widely Linear Processing.

i.e., 𝐿𝑔 = max𝑖 𝐿𝑔𝑖 . At the FC, due to the multipath channel
model, we jointly elaborate 𝐿𝑒 consecutive received samples

for each CR user, i.e., y𝑖(𝑙)
△
= [𝑦𝑖(𝑙), 𝑦𝑖(𝑙− 1), . . . 𝑦𝑖(𝑙−𝐿𝑒+

1)]𝑇 ∈ ℂ𝐿𝑒 . By using (3), y𝑖(𝑙) can be expressed as:

y𝑖(𝑙) = H𝑖 u𝑖(𝑙) + n𝑖(𝑙), 𝑖 ∈ {1, . . . ,𝑀} (4)

where H𝑖 ∈ ℂ𝐿𝑒×(𝐿𝑒+𝐿𝑔−1) is the Toeplitz upper triangular
matrix [19] with the first row [ℎ𝑖(0) . . . ℎ𝑖(𝐿𝑔 − 1) 0 . . . 0]

and first column [ℎ𝑖(0) 0 . . . 0]
𝑇 . u𝑖(𝑙)

△
= [𝑢𝑖(𝑙), 𝑢𝑖(𝑙 −

1), . . . , 𝑢𝑖(𝑙 − 𝐿𝑒 − 𝐿𝑔 + 2)]𝑇 ∈ ℝ𝐿𝑒+𝐿𝑔−1 is the real

vector of the transmitted energies, and n𝑖(𝑙)
△
= [𝑛𝑖(𝑙), 𝑛𝑖(𝑙 −

1), . . . , 𝑛𝑖(𝑙 − 𝐿𝑒 + 1)]𝑇 ∈ ℂ𝐿𝑒 is the noise vector. Unlike
the r.vv. {𝑢𝑖(𝑚)}𝑙−𝐿𝑒−𝐿𝑔+2

𝑚=𝑙 , the r.vv. {𝑦𝑖(𝑚)}𝑙−𝐿𝑒+1
𝑚=𝑙 are

not conditional uncorrelated due to the temporal dispersive

RCs. By defining y(𝑙)
△
= [y𝑇

1 (𝑙)y
𝑇
2 (𝑙) . . .y

𝑇
𝑀 (𝑙)]𝑇 ∈ ℂ𝑀 𝐿𝑒 ,

H
△
= diag[H1 H2 . . . H𝑀 ] ∈ ℂ𝑀 𝐿𝑒×𝑀 (𝐿𝑒+𝐿𝑔−1), u(𝑙)

△
=

[u𝑇
1 (𝑙)u

𝑇
2 (𝑙) . . . u

𝑇
𝑀 (𝑙)]𝑇 ∈ ℝ𝑀 (𝐿𝑒+𝐿𝑔−1), and n(𝑙)

△
=

[n𝑇
1 (𝑙)n

𝑇
2 (𝑙) . . . n

𝑇
𝑀 (𝑙)]𝑇 ∈ ℂ𝑀 𝐿𝑒 , (4) can be rewritten as:

y(𝑙) = Hu(𝑙) + n(𝑙) (5)

Since u(𝑙) is a Gaussian random vector via CLT, y(𝑙) is a
Gaussian random vector as well4, with mean and covariance
matrix derived in the following by using (2) and (5):

𝝁ℋ𝑗
= 𝐸[y(𝑙)∣ℋ𝑗 ] = H𝐸[u(𝑙)∣ℋ𝑗 ] = H𝜼ℋ𝑗

∈ ℂ
𝑀𝐿𝑒 (6)

where, by indicating with 1
△
= [1 1 . . .1]𝑇 ∈ ℝ

𝐿𝑒+𝐿𝑔−1,

𝜼ℋ𝑗

△
= 𝐸[u(𝑙)∣ℋ𝑗 ] = (7)

=

{
[𝑁 𝜎2

11
𝑇 . . . 𝑁 𝜎2

𝑀1𝑇 ]𝑇 ℋ0

[(𝐸𝑠∣𝑔1∣2 +𝑁𝜎2
1)1

𝑇 . . . (𝐸𝑠∣𝑔𝑀 ∣2 +𝑁 𝜎2
𝑀 )1𝑇 ]𝑇 ℋ1

Cy∣ℋ𝑗

△
= 𝐸[(y(𝑙)− 𝝁) (y(𝑙)− 𝝁)𝐻 ∣ℋ𝑗 ] ∈ ℂ

𝑀𝐿𝑒×𝑀𝐿𝑒 =

= HCu∣ℋ𝑗
H𝐻 +Rn (8)

In (8), Rn and Cu∣ℋ𝑗
denote the noise correlation matrix

and the transmitted statistics covariance matrix, respectively.
Stemming from the previous assumptions, they are equal to:

Rn = diag[𝛿21 I{𝐿𝑒×𝐿𝑒} . . . 𝛿
2
𝑀 I{𝐿𝑒×𝐿𝑒}]

△
=

△
= diag[Rn1

. . . Rn𝑀
] ∈ ℝ

𝑀𝐿𝑒×𝑀𝐿𝑒 (9)

4We assume to know the multipath channel impulse responses that model
the RCs between the CR users and the FC. For this, y(𝑙) can be modeled as
a Gaussian random vector.

Cu∣ℋ𝑗
∈ ℝ

𝑀(𝐿𝑒+𝐿𝑔−1)×𝑀(𝐿𝑒+𝐿𝑔−1) =

= diag[Cu1∣ℋ𝑗
. . .Cu𝑀 ∣ℋ𝑗

] (10)

with

Cu𝑖∣ℋ𝑗

△
= 𝐸[(u𝑖(𝑙)− 𝜼) (u𝑖(𝑙)− 𝜼)𝐻 ∣ℋ𝑗 ] =

=

{
𝑁 𝜎4

𝑖 I{𝐿𝑒+𝐿𝑔−1} ℋ0

(𝑁 𝜎4
𝑖 + 2𝐸𝑠 ∣𝑔𝑖∣2𝜎2

𝑖 ) I{𝐿𝑒+𝐿𝑔−1} ℋ1

(11)

where 𝜼ℋ𝑗
is given in (7). To derive expression (11), we have

exploited the un-correlation and the identical distribution of
the r.vv. {𝑢𝑖(𝑚)}𝑙−𝐿𝑒−𝐿𝑔+2

𝑚=𝑙 , and we have taken into account
expression (2) of their variance. Plus, the pseudo-covariance
matrix of y(𝑙) is different from zero and it is given by:

Cy∗∣ℋ𝑗

△
= 𝐸[(y(𝑙)− 𝝁) (y(𝑙)− 𝝁)𝑇 ∣ℋ𝑗 ] ∈ ℂ

𝑀𝐿𝑒×𝑀𝐿𝑒 =

= HCu∣ℋ𝑗
H𝑇 (12)

where the last equality takes into account that n(𝑙) is a proper
Gaussian random vector. Since Cy∗∣ℋ𝑗

is different by the null
matrix, y(𝑙) exhibits non-circular properties [16].

III. COOPERATIVE DETECTION STRATEGIES

In this section, we design the proposed WL and L cooperative
fusion techniques, providing for both the strategies closed-
form expressions of the false-alarm and detection probabilities.

A. Widely Linear Global Decision

Since, as shown before, y(𝑙) exhibits non-circular properties, it
exists correlation (12) between the received signal y(𝑙) and its
conjugate version. To exploit the further information contained
in its statistical pseudo-covariance function, we propose to
consider a WL elaboration that consists in processing not only
the received vector, but also its conjugate version, as illustrated
in Fig. 2. Hence, a WL global test statistic can be written as:

𝑑wl(𝑙) = f𝐻1 y(𝑙) + f𝐻2 y∗(𝑙) (13)

By defining y𝑎(𝑙)
△
= [y𝑇 (𝑙) y𝐻(𝑙)]𝑇 ∈ ℂ2𝑀𝐿𝑒 , referred to as

augmented received vector, and f
△
= [f𝑇1 f𝑇2 ]

𝑇 , referred to as
augmented processing vector, it is possible to express (13) as:

𝑑wl(𝑙) = f𝐻y𝑎(𝑙) = 2Re[f𝐻1 y(𝑙)] (14)

where in the last equality we have used the relation f2 = f∗1
that holds for real information symbols. Specifically, for real
symbols, the augmented processing vector f exhibits the
conjugate symmetric property [20], implying that the statistic
(14) is real. Since y(𝑙) and its conjugate version y∗(𝑙) are
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Gaussian, their WL combination 𝑑wl(𝑙) is also a Gaussian
r.v., whose mean and variance is derived by characterizing
the random vector y𝑎(𝑙) in (14). At this end, by using (5),
y𝑎(𝑙) can be expressed as:

y𝑎(𝑙) =

[
H
H∗

]
︸ ︷︷ ︸
△
=H𝑎

u(𝑙) +

[
n(𝑙)
n∗(𝑙)

]
︸ ︷︷ ︸
△
=n𝑎(𝑙)

= H𝑎u(𝑙) + n𝑎(𝑙) (15)

and its conditional mean 𝝁̃ℋ𝑗

△
= 𝐸[y𝑎(𝑙)∣ℋ𝑗 ] ∈ ℂ

2𝑀𝐿𝑒 is
equal equivalently to:

𝝁̃ℋ𝑗
= H𝑎𝐸[u(𝑙)∣ℋ𝑗 ] = H𝑎𝜼ℋ𝑗

(16)

𝝁̃ℋ𝑗
=

[
H𝜼ℋ𝑗

H∗ 𝜼ℋ𝑗

]
=

[
𝝁ℋ𝑗

𝝁∗
ℋ𝑗

]
(17)

with 𝜼ℋ𝑗
given by (7). (17), by using the definition of y𝑎(𝑙),

expresses 𝝁̃ℋ𝑗
as function of the mean (6) of the unstacked

vector y(𝑙). In addition, the covariance matrix of y𝑎(𝑙) is

퓒y𝑎∣ℋ𝑗

△
= 𝐸[(y𝑎(𝑙)− 𝝁̃) (y𝑎(𝑙)− 𝝁̃)𝐻 ∣ℋ𝑗 ] ∈ ℂ

2𝑀𝐿𝑒×2𝑀𝐿𝑒

= H𝑎Cu∣ℋ𝑗
H𝐻

𝑎 +Rn𝑎
(18)

with Cu∣ℋ𝑗
given by (10). In (18), Rn𝑎

△
= diag[Rn,Rn] ∈

ℝ2𝑀𝐿𝑒×2𝑀𝐿𝑒 denotes the augmented noise correlation matrix.
By using the definition of y𝑎(𝑙), 퓒y𝑎∣ℋ𝑗

can be also expressed
as function of the covariance (8) and pseudo-covariance (12)
matrices of the unstacked vector y(𝑙):

퓒y𝑎∣ℋ𝑗
=

[
Cy∣ℋ𝑗

Cy∗∣ℋ𝑗

C∗
y∗∣ℋ𝑗

C∗
y∣ℋ𝑗

]
(19)

By using (16), (18), 𝑑wl(𝑙) in (14) is characterized as follows:

𝜇wl∣ℋ𝑗

△
= 𝐸[𝑑wl(𝑙)∣ℋ𝑗 ] = f𝐻 𝐸[y𝑎(𝑙)∣ℋ𝑗 ] = f𝐻 𝝁̃ℋ𝑗

(20)

𝜑2
wl∣ℋ𝑗

△
= Var[𝑑wl(𝑙)∣ℋ𝑗 ] = (21)

= f𝐻𝐸[(y𝑎(𝑙)− 𝝁̃)(y𝑎(𝑙)− 𝝁̃)𝐻 ∣ℋ𝑗 ]f = f𝐻Cy𝑎∣ℋ𝑗
f

Then the FC takes the global decision on the presence of the
PU by comparing the WL test statistic 𝑑wl(𝑙) with a decision
threshold 𝛾wl, i.e.:

𝑑wl(𝑙) ⋛ℋ1

ℋ0
𝛾wl (22)

Consequently, by accounting for (20) and (21), the false-alarm
𝑃wl
𝑓 and the detection 𝑃wl

𝑑 probabilities can be expressed as:

𝑃wl
𝑓

△
= 𝑃 [𝑑wl(𝑙) > 𝛾wl∣ℋ0] = 𝑄

⎛⎝𝛾wl − 𝜇wl∣ℋ0√
𝜑2

wl∣ℋ0

⎞⎠ =

= 𝑄

⎛⎝ 𝛾wl − f𝐻 𝝁̃ℋ0√
f𝐻Cy𝑎∣ℋ0

f

⎞⎠ (23)

𝑃wl
𝑑

△
= 𝑃 [𝑑wl(𝑙) > 𝛾wl∣ℋ1] = 𝑄

⎛⎝𝛾wl − 𝜇wl∣ℋ1√
𝜑2

wl∣ℋ1

⎞⎠ =

= 𝑄

⎛⎝ 𝛾wl − f𝐻 𝝁̃ℋ1√
f𝐻Cy𝑎∣ℋ1

f

⎞⎠ (24)

B. The Widely Linear Optimization

Here, we single out the augmented processing vector f ac-
cording to the selected optimization criterion. The statistics
(20) and (21) are affected by f and, consequently, also both
the conditional Probability Density Functions (PDFs) of the
decision r.v. 𝑑wl(𝑙) depend on f . An effective optimization
criterion consists of maximizing the deflection coefficient [15],
i.e., the variance-normalized distance between the expectations
under the hypotheses ℋ1 and ℋ0. To increase the detection
sensitivity for a fixed false-alarm probability, the deflection
coefficient is modified [8] by normalizing the distance between
the centers of the two conditional PDFs with the variance in
the hypothesis ℋ1:

𝑚2
wl(f )

△
=

{𝐸[𝑑wl(𝑙)∣ℋ1]− 𝐸[𝑑wl(𝑙)∣ℋ0]}2
Var[𝑑wl(𝑙)∣ℋ1]

(25)

By taking into account (20) and (21), (25) can be rewritten
as:

𝑚2
wl(f ) =

[𝜇wl∣ℋ1
− 𝜇wl∣ℋ0

]2

f𝐻Cy𝑎∣ℋ1
f

=
[f𝐻(𝝁̃ℋ1

− 𝝁̃ℋ0
)]2

f𝐻Cy𝑎∣ℋ1
f

(26)

To avoid undetermined solutions, (26) is maximized under the
unit-norm constraint for f :

max
f
𝑚2

wl(f ) subject to f𝐻f = 1 (27)

By using (C
1/2
y𝑎∣ℋ1

f)𝐻C
−1/2
y𝑎∣ℋ1

= f𝐻 and the Cauchy-
Schwartz’s inequality [19], one has:

𝑚2
wl(f ) =

[(C
1/2
y𝑎∣ℋ1

f)𝐻C
−1/2
y𝑎∣ℋ1

(𝝁̃ℋ1
− 𝝁̃ℋ0

)]2

f𝐻Cy𝑎∣ℋ1
f

≤ (𝝁̃ℋ1
− 𝝁̃ℋ0

)𝐻C−1
y𝑎∣ℋ1

(𝝁̃ℋ1
− 𝝁̃ℋ0

) (28)

where the equality is achieved if and only if:

fwl-opt = 𝜉C−1
y𝑎∣ℋ1

(𝝁̃ℋ1
− 𝝁̃ℋ0

) (29)

The constraint f𝐻f = 1 is satisfied by setting the constant
𝜉 = 1/∣∣C−1

y𝑎∣ℋ1
(𝝁̃ℋ1

−𝝁̃ℋ0
)∣∣22, which is a real value to assure

the conjugate symmetric property of the augmented vector f .
Hence, the modified deflection coefficient is maximized by:

fwl-opt
△
=

[
f1,wl-opt

f∗1,wl-opt

]
=

C−1
y𝑎∣ℋ1

(𝝁̃ℋ1
− 𝝁̃ℋ0

)

∣∣C−1
y𝑎∣ℋ1

(𝝁̃ℋ1
− 𝝁̃ℋ0

)∣∣22
(30)

Once fwl-opt is determined, from (23) we can set the threshold
to obtain a targeted false-alarm probability 𝑃wl

𝑓 :

𝛾wl-opt = 𝑄−1(𝑃wl
𝑓 )
√
f𝐻wl-optCy𝑎∣ℋ0

fwl-opt + f𝐻wl-opt 𝝁̃ℋ0
(31)

C. The Linear Cooperative Spectrum Sensing Technique

Here, we develop the L combining rule for the considered RC
model, by following the same guidelines of the WL rule. Once
the FC receives the {y𝑖(𝑙)}, a L global test statistic 𝑑(𝑙) is
calculated by linearly processing the received vector:

𝑑(𝑙)
△
= w𝐻 y(𝑙) (32)
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Since the vector y(𝑙) is a complex Gaussian vector, its linear
combination 𝑑(𝑙) is also a complex Gaussian r.v.. In the fol-
lowing, the weighting vector w is singled out by maximizing
the modified deflection coefficient:

𝑚2
l (w)

△
=

∣𝐸[𝑑(𝑙)∣ℋ1]− 𝐸[𝑑(𝑙)∣ℋ0]∣2
Var[𝑑(𝑙)∣ℋ1]

=

=
∣w𝐻(𝝁ℋ1

− 𝝁ℋ0
)∣2

w𝐻Cy∣ℋ1
w

(33)

where 𝝁ℋ𝑗
and Cy∣ℋ𝑗

are given by (6) and (8), respectively.
The second equality in (33) is obtained by exploiting the
expression (32) of 𝑑(𝑙). To avoid undetermined solutions, (33)
is maximized under the unit-norm constraint for w:

max
w

𝑚2
l (w) subject to w𝐻w = 1 (34)

By using the Cauchy-Schwartz’s inequality, the modified de-
flection coefficient is maximized by choosing w as follows:

wl-opt = 𝜁C−1
y∣ℋ1

(𝝁ℋ1
− 𝝁ℋ0

) (35)

The constraint w𝐻w = 1 can be satisfied by setting the
constant5 𝜁 = 1/∣∣C−1

y∣ℋ1
(𝝁ℋ1

− 𝝁ℋ0
)∣∣22, obtaining so that

the modified deflection coefficient is maximized by:

wl-opt =
C−1

y∣ℋ1
(𝝁ℋ1

− 𝝁ℋ0
)

∣∣C−1
y∣ℋ1

(𝝁ℋ1
− 𝝁ℋ0

)∣∣22
(36)

Once wl-opt is determined, the FC takes the global decision
on the presence of the PU by comparing the real part of the
optimized L test statistic with a decision threshold 𝛾l:

Re[𝑑(𝑙)]
△
= Re[w𝐻

l-opt y(𝑙)] ⋛ℋ1

ℋ0
𝛾l (37)

where the real-part operator takes into account that the infor-
mation symbols {𝑢𝑖(𝑞)} are real, while the linear combination
𝑑(𝑙) of the received vector is complex. Since 𝑑(𝑙) is a Gaussian
r.v., its real part is also Gaussian. Hence, the false-alarm 𝑃 l

𝑓

and the detection 𝑃 l
𝑑 probabilities can be expressed as:

𝑃 l
𝑓

△
= 𝑃 [Re[𝑑(𝑙)] > 𝛾l∣ℋ0] = 𝑄

(
𝛾l − 𝐸[Re[𝑑(𝑙)]∣ℋ0]√

Var[Re[𝑑(𝑙)]∣ℋ0]

)
(38)

𝑃 l
𝑑

△
= 𝑃 [Re[𝑑(𝑙)] > 𝛾l∣ℋ1] = 𝑄

(
𝛾l − 𝐸[Re[𝑑(𝑙)]∣ℋ1]√

Var[Re[𝑑(𝑙)]∣ℋ1]

)
(39)

To make explicit the equations (38) and (39), first we derive
the mean and then the variance of the r.v. Re[𝑑(𝑙)]:

𝜇l∣ℋ𝑗

△
= 𝐸[Re[𝑑(𝑙)]∣ℋ𝑗 ] = 𝐸

[
𝑑(𝑙) + 𝑑∗(𝑙)

2
∣ℋ𝑗

]
=

= Re(w𝐻
l-opt 𝝁ℋ𝑗

)

(40)

where 𝝁ℋ𝑗
is given by (6), and wl-opt by (36). In (40) we

have used the notable relation Re[𝑧] = (𝑧 + 𝑧∗)/2. By using
the equality Re2(𝑧) = (∣𝑧∣2+Re(𝑧2))/2, after some algebraic
manipulations, the variance of Re[𝑑(𝑙)] is obtained:

5The unit-norm constraint allows us to determinate only the module of
the constant 𝜁 . However, we can choose a real-value constant 𝜁 , since the
deflection coefficient (33) is not affected by phase rotations.

𝜑2
l∣ℋ𝑗

△
= Var[Re[𝑑(𝑙)]∣ℋ𝑗 ] = 𝐸[Re2[𝑑(𝑙)]∣ℋ𝑗 ]− ∣𝐸[Re[𝑑(𝑙)]∣ℋ𝑗 ]∣2

=
w𝐻

l-optCy∣ℋ𝑗
wl-opt + Re[w𝐻

l-optCy∗∣ℋ𝑗
w∗

l-opt]

2
(41)

where Cy∣ℋ𝑗
and Cy∗∣ℋ𝑗

are given by (8) and (12), respec-
tively. Consequently, by taking into account (40) and (41), 𝑃 l

𝑓

and 𝑃 l
𝑑 in (38) and (39) can be rewritten as:

𝑃 l
𝑓 = 𝑄

⎛⎝𝛾l − 𝜇l∣ℋ0√
𝜑2

l∣ℋ0

⎞⎠ = (42)

= 𝑄

⎛⎝ √
2
(
𝛾l − Re[w𝐻

l-opt𝝁ℋ0
]
)

√
w𝐻

l-optCy∣ℋ0
wl-opt + Re[w𝐻

l-optCy∗∣ℋ0
w∗

l-opt]

⎞⎠

𝑃 l
𝑑 = 𝑄

⎛⎝𝛾l − 𝜇l∣ℋ1√
𝜑2

l∣ℋ1

⎞⎠ = (43)

= 𝑄

⎛⎝ √
2
(
𝛾l − Re[w𝐻

l-opt𝝁ℋ1
]
)

√
w𝐻

l-optCy∣ℋ1
wl-opt + Re[w𝐻

l-optCy∗∣ℋ1
w∗

l-opt]

⎞⎠
From (42) we can set the threshold 𝛾l to obtain a targeted 𝑃 l

𝑓 :

𝛾l-opt =
𝑄−1(𝑃 l

𝑓 )
√

w𝐻
l-optCy∣ℋ0

wl-opt + Re[w𝐻
l-optCy∗∣ℋ0

w∗
l-opt]√

2

+ Re(w𝐻
l-opt 𝝁ℋ0

) (44)

In the following, we prove that the deflection coefficient
assured by the proposed WL technique is greater than the one
assured by the proposed L technique. Since a greater deflection
coefficient corresponds to a major detection sensitivity [8],
[15], [21] in the gaussian hypothesis, the WL technique
outperforms the L one, as confirmed by the numerical results
in Section V-A. We observe that the maximized deflection
coefficients assured by the optimized vectors fwl-opt (30) and
wl-opt (36) are equal to, respectively:

𝑚2
wl-opt(fwl-opt) = (𝝁̃ℋ1

− 𝝁̃ℋ0
)𝐻C−1

y𝑎∣ℋ1
(𝝁̃ℋ1

− 𝝁̃ℋ0
) (45)

𝑚2
l-opt(wl-opt) = (𝝁ℋ1

− 𝝁ℋ0
)𝐻C−1

y∣ℋ1
(𝝁ℋ1

− 𝝁ℋ0
) (46)

Proposition 1: The Widely-Linear deflection coefficient
(45) is greater than the Linear deflection coefficient (46), if
the reporting channels are modeled as temporal dispersive.

Proof: See Appendix A

IV. THEORETICAL COMPARISON OF THE WL AND L
COOPERATIVE TECHNIQUES

In this section, we prove that the L and the WL fusion schemes
perform exactly the same, when each RC between the FC and
the CR user is modeled as multipath frequency non-selective
channel. Therefore, when such assumption holds (e.g., when
the channel delay spread is significantly less than the CR
symbol duration), there is not anymore advantage to use the
WL fusion scheme, which exhibits an higher, although limited,
computational complexity than the L one. Preliminarily, we
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note that, when the RC is modeled as a frequency non-
selective channel, its complex lowpass equivalent response
appears as a multiplicative factor, i.e., 𝐿𝑔𝑖 = 1 in (3). There-
fore, in the following, first we modify the expressions of the
quantities presented in Section II-B according to the simplified
channel model, keeping unchanged the hypotheses drawn in
the previous sections. Then, we carry out the theoretical
analysis.
The base-band signal (3) at the RF front-end of the FC
received from the 𝑖-th CR user can be rewritten as:

𝑦𝑖(𝑙) = ℎ𝑖 𝑢𝑖(𝑙) + 𝑛𝑖(𝑙), 𝑖 ∈ {1, . . . ,𝑀} (47)

Since there is no need to jointly elaborate 𝐿𝑒 consecutive
received samples for each CR user, the expression (5) of the
collected received vector y(𝑙) is simplified as follows:

y(𝑙)
△
=

⎡⎢⎢⎢⎣
𝑦1(𝑙)
𝑦2(𝑙)

...
𝑦𝑀 (𝑙)

⎤⎥⎥⎥⎦
︸ ︷︷ ︸

∈𝒞𝑀

=

⎡⎢⎢⎢⎣
ℎ1 0 . . . 0
0 ℎ2 . . . 0
...

...
. . .

...
0 0 . . . ℎ𝑀

⎤⎥⎥⎥⎦
︸ ︷︷ ︸

△
=H∈ℂ𝑀×𝑀

⎡⎢⎢⎢⎣
𝑢1(𝑙)
𝑢2(𝑙)

...
𝑢𝑀 (𝑙)

⎤⎥⎥⎥⎦
︸ ︷︷ ︸
△
=u(𝑙)∈ℝ𝑀

+

+

△
=n(𝑙)∈𝒞𝑀︷ ︸︸ ︷⎡⎢⎢⎢⎣
𝑛1(𝑙)
𝑛2(𝑙)

...
𝑛𝑀 (𝑙)

⎤⎥⎥⎥⎦ = Hu(𝑙) + n(𝑙) (48)

Therefore, taking into account the relations (2) and (48), the
mean in (6) and the covariance matrix in (8) of the complex
Gaussian random vector y(𝑙) can be rewritten as:

𝝁ℋ𝑗
= 𝐸[y(𝑙)∣ℋ𝑗 ] = H𝐸[u(𝑙)∣ℋ𝑗 ] = H𝜼ℋ𝑗

∈ ℂ
𝑀 (49)

where

𝜼ℋ𝑗

△
= 𝐸[u(𝑙)∣ℋ𝑗 ] =

=

{
[𝑁 𝜎2

1 . . .𝑁 𝜎2
𝑀 ]𝑇 ℋ0

[(𝐸𝑠∣𝑔1∣2 +𝑁𝜎2
1) . . . (𝐸𝑠∣𝑔𝑀 ∣2 +𝑁 𝜎2

𝑀 )]𝑇 ℋ1

(50)

Cy∣ℋ𝑗

△
= 𝐸[(y(𝑙)− 𝝁) (y(𝑙)− 𝝁)𝐻 ∣ℋ𝑗 ] ∈ ℂ

𝑀×𝑀 =

= HCu∣ℋ𝑗
H𝐻 +Rn

(51)

The noise covariance matrix Rn and the transmitted statistics
covariance matrix Cu∣ℋ𝑗

are equal to:

Rn = diag[𝛿21 𝛿
2
2 . . . 𝛿

2
𝑀 ] ∈ ℝ

𝑀×𝑀

Cu∣ℋ𝑗
= diag[𝜁1∣ℋ𝑗

𝜁2∣ℋ𝑗
. . . 𝜁𝑀∣ℋ𝑗

] ∈ ℝ
𝑀×𝑀

(52)

where 𝜁𝑖∣ℋ𝑗
denotes the Var[𝑢𝑖(𝑞)∣ℋ𝑗 ] given by (2). Finally,

the pseudo-covariance matrix of y(𝑙) is equal to:

Cy∗∣ℋ𝑗

△
= 𝐸[(y(𝑙)− 𝝁) (y(𝑙)− 𝝁)𝑇 ∣ℋ𝑗 ] ∈ ℂ

𝑀×𝑀 =

= HCu∣ℋ𝑗
H𝑇 (53)

with Cu∣ℋ𝑗
given in (52). We underline that all the previous

matrices are diagonal as a consequence of the simplified
system model, unlike the matrices in Section II.
Since the theoretical derivations in Sections III-B and III-C
are blind with respect to the adopted RC model, the relations

(30) and (36) continue to hold provided that the synthetic
statistical parameters are those given in (49), (51) and (53). In
the following, for the sake of clarity, we report the closed-form
expressions of the L and WL rules:

wl-opt =
C−1

y∣ℋ1
(𝝁ℋ1

− 𝝁ℋ0
)

∣∣C−1
y∣ℋ1

(𝝁ℋ1
− 𝝁ℋ0

)∣∣22
(54)

fwl-opt
△
=

[
f1,wl-opt

f∗1,wl-opt

]
=

C−1
y𝑎∣ℋ1

(𝝁̃ℋ1
− 𝝁̃ℋ0

)

∣∣C−1
y𝑎∣ℋ1

(𝝁̃ℋ1
− 𝝁̃ℋ0

)∣∣22
(55)

In (55), according to (17) and (19), we have that

𝝁̃ℋ𝑗
=

[
H
H∗

]
𝜼ℋ𝑗

= H𝑎 𝜼ℋ𝑗
(56)

퓒y𝑎∣ℋ𝑗
=

[
Cy∣ℋ𝑗

Cy∗∣ℋ𝑗

C∗
y∗∣ℋ𝑗

C∗
y∣ℋ𝑗

]
(57)

Before to address the theoretical comparison of the WL and
L schemes through Theorem 1, we present in Proposition 2
an intermediate result.

Proposition 2: The WL-subvector f1,wl-opt given in (55)
can be expressed as:

f1,wl-opt =
[I+C−1

y∣ℋ1
Cy∗∣ℋ1

H−1 H𝐻 ]−1 wl-opt√
2 ∣∣[I+C−1

y∣ℋ1
Cy∗∣ℋ1

H−1 H𝐻 ]−1 wl-opt∣∣22
(58)

Proof: See Appendix B.
Since [I + C−1

y∣ℋ1
Cy∗∣ℋ1

H−1 H𝐻 ]−1 in (58) is a diagonal
matrix for the adopted channel model, f1,wl-opt is a scaled
version of the linear vector wl-opt given in (54).

Theorem 1: The detection probability assured by the WL
detector for a fixed false-alarm probability 𝑃𝑓 is the same of
the L detector, provided that the CR user transmissions are
orthogonal, and that each link between the FC and the CR
users is modeled as multipath frequency nonselective channel.

Proof: To prove that the detection probabilities of the WL
and L detectors are the same, we prove that the arguments of
the Q-functions in (24) and (43) are equal. At this end, taking
into account the closed-form expression (31) of the decision
threshold for the WL cooperative technique, we can rewrite
the argument of the Q-function in (24) as in (59), reported at
the top of the next page. The last equality in (59) follows from
(57). Analogously, by substituting (44) in the argument of the
Q-function (43) for the L case, one has the result (60), reported
at the top of the next page. By comparing (59) and (60), we
recognize that they are equal provided that f1,wl-opt and wl-opt

are scaled versions of each other. Hence, by accounting for
Proposition 2, the theorem is proved.
In the particular case of high SNR region, the scaled factor,
which allows to express f1,wl-opt as function of the linear wl-opt,
has a very simple expression thanks to the following corollary:

Corollary 1: In the high-SNR region at the FC side, the
WL-subvector f1,wl-opt is6:

lim
{𝛿2𝑖 →0}𝑀

𝑖=1

f1,wl-opt =
1√
2
wl-opt (61)

6The coefficient 1/
√
2 in (61) is intuitively justified by considering that

fwl-opt is designed with the unit-norm constraint.
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𝛾wl − f𝐻wl-opt𝝁̃ℋ1√
f𝐻wl-optCy𝑎∣ℋ1

fwl-opt

=
𝑄−1(𝑃𝑓 )

√
f𝐻wl-optCy𝑎∣ℋ0

fwl-opt + f𝐻wl-opt(𝝁̃ℋ0
− 𝝁̃ℋ1

)√
f𝐻wl-optCy𝑎∣ℋ1

fwl-opt

= (59)

𝑄−1(𝑃𝑓 )
√
f𝐻1,wl-optCy∣ℋ0

f1,wl-opt + Re[f𝐻1,wl-optCy∗∣ℋ0
f∗1,wl-opt] +

√
2Re[f𝐻1,wl-optH(𝜼ℋ0

− 𝜼ℋ1
)]√

f𝐻1,wl-optCy∣ℋ1
f1,wl-opt + Re[f𝐻1,wl-optCy∗∣ℋ1

f∗1,wl-opt]

√
2(𝛾 − Re[w𝐻

l-opt 𝝁ℋ1
])√

w𝐻
l-optCy∣ℋ1

wl-opt + Re[w𝐻
l-optCy∗∣ℋ1

w∗
l-opt]

=

𝑄−1(𝑃𝑓 )
√
w𝐻

l-optCy∣ℋ0
wl-opt + Re[w𝐻

l-optCy∗∣ℋ0
w∗

l-opt] +
√
2Re[w𝐻

l-opt H (𝜼ℋ0
− 𝜼ℋ1

)]√
w𝐻

l-optCy∣ℋ1
wsl-opt + Re[w𝐻

l-optCy∗∣ℋ1
w∗

l-opt]
(60)

Proof: When the FC noise powers go to zero, i.e.
𝛿2𝑖 → 0, ∀ 𝑖 ∈ {1, . . . ,𝑀}, Cy∣ℋ1

in (51) becomes: Cy∣ℋ1
=

HCu∣ℋ1
H𝐻 + Rn → HCu∣ℋ1

H𝐻 , hence (58) can be
simplified as:

lim
{𝛿2𝑖 →0}𝑀

𝑖=1

f1,wl-opt = (62)

= lim
{𝛿2𝑖→0}𝑀

𝑖=1

{
[I+C−1

y∣ℋ1
Cy∗∣ℋ1

H−1H𝐻 ]−1wl-opt√
2 ∣∣[I+C−1

y∣ℋ1
Cy∗∣ℋ1

H−1H𝐻 ]−1wl-opt∣∣22

}

=
[2 I]−1wl-opt√

2 ∣∣[2 I]−1wl-opt∣∣22
=

1√
2
wl-opt

By using (61) in (59), it is evident that the detection prob-
abilities of both WL and L strategies are equal, proving the
validity of Theorem 1 also in the high-SNR region.

V. NUMERICAL RESULTS

In Subsection V-A, the performances of the proposed
schemes are evaluated when the RCs are temporal dispersive.
The results confirm that the WL detector outperforms the
L one in operative conditions of practical interest. Subsec-
tion V-B validates the theoretical analysis of Section IV, by
evaluating the performances of the proposed schemes when
the RCs are not temporal dispersive. In both the subsections,
the considered detectors are: the WL, the L, the optimal
Neyman-Pearson test at the FC side (LRT) [15], and the
non-cooperative strategy (NC), in which a CR user takes an
autonomous decision based only on its local energy.

A. Temporal Dispersive Reporting Channels

Each experiment consists of 106 independent Monte Carlo
runs, and in each run the noise samples and the SCs {𝑔𝑖}𝑀𝑖=1

are randomly and independently generated according to a zero-
mean complex normal distribution. For the sake of simplicity,
the PU signal is assumed equal to 𝑠(𝑘) = 1. The lengths of
the FIR filters, modeling the RCs, are set equal to 𝐿𝑔 = 2
and the tap values are randomly and independently generated
according to a zero-mean complex Gaussian process. The
instantaneous SNR at each CR user is defined as [5], [6],
[8]: {SNR𝑖}𝑀𝑖=1 = ∣𝑔𝑖∣2𝐸𝑠/(𝑁 𝜎2

𝑖 ).

Experiment 1: Fig. 3 shows the Missing-Detection Proba-
bility 𝑃𝑚 versus (vs) the average CR user SNR, 𝑆𝑁𝑅, for a
false-alarm probability 𝑃𝑓 equal to 𝑃𝑓 = 10−2, 𝑁 = 50 and
the number of cooperative CR users equal to 𝑀 = 4. Two
different values of 𝐿𝑒 are considered, i.e. 𝐿𝑒 = 1 and 𝐿𝑒 = 3,
to evaluate the impact of the number of consecutive received
samples processed by the FC on the proposed schemes. The
results are obtained by considering at the FC different noise
variance values for each CR user, i.e., 𝛿21 = 0.5, 𝛿22 = 1,
𝛿23 = 1.5, and 𝛿24 = 2, to account for different CR user
sensing capabilities, conferring so generality to the analysis.
The results show that the NC strategy, which is independent
from 𝐿𝑒, performs notably worse than the cooperative ones, as
expected. Instead, the performances of the proposed schemes
increase when 𝐿𝑒 increases. Specifically, for both the 𝐿𝑒

values, the WL detector outperforms the L one in operative
conditions of practical interest, i.e., low 𝑆𝑁𝑅, assuring so less
interference to the PU. The WL gain on the L detector is more
pronounced when 𝐿𝑒 = 1, which corresponds to the shorter
processing delay. The WL gain is justified by its capacity to
exploit the information contained in the statistical pseudo-
covariance of the received signal. In addition, for both the
𝐿𝑒 values, the WL detector performs almost comparable with
the optimal LRT, but with a significantly lower computational
complexity.

Experiment 2: Fig. 4 shows 𝑃𝑚 vs 𝑃𝑓 , for 𝑀 = 4,
𝐿𝑒 = 1 and 𝑁 = 50. {𝛿2𝑖 }𝑀𝑖=1 and {𝑆𝑁𝑅𝑖}𝑀𝑖=1 are different
for each CR user in order to analyze how different sensing
capabilities can affect the global decision. Specifically, the
results of Fig. 4 are obtained by setting 𝑆𝑁𝑅1 = −8 dB,
𝑆𝑁𝑅2 = −8.7 dB, 𝑆𝑁𝑅3 = −9.3 dB, 𝑆𝑁𝑅4 = −10,
and {𝛿2𝑖 }𝑀𝑖=1 as in Experiment 1. Since the CR users are
characterized by different values of 𝑆𝑁𝑅, we consider an
additional non-cooperative detection strategy, referred to as
NC-max, which is based on the decision of the CR user
characterized by the maximum SNR. In such a way, we show
that a non-cooperative strategy performs notably worse than
the cooperative ones, even if the decision on the presence
of the PU is taken by the CR user that experiences the best
channel condition as shown in Fig. 4. The results confirm also
the capacity of the WL technique to outperform the L one in
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Fig. 3. 𝑃𝑚 vs SNR, for 𝑃𝑓 = 10−2 and 𝑀 = 4
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Fig. 4. 𝑃𝑚 vs 𝑃𝑓 , for 𝐿𝑒 = 1 and 𝑀 = 4
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Fig. 5. 𝑃𝑚 vs 𝑀 , for 𝑃𝑓 = 10−2
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Fig. 6. 𝑃𝑚 vs 𝐿𝑒, for 𝑃𝑓 = 10−2 and 𝑀 = 4
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Fig. 7. 𝑃𝑚 vs 𝑀 , for Δ = 0.5 dB and 𝑁 = 50
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Fig. 8. 𝑃𝑚 vs 𝑀 , for Δ = 0.5 dB and 𝑁 = 100

presence of different sensing capabilities.
Experiment 3: Here, 𝑃𝑚 is evaluated vs the number M of

cooperative CR users, for 𝑃𝑓 = 10−2, 𝑁 = 50 and for two
different values of 𝐿𝑒, i.e. 𝐿𝑒 = 1 and 𝐿𝑒 = 3. In this and in
the next experiment, the NC strategy is not considered since
its performances do not depend on the parameters 𝑀 and
𝐿𝑒. The CR users are characterized by different values of
{𝑆𝑁𝑅𝑖}𝑀𝑖=1 and {𝛿2𝑖 }𝑀𝑖=1, set as follows: the average SNR
value is equal to −8 dB when 𝑀 = 1 and then it decreases,
with step 0.2 dB, every time the a new CR user is considered.
For example, when 𝑀 = 16, {𝑆𝑁𝑅𝑖}𝑀𝑖=1 are set equal to:
𝑆𝑁𝑅1 = −8 dB, 𝑆𝑁𝑅2 = −8.2 dB, . . ., 𝑆𝑁𝑅16 = −11
dB. Similarly, the noise variance at the FC is set equal
to 0.2 when 𝑀 = 1, and then it increases with step 0.1
every time that a new CR user is considered. As shown in
Fig. 5, the sensing reliability improves as 𝑀 increases, even
if the average local SNR decreases and the noise variance
at the FC increases when a new CR user is involved in
the cooperative decision. Moreover, when 𝐿𝑒 increases, it is
possible to reduce the number of cooperative CR users to
achieve targeted performances, reducing so the coordination
cost in terms of network overhead. However, if 𝐿𝑒 increases,
the delay processing increases as well, and hence there is
a trade-off. Finally, the effectiveness of the proposed WL
technique, which is able to perform almost comparable with
the LRT, is confirmed.

Experiment 4: Fig. 6 shows 𝑃𝑚 vs the number of samples
𝐿𝑒 jointly processed by the FC, for 𝑃𝑓 = 10−2, 𝑀 = 4
and for different values of 𝑁 , i.e., 𝑁 = 20 and 𝑁 = 50.
{𝑆𝑁𝑅𝑖}𝑀𝑖=1 are set equal to 𝑆𝑁𝑅1 = −8 dB, 𝑆𝑁𝑅2 = −9.3

dB, 𝑆𝑁𝑅3 = −10.6 dB, 𝑆𝑁𝑅4 = −12 dB, and {𝛿2𝑖 }𝑀𝑖=1

as in Experiment 1. When 𝐿𝑒 increases, it is possible to
reduce 𝑁 for achieving targeted performances, reducing so
the sensing time. However, if 𝐿𝑒 increases, the FC delay
processing increases as well, and therefore there is a trade-
off also in this case. Finally, the effectiveness of the WL rule
is confirmed as well.

Experiment 5: We evaluate the impact of the noise uncer-
tainty problem (NUP) [22], [23], on the performance of the
proposed schemes. The NUP affects the performance of the
energy detector that below a certain SNR, called 𝑆𝑁𝑅𝑤𝑎𝑙𝑙,
fails to detect the PU signal. We evaluate 𝑃𝑚 vs 𝑀 for
different values of 𝐿𝑒, i.e. 𝐿𝑒 = 1 and 𝐿𝑒 = 3, when the
noise uncertainty Δ is set equal to a common used value,
i.e. Δ = 0.5 dB, [22], [23]. 𝑆𝑁𝑅 is equal to −8 dB,
notable smaller than the 𝑆𝑁𝑅𝑤𝑎𝑙𝑙 corresponding to Δ [22],
[23]. The CR users are characterized by different values of
{𝛿2𝑖 }𝑀𝑖=1, set as in Experiment 3. As shown in Fig. 7, the
energy detector fails to detect the PU as expected (the NC
curve exhibits a 𝑃𝑚 ≃ 0.9). However, we can improve the
sensing reliability of the energy detector by resorting to the
proposed detectors. In fact, although the performances of the
WL, L and LRT schemes are smaller than those in absence
of the NUP, they increase as 𝑀 increases, even if 𝑆𝑁𝑅
is smaller than 𝑆𝑁𝑅𝑤𝑎𝑙𝑙 and even if the noise variance
𝛿2𝑖 at the FC increases when a new CR user is involved
in the cooperation. Moreover, Fig. 7 shows also that it is
possible to reduce the value of 𝑀 needed to achieve targeted
performances, by increasing 𝐿𝑒. The same considerations hold
with reference to Fig. 8, obtained for 𝑁 = 100. Fig. 8
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shows that the energy detector cannot overcome the NUP
by simply increasing the sensing time. In fact, the NC curve
exhibits again a 𝑃𝑚 ≃ 0.9. Instead, the sensing reliability of
the proposed detectors increases when 𝑁 increases as well.
Hence, the proposed schemes can overcome the NUP, since
they exploit the freedom degrees represented by the number
of cooperative CR users, the number of samples 𝐿𝑒 processed
by the FC, the sensing length 𝑁 .

B. No-Temporal Dispersive Reporting Channels

Experiment 6: Fig. 9 shows the detection probability 𝑃𝑑

vs the average SNR, with the same simulation setting of
Experiment 1, but now 𝐿𝑔 = 𝐿𝑒 = 1, since the RCs are
modeled as multipath frequency non-selective channels. Since
the curves of the WL and L detectors practically coincide,
the validity of Theorem 1 is confirmed. Plus, the NC strategy
performs notably worse than the cooperative ones, as already
observed in Experiment 1. The optimal LRT outperforms the
proposed ones, as expected, but with a negligible gain.

Experiment 7: In this experiment we evaluate 𝑃𝑑 vs 𝑃𝑓

with the same simulation setting of Experiment 2. Fig.
10 shows that the WL and L detectors perform the same,
confirming again the validity of Theorem 1. Moreover, we
note that as 𝑃𝑓 increases, 𝑃𝑑 increases as well, although
larger 𝑃𝑓 results in lower CR user spectrum efficiency. For
𝑃𝑓 values of practical interest, i.e. 𝑃𝑓 ≤ 10−1, the proposed
schemes perform practically the same of the optimal LRT,
with a computational complexity significantly lower.

Experiment 8: Finally, in this experiment we evaluate 𝑃𝑑

vs the number 𝑀 of CR users, with the same simulation
setting of Experiment 3. Fig. 11 shows that the WL and
the L performance curves coincide practically, confirming
again the validity of Theorem 1. Moreover, we can observe
that, when 𝑀 increases, the reliability of spectrum sensing
increases as well, even if the average CR user SNR decreases,
as underlined in Experiment 3. Therefore the interference
against the primary network decreases, as the number M of
CR user increases.

VI. CONCLUSIONS

In this paper, the effects of temporal dispersive reporting
channels (RCs) on cooperative spectrum sensing have been
investigated by proposing two optimized fusion techniques:
the Widely Linear (WL) and the Linear (L). For both the
schemes closed-form expressions of the detection and false-
alarm probabilities are provided, and numerical results show
that the WL detector outperforms the L one in operative condi-
tions of practical interest. Moreover, the WL detector performs
almost comparable with the optimal LRT-based fusion rule, but
with a significantly lower computational complexity. Finally, a
theoretical comparison between the two proposed techniques
has been carried out, proving their performance equivalence
under the assumptions of orthogonal transmissions among the
cognitive radio users and RCs modeled as multipath frequency
non-selective channels. The theoretical analysis has been val-
idated numerically. In future, we would like to explore the
effects of temporal dispersive reporting channels on other data

fusion algorithms, such as cyclostationary detection, space-
time combining, and eigenvalue-based detection.

APPENDIX A
PROOF OF PROPOSITION 1

We provide the analytical proof in the simplified case of one
cooperative CR user, i.e. 𝑀 = 1, and 𝐿𝑒 = 1, in order
to make the analysis tractable mathematically. By using the
definition of the channel matrix H and equations (6) and (7),
it is possible to rewrite (46) as:

𝑚2
l-opt(wl-opt) = (𝐸𝑠 ∣𝑔∣2)2 ∣ℎ(0) + ℎ(1) + . . .+ ℎ(𝐿𝑔 − 1)∣2

𝐶𝑦∣ℋ1

= (𝐸𝑠 ∣𝑔∣2)2 ∣1
𝐻 H𝐻 ∣2
𝐶𝑦∣ℋ1

(63)

where 𝐶𝑦∣ℋ1
= Cy∣ℋ1

, since, when 𝑀 = 1 and 𝐿𝑒 = 1,
the covariance matrix Cy∣ℋ1

becomes a scalar non-negative
quantity. Similarly, by exploiting the equations (17), (19) and
the inverse of a (2 × 2) matrix [19], after some algebraic
manipulations, (45) can be rewritten as:

𝑚2
wl-opt(fwl-opt) = 2 (𝐸𝑠 ∣𝑔∣2)2

{
𝐶𝑦∣ℋ1

∣1𝐻 H𝐻 ∣2
𝐶2

𝑦∣ℋ1
− ∣𝐶𝑦∗∣ℋ1

∣2 +

−
Re
[
𝐶𝑦∗∣ℋ1

(1𝐻 H𝐻)2
]

𝐶2
𝑦∣ℋ1

− ∣𝐶𝑦∗∣ℋ1
∣2

⎫⎬⎭ (64)

We note that 𝐶2
𝑦∣ℋ1

= ∣𝐶𝑦∣ℋ1
∣2 > ∣𝐶𝑦∗∣ℋ1

∣2 as a direct con-
sequence of their definitions (8) and (12), and that the scalar
quantity Re

[
𝐶𝑦∗∣ℋ1

(1𝐻 H𝐻)2
]

can assume either positive
values or negative values. Therefore, to complete the proof we
distinguish between the case in which Re

[
𝐶𝑦∗∣ℋ1

(1𝐻 H𝐻)2
]

is positive and the case in which Re
[
𝐶𝑦∗∣ℋ1

(1𝐻 H𝐻)2
]

is
negative.

Case 1. If Re
[
𝐶𝑦∗∣ℋ1

(1𝐻 H𝐻)2
]

assumes positive values,
then equation (65), reported at the top of the next page, is ob-
tained by using the notable relation valid for complex number,
i.e., ∣Re[𝑥]∣ ≤ ∣𝑥∣, and the equality ∣(1𝐻 H𝐻)2∣ = ∣1𝐻 H𝐻 ∣2.
Since 𝐶𝑦∣ℋ1

> ∣𝐶𝑦∗∣ℋ1
∣, we can conclude from (65) that:

𝑚2
wl-opt(fwl-opt) ≥ 2 ∣1𝐻 H𝐻 ∣2 (𝐸𝑠 ∣𝑔∣2)2

𝐶𝑦∣ℋ1
+ ∣𝐶𝑦∗∣ℋ1

∣

>
2 ∣1𝐻 H𝐻 ∣2 (𝐸𝑠 ∣𝑔∣2)2

2𝐶𝑦∣ℋ1

= 𝑚2
l-opt(wl-opt) (66)

Case 2. If Re
[
𝐶𝑦∗∣ℋ1

(1𝐻 H𝐻)2
]

assumes negative values,
we can rewrite (64) as:

𝑚2
wl-opt(fwl-opt) = 2 (𝐸𝑠 ∣𝑔∣2)2

{
𝐶𝑦∣ℋ1

∣1𝐻 H𝐻 ∣2
𝐶2

𝑦∣ℋ1
− ∣𝐶𝑦∗∣ℋ1

∣2 +

+

∣∣∣Re
[
𝐶𝑦∗∣ℋ1

(1𝐻 H𝐻)2
]∣∣∣

𝐶2
𝑦∣ℋ1

− ∣𝐶𝑦∗∣ℋ1
∣2

⎫⎬⎭ (67)
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Fig. 9. 𝑃𝑑 vs SNR, for 𝑃𝑓 = 10−2 and 𝑀 = 4.
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Fig. 10. 𝑃𝑑 vs 𝑃𝑓 , for 𝑀 = 4.
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Fig. 11. 𝑃𝑑 vs 𝑀 , for 𝑃𝑓 = 10−2.

𝑚2
wl-opt(fwl-opt) ≥

2(𝐸𝑠 ∣𝑔∣2)2
{
𝐶𝑦∣ℋ1

∣1𝐻H𝐻 ∣2 −
∣∣∣𝐶𝑦∗∣ℋ1

(1𝐻H𝐻)2
∣∣∣}

𝐶2
𝑦∣ℋ1

− ∣𝐶𝑦∗∣ℋ1
∣2 =

2 ∣1𝐻 H𝐻 ∣2(𝐸𝑠∣𝑔∣2)2(𝐶𝑦∣ℋ1
− ∣𝐶𝑦∗∣ℋ1

∣)
(𝐶𝑦∣ℋ1

− ∣𝐶𝑦∗∣ℋ1
∣)(𝐶𝑦∣ℋ1

+ ∣𝐶𝑦∗∣ℋ1
∣)

=
2 ∣1𝐻 H𝐻 ∣2 (𝐸𝑠 ∣𝑔∣2)2
𝐶𝑦∣ℋ1

+ ∣𝐶𝑦∗∣ℋ1
∣ (65)

The numerator in (67) is greater than
(𝐸𝑠 ∣𝑔∣2)2

(
2𝐶𝑦∣ℋ1

∣1𝐻 H𝐻 ∣2 − 2
∣∣∣Re
[
𝐶𝑦∗∣ℋ1

(1𝐻 H𝐻)2
]∣∣∣):

𝑚2
wl-opt(fwl-opt) > (68)

2 (𝐸𝑠 ∣𝑔∣2)2
𝐶𝑦∣ℋ1

∣1𝐻 H𝐻 ∣2 −
∣∣∣Re
[
𝐶𝑦∗∣ℋ1

(1𝐻 H𝐻)2
]∣∣∣

𝐶2
𝑦∣ℋ1

− ∣𝐶𝑦∗∣ℋ1
∣2

By using the relation ∣Re[𝑥]∣ ≤ ∣𝑥∣, it results

∣Re
[
𝐶𝑦∗∣ℋ1

(1𝐻 H𝐻)2
]
∣ ≤ ∣𝐶𝑦∗∣ℋ1

∣ ∣1𝐻 H𝐻 ∣2, hence
we can proceed following the same reasoning described for
Case 1.

APPENDIX B
PROOF OF PROPOSITION 2

By exploiting (56), (57) and equation (55) of fwl-opt =[
f𝑇1,wl-opt f𝐻1,wl-opt

]𝑇
, and by indicating with C−1

y𝑎∣ℋ1

△
=[

A11 A12

A21 A22

]
, the WL-subvector f1,wl-opt can be expressed as:

f1,wl-opt =
[A11 H+A12 H

∗] (𝜼ℋ1
− 𝜼ℋ0

)√
2 ∣∣[A11 H+A12 H

∗] (𝜼ℋ1
− 𝜼ℋ0

)∣∣22
(69)

By accounting for the inverse of a partitioned matrix [19],
A11 and A12 can be expressed as:

A11 = [Cy∣ℋ1
−Cy∗∣ℋ1

(C∗
y∣ℋ1

)−1C∗
y∗∣ℋ1

]−1

A12 = −C−1
y∣ℋ1

Cy∗∣ℋ1
A11

(70)

where the equality for A12 accounts that the diagonal matrix
A11 is real. By substituting (70) in (69), and by exploiting the
diagonal-nature of the involved matrices, one has:

f1,wl-opt =
A11[H−C−1

y∣ℋ1
Cy∗∣ℋ1

H∗](𝜼ℋ1
− 𝜼ℋ0

)√
2 ∣∣A11[H−C−1

y∣ℋ1
Cy∗∣ℋ1

H∗](𝜼ℋ1
− 𝜼ℋ0

)∣∣22
(71)

Moreover, from (53), Cy∗∣ℋ1
can be rewritten as

Cy∗∣ℋ1
= [Cy∣ℋ1

−Rn] (H
𝐻)−1 H𝑇 =

= [Cy∣ℋ1
−Rn] (H

∗)−1 H (72)

By substituting (72) in (70), and by using the equality Rn =
(Cy∣ℋ1

−HCu∣ℋ1
H𝐻) one has:

A11 = [Rn (2 I−C−1
y∣ℋ1

Rn)]
−1 =

= [I+C−1
y∣ℋ1

Cy∗∣ℋ1
H−1 H𝐻 ]−1 R−1

n (73)

In addition, by using (72), after some algebraic manipula-
tions, we obtain [H − C−1

y∣ℋ1
Cy∗∣ℋ1

H∗] = C−1
y∣ℋ1

Rn H =

Rn C−1
y∣ℋ1

H. By substituting this equality and (73) in (71),
f1,wl-opt becomes:

f1,wl-opt = (74)

[I+C−1
y∣ℋ1

Cy∗∣ℋ1
H−1 H𝐻 ]−1C−1

y∣ℋ1
H(𝜼ℋ1

− 𝜼ℋ0
)√

2 ∣∣[I+C−1
y∣ℋ1

Cy∗∣ℋ1
H−1H𝐻 ]−1 C−1

y∣ℋ1
H (𝜼ℋ1

− 𝜼ℋ0
)∣∣22

By accounting for (54) and (49), the following equality holds:

C−1
y∣ℋ1

H(𝜼ℋ1
−𝜼ℋ0

) = ∣∣C−1
y∣ℋ1

H(𝜼ℋ1
−𝜼ℋ0

)∣∣22wl-opt (75)

For (75), the denominator of (74) can be
written as:

√
2 ∣∣C−1

y∣ℋ1
H (𝜼ℋ1

− 𝜼ℋ0
)∣∣22 ∣∣ [I +

C−1
y∣ℋ1

Cy∗∣ℋ1
H−1H𝐻 ]−1wl-opt ∣∣22. By using this equality

and (75) in (74), the proof is given:

f1,wl-opt =
[I+C−1

y∣ℋ1
Cy∗∣ℋ1

H−1H𝐻 ]−1wl-opt√
2 ∣∣[I+C−1

y∣ℋ1
Cy∗∣ℋ1

H−1H𝐻 ]−1wl-opt∣∣22
(76)
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