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| ntroduction

he proliferation of mobile communication and computing ides
makes wireless technology the only solution to provide &ndnd con-
nectivity.

Although in the last two decades great attention has beeotettvo the
ad hoc networking paradigm, which tries to enhance the bigigiof wire-
less networking by allowing multi-hop communications irsabce of pre-
existent infrastructure or central administration, cotlsewireless networking
is still limited to single-hop communications achieved witastructure-based
topologies.

Despite its attractive features, the transition from “tiiadal” networking
to ad hoc networking gives rise to several challenging gmoisl. Ad hoc net-
works inherit all the traditional problems of wireless andbite communica-
tions, such as bandwidth optimization, power control andgmission quality
enhancement. In addition, the multihop nature and the latiked infrastruc-
ture bring new issues such as network configuration, devgmodery, topol-
ogy maintenance and ad hoc addressing.

In the last years, many different approaches and proto@s heen pro-
posed to overcome these drawbacks, and there are multgpidastlization
efforts within the Internet Engineering Task Force and thterhet Research
Task Force, as well as academic and industrial projectsseléfforts have pro-
duced several routing protocols able to perform very weBrimall networks.
However, it has been proved that the overhead needed byth#wito provide
network connectivity increases so fast with the number ofesahat it even-
tually consumes all of the available bandwidth also in nekeaf moderate
size.

A trivial solution to this problem is to arbitrarily considenly small net-
works. Since present wireless networks are composed bydeend of nodes
and large ones are merely a prof of concept, why one shouldiabout scal-
ability issues?

XVii



XViii Introduction

In 1977, Leonard Kleinrock and Farouk Kamoun answered tcstme
question in the papéHierarchical routing for large networks”[1]:

«Present computer networks may be characterized as smalbtterate in
size (77 nodes for thARPANETas of December 1975). Predictions indicate
that, in fact, large networks of the order of hundreds (orrepessibly thou-
sands) of nodes are soon to come. In the course of develdmRRPANET
a design methodology has evolved which is quite suitabléhfoefficient de-
sign of small and moderate networks. Unfortunately the ocbstonducting
the design is prohibitive if the same techniques are extedpd to the case of
large networks. Indeed, not only the cost of design grow mepidally with
the network size, but also the cost of a straightforward aidepouting proce-
dure becomes prohibitive. Other design and operationatedurres (routing
techniques) must be found which handle the large networks. ca

At that time, Internet was in its early stages and very fewldpuedict its
explosive growth. However, most researchers were invdlveléveloping net-
working protocol for large store-and-forward packet-siwéd wired networks.
Differently, currently ad hoc networks research seems ve kiawnplayed the
importance of scalability and, moreover, it seems to r&sitiself to adapting
wired networking techniques to ad hoc networks.

In this thesis, we focus on providing a scalable networkddgead hoc
networks by resorting to both traditional and innovativengeking paradigms.
The first traditional paradigm, referred to Berarchical routing has been
proposed by Kleinrock and Kamoun in the above mentionedrpape

«The main idea ... is to keep, at any node, complete routifayriration
about nodes which are close to it (in terms of a hop distanceoone other
nearness measure), and lesser information about nodeselddarther away
from it. This can be realized by providing one entry per degton for the
closer nodes, and one entry per set of destinations for thte nodes. The
size of this set may increase with the distance. »

Hierarchical routing is still the basic idea of current vdnmeetworking and
its scalability has been substantiate throughout the #lgeefore in this thesis
we propose a network layer based on such a paradigm. Howieiace with
the flat, transient nature of ad hoc topologies, new digitbyprocedures for
node clustering have to be found. We solve this issue bytiagdo location-
aware network addresses, that is by defining a logical likyaover the net-
work topology in the address space.

To provide a scalable mapping between transient addreedamde iden-
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tifiers, we adopt a novel routing paradigm, tindirect key-baseane, based
on distribute hash tabld{HT) systems. Such a routing, initially proposed for
application layer peer-to-peer systems, requires an anwdsophistication to
couple with ad hoc network features. In fact, it has beengudhat simply
deploying indirect key-based routing over ad hoc networley ause poor
performances due to the lack of cooperation and commuaitaitween the
two layers, causing so significant message overhead anddadcy. In this
thesis, we address to these issues by integrating bothidraadidirect routing
and indirect key-based routing at the network layer.

Unlike traditional routing procedures that, at the bestgls out a unique
route, we explore also the feasibility of multi-path rogtirwhich consists of
proactively discovering several alternative routes talsdne same destination.
Moreover, since most studies in the area of multi-path ngutbcus on heuris-
tic methods, and the performances of these strategies ammanly evaluated
by numerical simulations, in this thesis we define an arel/framework to
evaluate the performance gain achieved by multi-path mgutsorting to the
graph theory.

Finally, we deal with delay tolerant networkBTNSs), that is with ad hoc
networks characterized by sparse topologies as well aslehgsbpagation
conditions. Traditionally, ad hoc networking tries to ftyrtthe environment
so that it behave like a wired network. More in detail, thealgss channel
is reinforced by means of automatic repeat requaf() or forward error
control FECQ) data-link techniques to counteract the time-variant immpant
of the wireless propagation, while the transient netwogotogy is fortified
resorting to multi-path and/or flooding routing techniqué&sese approaches
are based on two hypotheses. The former is that the netwpdkay is quite
dense to assure the presence of a persistent path betwégragasf nodes and
the latter assures that the wireless propagation conditioa enough station-
ary to allow a persistent communication among neighbor sioliethis thesis,
rather than counteracts, we try to take advantages by tleevariant nature of
the environment to provide end-to-end connectivity in sces where tradi-
tional networking fails resorting to thepportunistic networkingaradigm.

The outline of the thesis is the following:

Chapterl presents the general framework. The ad hoc paradigm is intro
duced along with the main design constraints of ad hoc néingr The latest
research activities related with routing in mobile ad hotovoeks (MANETS)
are presented and discussed as well.
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Chapter2 addresses the design of a scalable network layer for mothile a
hoc networks, referred to as Augmented Tree-based RouAifg)(protocol.

In such a design, we resort to both hierarchical and indkegtbased routing
to achieve a scalable network layer. A number of optimizatias been used
to face with fading channels and, according to our knowledg® is the first
protocol for ad hoc networking able to exploit a multi-patipeoach without
introducing any communication overhead. To effectivelsess the scalability
property of the proposed protocol, we accomplish a perfageaomparison
among some widely adopted routing protocols with a dataVdasidh accounts
for the theoretical capacity scaling bounds of wirelesstiridp networks.

In Chapter3 we describe the terminal-pair routing reliabilitf FRR), a
metric for evaluating the tolerance of multi-path routirgaiast route failures.
Such a metric allows one to evaluate the robustness aghaimdink failures,
as a function of the number of the discovered routes as weheas reliabil-
ity. Moreover, an upper bound on the terminal-pair routiaklgbility of any
shortest-path routing protocol it is introduced, allowBman easily compari-
son among multi-path and shortest-path routing protoddis. effectiveness of
the proposed framework has been evaluated by means of aywisked routing
performance metric, the packet delivery raiRDR).

In Chapte4 we resort to some features of Augmented Tree-based Routing
for providing a peer-to-peeP@B system over a mobile ad hoc network. It
has been proved that simply deployiRgPsystems oveMANETS may cause
poor performances. By coupling both the direct and the éudikey-based
routing at the network layer and by resorting to the sameahibical address
space structure d&TR, we are able to build 2Poverlay network in which
the logical proximity agrees with the physical one, limitiso the message
overhead and avoiding the redundancy.

Finally, in Chapteb we propose a routing protocol based on opportunistic
networking, namely the Opportunistic DHT-based Routi@PR) protocol.
By exploiting both the temporal diversity and the broadcestre of the wire-
less propagation, opportunistic networking can enableeciivity in ad hoc
environments characterized by non stationary wirelespggation as well as
sparse topologies. In this chapter, we extend the locatiere addressing
schema proposed f&TR to match with opportunistic forwarding, building so
an distribute procedure for candidate selection able téoéxqll the opportu-
nities offered by the wireless propagation.



Chapter 1

Ad Hoc Networks

d hoc networks represent complex distributed systems deetbby

wireless nodes that can freely and dynamically self-omgiito arbi-
trary and temporary (ad hoc) network topologies, allowing@mmunications
in areas with no pre-existing infrastructure. The ad hogvasgt paradigm is
not a new concept, since it has been propddegears ago mainly for tac-
tical networks. Recently, the introduction of enablinghtealogies, such as
Bluetooth and Wi-Fi, has allowed the deployment of comnatrad hoc net-
works outside the military domain, generating so a renewedyaowing inter-
est in the research and development of such networks. Thjgt@&hprovides
an overview of the ad hoc paradigm by presenting its mainacheristics and
design constraints. The latest research activities khaith networking for
ad hoc networks will be presented and discussed as well.

1.1 Introduction

The proliferation of mobile communication and computingides is driving

a revolutionary change in the Information and Communicafiechnology
(ICT) domain. We are moving from the Personal Computer agepne com-
puting device per user, to the Ubiquitous Computing age, finckv several
devices are utilized by the same user to access the reqafi@diation what-
ever and wherever neede?].[ Since wireless communications are the easiest
solution to interconnect devices in the ubiquitous commtihey have been
experiencing an exponential growth in the past decafe [

Nowadays, the most of the connections among wireless dewce still
achieved via infrastructure-based networks: the conmestibetween cell
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phones are setup lBSC and MSC in cellular networks, while laptops are
connected to Internet via wireless access points. Althdnfgastructure-based
networks provide a great way for mobile devices to get nekwervices, their
deployment requires time and resources. Furthermoree ther scenarios
where communication infrastructures are not available givan geographic
area, as it happens in tactical or emergence networks. meases, providing
the needed connectivity becomes a real challenge.

The ad hoc paradigm has been proposed to overcome such ligspies/iding
a self-organizing network infrastructure, that is by allogva device to con-
nect with others through automatic configuration as soomey tome in its
transimission range. The ad hoc networks not only prosgjalentaneous con-
nectivity [4] among devices in absence of communication infrastructone
also extend the Internet services beyond the infrastredtareas.

1.2 Ad hoc paradigm

An ad hoc network is a transient network able to provide cotiviey among
a collection of arbitrarily located wireless devices, nmedes without re-
lying on pre-existent network infrastructures (i.e. rosteswitches, servers,
ecc.) or centralized administration. In such a network nth@es represent the
infrastructure, since they cooperate to provide the cadivigcfunctionalities
resorting to the multi-hop paradigm, i.e. by acting as rel&y neighbors’
communications.

In the following, we will provide first an historical overwvieof the ad hoc
paradigm and then we will focus on the ad hoc issues from aarktiayer
perspective.

1.2.1 Ad hoc networks evolution

Historically, the ad hoc paradigm has been primarily predda® improve bat-
tlefield communications in tactical networks. In fact, thaamic nature of
military operations forbids to rely on fixed infrastructare Moreover, high
data-rate wireless communications rarely propagate lublyom of sight LOS)
[5]. In such a scenario, mobile ad hoc networMSANETS) represent a suit-
able framework to address these issues by providing canitedteyondLOS
without a pre-placed infrastructure.

In 1973, the Defense Advanced Research Projects AgEMsRPA) initiated
a research program, namely the Packet Radio NetwBRNg} project, on



1.2. AD HOC PARADIGM 3

the feasibility of using packet-switched wireless comngations to provide
reliable tactical network?RNetfeatured a distributed architecture consisting
of a network of wireless devices with minimal central cohtrd combina-
tion of Aloha and carrier sense multiple acceSSMA) protocols were used
to support the dynamic sharing of the wireless channel,galeith multi-hop
store-and-forward routing techniques to enable commtinits beyond the
device coverage.

A following program, namely the Survivable Radio Networ&JRAN), was
developed byDARPA in 1983 to address some issuesRiRNetand to de-
velop more sophisticated algorithms for large networksy#ands of nodes)
composed by small, low-cost, low-power devices. This ¢ffesulted in the
design of the Low-cost Packet RadioRR) technology 6], which featured a
digitally controlled direct sequence spread spectrl@%9 radio with an in-
tegrated Intel 8086 microprocessor-based packet switch.

Towards late 1980s and early 1990s, the growth of the Inténfrastructure
and the micro-processor revolution made the concept ofgtagkeless net-
work more applicable and feasible.

In 1994, DARPA initiated the Global Mobile (GloMo) Information Systems
program [7], which aimed to support Ethernet-type multimedia connigt
any time, anywhere among wireless devices by exploiting Bat and hierar-
chical network architectures.

In 1997, the US Army implemented the Tactical Internet (T&jwork, which
has been one of the largest-scale implementation of moliiklass network.
A DSSShased modulation along with modified commercial Interretqs
cols for networking enabled data rates in the order of telobits per second.
However, the experimental results reinforced the peroaptiat commercial
wireline protocols were not suitable to cope with topologpaicges, low data
rate and high bit error rate, commonly in wireless commtutivos.

In 1999, the Extending the Littoral Battle-space Advancexéept Technol-
ogy Demonstration (ELB ACTD) was another test bed to demmatesthe fea-
sibility of over-the-horizon communications with aerialay.

However, in the middle of 1990, with the definition of civibstdards (as the
IEEE 802.11 B] one) commercial wireless technologies began to appear on
the market, and the research community became aware of thetjaband the
advantages of mobile ad hoc networking outside the milithkognain. Most
of the existing civil ad hoc networks have been developetiérsicademic en-
vironment, but recently some commercially oriented sohgistart to appear

[9].
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1.2.2 |ssues

Generally speaking, an ad hoc network is a transient callecf arbitrarily
located wireless devices which are able to self-organizensielves in a net-
work to support communications among nodes. Such a netwaykaperate
in a standalone fashion providing spontaneous conneggtiitit may be con-
nected to the larger Internet. If the nodes are mobile, theyfrae to move
randomly and, in such a case, the network topology may cheayely and
unpredictably. Each node is able to communicate directtiz @y other node
that resides within its transmission range and it can useeitghbor nodes as
relays to communicate beyond its transmission range wihigbying on a pre-
based infrastructure.
However, despite these interesting features, ad hoc nietvirmnerit all the tra-
ditional problems of wireless communications and wirelestsvorking:

- the wireless medium has neither absolute nor readily ebb& bound-

aries outside of which nodes are always unable to communicat
- the wireless medium is unprotected from outside signals;
- the wireless medium has time-varying and asymmetric aten prop-
erties;

- hidden-terminal and exposed-terminal phenomena mayroccu
Beside these issues, the ad hoc networking adds a numbeedafisgharac-
teristics and design constraintsJ]:

Multi-hop routing Every node acts as a relay and forwards neighbors’
packets to enable communications beyond the coverage area.

Self-organization and infrastructure-lessEach node operates in dis-
tributed peer-to-peer mode, acts as an independent raudegenerates inde-
pendently data. All the network services have to be distetbacross different
nodes.

HeterogeneityEach node may be equipped with one or more wireless in-
terfaces with different communication capabilities, t8sg in possible asym-
metric links. In addition, each node might have a differeftvgare/hardware
configuration, resulting in variability in processing chjbiéies.

Network scalability. Ad hoc network applications can involve large net-
works, as it happens in sensor and tactical netwdsksAlthough scalability
is critical to the successful deployment of these netwonkany challenges
have still to be solvedi[l].

Further complexities rise in presence of node mobility:

Transient network topologysince nodes can move arbitrarily, the network

topology may change frequently and unpredictably, resmlith route failures
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and frequent network partitions.

Energy constrained operatiorBecause batteries carried by each mobile
node have limited power supply, processing power is limitgdich in turn
limits services and applications that can be supported bly rade.

1.2.3 Enabling technologies

As shown in Fig.1.1, we overview the enabling technologies for as hoc net-
works by resorting to the same taxonomy adopted for commagvorks, i.e.
basing on their coverage area:

- body area networkBANS);

- personal area networkBANS);

- local area networkd ANs);

- metropolitan area network®ANSs);

- wide area networksWANS);
While metropolitan and wide-area enabling technologiesatbhoc networks
are not yet available, ad-hoc single-hBAN, PAN and LAN wireless tech-
nologies are common on the mark&#].
Since these technologies can be used as building blocksffistrricting multi-
hop ad hoc networkslp], we consider them the enabling technologies for ad
hoc networking. A detailed discussion of Body, Personad] laocal Ad hoc
Wireless Networks can be found ihd]. Hereafter, the characteristics of these
networks, and the technologies available to implement {tzeein the follow-
ing summarized.
A body area network has to provide the connectivity amongal#a devices,
that is computing devices placed on the user body, theréferéypical com-
municating range of 8AN corresponds to the human body range, i.e. 1-2m.

@ LAN MAN WAN

— = —— = = = = — - ——,

~1m ~10m ~500m 20- 50 Km Range

Figure 1.1: Network taxonomy based on the coverage area
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Clearly, wireless technologies constitute the best swiufibr interconnecting
wearable devices.

Personal area networks connect mobile devices carrieddsy tesother mobile
and static devices. WhileBAN must assure the interconnection of one-person
wearable devices,RAN is a network composed by devices of several persons
along with some environmental devices. Therefore, the conicating range

is typically up to 10 m.

wireless LANs WLANS) have a communication range typical of a single
building, or a cluster of buildings, that is 100-500 m.WWALAN should sat-
isfy the same requirements typical of abgN, including high capacity, full
connectivity among attached stations, and broadcast iiapab

The success of a network technology is related with the dpweént of net-
working products at a competitive price, which requiresuimtthe availability

of appropriate standards. Currently, two main standarsie kenerged for ad
hoc wireless networks: the Bluetooth specificatiohd for BANS/PANs and
thelEEE 802.11 standard for WLANS].

In addition to these standards, the European Telecommtigric&tandard
Institute €TSI) has promoted the High Performance Radio Local Area
Network HiperLAN) [14] family of standards foWLANs. Among these,
the most interesting standard MfLAN is HiperLAN/2, which achieves data
rates ranging from 6 to 54 Mbit/s and supports both infrastme-based and
ad hoc configurations. Along witHiperLAN, different standards have been
proposed in the last years, i.e. ZigBd&|[and WIMAX [16].

1.3 Ad hoc network layer

The aim of the network layer is to provide (reliable) endetwd connectivity
among nodes. In wired networks, the internet prototB) (17] assigns to
nodes location-aware addresses, that is the addresdydietiocation of the
end device within the network topology, and the routing pcots exploit the
topology meaning of network addresses to provide conrigctamong the
network.

Differently, several routing protocols for ad hoc networtesort to flat
address spaces, i.e. the addresses are simply used tdyidieathode within
the network, since assigning location-aware addresseseisepce of node
mobility and in absence of network infrastructure gives tis several issues,
although it simplify notably the routing process. Othertiog protocols
discount the use of a static addressing schema: in such gbtdkean address
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allocation and an address discovery procedures have toovaled to allow
communications among nodes.

However, all the routing protocols for ad hoc networks eipioulti-hop
communications, and thus all need to discovery all the abkil neighbors
that can be used as relays. This task is provided byn#ighbor discovery
service, which is also in charge for estimating the avaddiok qualities used
in path selection. In fact, experimental result§][have shown that the route
metric commonly adopted in wired networks, namely the hamtds unable
to assure reliable paths in ad hoc networks.

Finally, the location discovery service, whose purpose idynamically map
a node to its current location inside the network topolodsgty® a major role
in the development of geographic-aware routing and muitieg protocols.
However, location discovery is a broad topic and its sigaifie stems from
its wide spectrum of applications ranging from context-aavapplications in
ubiquitous computing to information retrieval in peergeer networks.

In the following, we provide an overall overview of these wetk layer
services.

1.3.1 Routing and forwarding

As mentioned before, the wireless propagation, the nodelityadnd the lack

of infrastructure all introduce frequent and unprediatatthanges of network
topology, as shown in Fidl.2 Therefore, an ad hoc routing protocol should
be able to maintain reliable routes despite the transier@af the network
topology. Clearly, this goal is shared by all the routingtpools, but the un-

- (e
Route A:F = {B,D,E,F} Q:) @ Route A:F = {C,F}
0 ; A / \
/é E ) (A “\»\C\A——>@>

B ‘
u\b\DJ ’

time = t, time = t,

Figure 1.2: Transient network topology
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derlying design assumptions of wireless communicatiorts reotde mobility
increase the technical challenges.

Several routing protocols and algorithms for ad hoc netwdrkve been pro-
posed, and their performance under various network enviemits and traffic
conditions have been studied and compaféi 20]. A preliminary classifica-
tion of the routing protocols can be done basing on the cashamésm, that is
whether they use a Unicast, Geocast, Multicast, or Broadieagarding.
Broadcast is the basic mode of operation over a wirelessnethasince each
message transmitted on a wireless channel is generallyweecby all the
neighbor nodes. Thus, adopting the broadcast as cast nigrhanall the
nodes, namely resorting to flooding, is the simplest way afing packets,
although it causes very poor performances even in relgtselall networks
due to the broadcast storm proble?i].

Unicast forwarding means a one-to-one communication, e&ch packet is
transmitted to a single node. This is the largest class dimpprotocols avail-
able in ad hoc networks, mainly composed by routing protofmi wired net-
works modified to cope with ad hoc environments.

Multicast routing protocols come into play when a node néedend the same
message, or stream of data, to multiple destinations, wleiteast forwarding
is a special case of multicast adopted to deliver data patketgroup of nodes
situated inside a specified geographical area. From an ingpltation stand-
point, multicast and geocasting are a formliofited broadcasting: messages
are delivered to all the nodes that are inside a given segaire

1.3.2 Neighbor discovery

The neighbor discovery service enables nodes to detedtbig, that is nodes
which reside within the transmission range, and to detegrtfirir link quality.
The neighbor discovery service is often an integral paéiC or address
allocation protocols32], and its procedure must be repeated from time to time
to accommodate changes in the topology.

The importance of such a service has been proved by expddhrapasure-
ments [L8, 23], which have shown that:

- for a given transmit power, there is no deterministic ietathip between
distance and link quality: nodes at the same distance frentrénsmit-
ter can experience widely varying packet loss rates andtierme cases,
nearby neighbors cannot hear a node’s packets but far awdgsraxca-
sionally can;

- the region around a node having a certain packet loss rateegilarly
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shaped, as illustrated by Fif).3,

- there is a significant degree of asymmetric links in a netwopology,
which grows with the distance between nodes;

- the packet loss rate is time variable even when in the castatt node
and it can experience significant short-term variations.

1.3.3 Location discovery

In legacy mobile networks2d] (GSM, Mobile IP), the presence of a fixed
infrastructure led to the diffusion of two-tier schemes fiack the position
of mobile nodes. Examples are the Home Location Regist&tdvilLoca-
tion Register approach used @SM networks, and the Home Agent/Foreign
Agent approach for MobiléP networks. Efficient implementations of these
approaches use centralized servers. Nevertheless, thlaterss are not suit-
able for ad hoc networks, and new approaches have to be foumddbility
managementZp).

A simple solution to node location is based on flooding thetion query
through the network. Of course, flooding does not scale, amtdnthis ap-
proach is only suitable for limited size networks, wheregyfrently flooded
packets have only a limited impact on network performancentf@lling the

15

10|

Figure 1.3: Contour plot of packet loss rates
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flooding area can help to refine the technique. This can be\asthiby grad-
ually increasing, until the node is located, the number gfshiovolved in the
flooding propagation. In this way, the location informatexcuracy decreases
with the distance from the node but this shortcoming is b=ddrby the dis-
tance effect: “the greater the distance separating twos)dtie slower they
appear to be moving with respect to each oth26][

The flooding approach constitutes a reactive location sefvi which no loca-
tion information is maintained inside the network. The kima service main-
tenance cost is negligible, and all the complexity is asgedi with query op-
erations. On the other hand, proactive location servicastoact and maintain
inside the network data structures that store the locatiarmation of each
node. By exploiting the data structures, the query oparatare highly sim-
plified.

A different approach consists of defining for each node aedulifsnodes that
are designed to store its location, basing on the node tataiti resorting to
globally known hash function applied to the node identifi&f, 8, 29, 30].

1.4 Routing in mobile ad hoc networks

Dating back to the early 1980s, a large number of routinggeats designed
for mobile ad hoc networks have been proposed, covering a kmidge of de-
sign choices and approaches, from simple modifications @daprotocols to
complex multilevel hierarchical schemes. However, manthefn resort to a
similar set of assumptions derived from wired networks.
For instance, most routing protocols assume that all noges homogeneous
resources and capabilities, including also the transorissinges. As men-
tioned in Secl.3.2 this assumption is of course not yet valid in ad hoc net-
works. Moreover, although the ultimate end goal of a pratocay be oper-
ation in large networks, most protocols are typically desiyfor moderately
sized networksZ0].
Despite the different classes in which the several routirmogols can be
grouped, in the following we underline some common desigads B1]:

Multi-hop routing capabilityTo extend the limited transmission range of
wireless communications, the routing protocol must be &blexploit store-
and-forward techniques.

Dynamic topology maintenanc&nce route discovery is a expensive ser-
vice, the routing protocol should deal with topology changathout wasting
the resources already spent for route discovery, namelioffogy changes
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should have only local effects.

Loop avoidanceRouting loops occur when the routing protocol select as
next hop a node already occurred in the path and, since tledgssswaste the
resources, an efficient loop avoiance mechanism should jplenented.

Minimal control overheadControl messaging consumes bandwidth, pro-
cessing resources, and battery power to both transmitibrreceiver side,
therefore the routing protocol should be designed to miménthe number of
control packets needed to operate.

Minimal processing overheaBy minimizing the processing cycles, both
the computational and power resources can be employed tngptish the
user tasks.

With these goals in mind, numerous routing protocols hawnh@oposed in
the last years, which can be classified in five major categopeoactive, re-
active, hybrid, hierarchical and geographic based. Reaptiotocols perform
route discovery on-demand by flooding the network and thdégydpeackets
until the routes are set up. Proactive protocols maintaines between all
pairs of nodes, flooding information across the network velien the topol-
ogy changes, but they do not incur the delays experiencelddxetctive ones.
Hybrid protocols combine both reactive and proactive agghes by dividing
the network in to zones: intra-zone routes are proactiveintained while the
inter-zone ones are discovered on demand. Hierarchicajeographic-based
protocols do not flood the network, but introduce more coxipleexploiting
position systems or clustering techniques.

In the following, for each class we first describe the mainratiristics and
then present some illustrative examples along with an heghlldescription
of each example. Further details about each protocol caoualfin its re-
spective citation and further detail about the performanaehieved by the
discussed protocols can be found 20,32, 33].

1.4.1 Proactive protocols

The proactive routing protocols for ad hoc networks areveérifrom the
traditional distance vectoBff] and link state 35] ones developed for wired
networks.

The main characteristic of the proactive approach is thah eede in the
network maintains an update route to each other node by Bguit both
periodic and event-triggered routing updates (usuallgrretl to ahello pack-
ets). The periodic updates occur at specific intervals,enthié event-triggered
ones are transmitted whenever a change in the topology ©aaul; therefore,
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they introduce time-variable overhead.

The main advantage of proactive routing is that the routesagailable when
needed by simply looking for the destination in the routialglé. Moreover,
proactive routing performances do not suffer from high datssion rate.

On the other hand, the main issue of proactive routing iseélavith the
routing overhead, which can be excessive in presence ofidrectopology
changes and for large networks. In fact, the amount of rgustate keep at
each node scales @(n) wheren is the number of nodes in the networks,
and thus, neglecting the event-triggered updates, thalbveuting overhead
scales a®)(n?).

Destination-Sequnced Distance Vector

The Destination-Sequenced Distance Vec8DV) routing protocol B6] is
an implementation of distance vector routing customizedniobile ad hoc
networks. DSDV utilizes node sequence numbers which are incremented at
each topology change event to avoid the counting to infinigblem. The
sequence numbers are also used in route selection to pidieumadst recent
information. More in detall, if a node learns two differerdtps to the same
destination, it selects the one with the larger sequencéaurif both have the
same sequence number, the node picks up the one with thesthoop count.
If both the metrics are the same, the choice is arbitrary.

Each node maintains a route to each other node in the netammiposed by
the destination IP address, the destination sequence muthbenext hop IP
address, the hop count and the update time. Periodicatil, made broadcasts
a routing update composed by the destination IP addregsegestination
sequence numbers and the hop counts to neighbors, whicte utifor rout-
ing table updating by resorting to an iterative distancetarealgorithm B4].
Along with the periodic update®©SDV resorts to event-triggered updates to
ensure timely discovery of topology changes.

To reduce the processing overhead and the bandwidth cotismmpSDV
exploits two different types of updating: incremental aalll. fThe former in-
cludes only the entries changed from the last full updatee [akter, which
requires the transmission of the whole routing table, islus@y when the
number of changed entries exceed the space available igla BDU.

A mechanism for routing fluctuation damping is another improent of
DSDV with respect to wired distance vector protocols. Sinceingutip-
dates are not synchronized, they can propagate alongatiffgraths at dif-
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ferent rates, producing marginal route updates. To avaitl sLissuePSDV
requires nodes to wait a settling time before announcinig tbhete updates.

Optimized Link State Routing

The Optimized Link State RoutingdLSR) protocol B7] resorts to a link state
routing modified to cope with the characteristic of an ad hetevork. The key
feature ofOLSRIs the introduction of the multipoint relayMPR) concept to
limit the routing update overhead.

TheMPR of a node is the minimal set of neighbors whose are able to agmm
nicate with all the two-hop neighbors, as shown in High The MPR set can
be calculated according to the following algorithB8[: each node starts with
an emptyMPR set and two support sets: the set N1 contains the one-hop bidi
rectional neighbors and the set N2 stores the two-hop [oiitireal neighbors.
TheMPRis first populated by the nodes in N1 which are the only neighbbd
some nodes in N2, and then by the remaining nodes in N1 uhthehodes

in N2 have at least one neighbor in tNPR. The metric to select whose re-
maining nodes should be added first is based on the two-hgplmai degree,
that is on the number of neighbor nodes in N2 not yet coverethbWPR.

To populate the support sets, each node periodically besaslan hello packet
containing a list of neighbors along with their link diremtality (i.e asymmet-
ric/symmetric). By receiving a hello packet from all its glebor, a node is
able to populate both the sets N1 and N2.

Figure 1.4: OLSR multipoint relay set
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To limit the routing overhead, whenever a node broadcaseckep only the
nodes stored in itdMMPR are allowed to re-broadcast the packet. Further, in
exchanging link state routing information, a node onlysligs connections to
those neighbors that have selected it ad/&R.

1.4.2 Reactive protocols

On demand routing resorts to a very different approach veisipect to proac-
tive routing.

In wired networks, connectivity patterns change relagivefrequently and re-
source constraints are relaxed, thus maintaining full eotivity graphs is a
worthwhile expense since they assure no latency in packetafding. Dif-
ferently, in an ad hoc network, the topology change evergsraquent and
control overhead is costly. For such reasons, reactivénggives up to main-
tain a route between all pairs of nodes and it discovers thiesovhen needed
(on demand), commonly by flooding the network with a routeiest. Clearly,
a number of optimizations to reduce the overhead by limitimgysearch area
have been propose8g, 40].

The benefit of reactive routing is a reduction of the sigratinerhead, with
respect to proactive routing, particularly in network wittoderate data ses-
sion rate or high level of node mobility. The drawbacks aeghesence of a
route acquisition latency and a notable overhead in the aflsigh data ses-
sion rates.

In the following we present two reactive routing protocolamely theAODV
and theDSR and the reader is referred 1] for a performance comparison
analysis of both these protocols.

Ad Hoc On-Demand Distance Vector Routing

The Ad Hoc On-Demand Distance Vect&@DV) protocol 2] is a widely
adopted reactive protocol for mobile ad hoc networks. Likestmeactive pro-
tocols,AODV route discovery bases on a broadcast network search and a uni
cast reply containing the discovered path. LIX8DV, AODV relies on node
sequence numbers for loop avoidance and for selecting tsenexent path.
More in detail, each node maintains a routing table whichestfor each route

the next hop and its lifetime. If a route has not been usedhduts lifetime,

the node discards it.

To route a packet, a node first checks if a route is availableegmouting table.

If so, that route can be used, otherwise the node has to stattt& discov-
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ery procedure by broadcasting a route request (RREQ) padket RREQ
packet header stores the destination’s IP address, thienlesi destination’s
sequence number (if any), the source’s IP address and iteseg number.
Moreover, it stores a hop counter, initialized to zero, aRREQ identifier for
duplicate detection.

When a node receives a RREQ), it first createsvarse routdo the source
node setting as next hop the node which has broadcasteddketpH a valid
route, namely a route with a sequence number greater thamnthstored in
the RREQ, is available, the receiver sends the informatictheé RREQ source
with a reply packet (RREP), otherwise it simply re-broatiedke RREQ, as
shown in Fig.1.5-a. The sequence number condition ensures that only routes
most recent than the source requests are exchanged andaovertie repre-
sents a loop avoidance mechanistg][

Unlike the RREQ packets, the RREP ones are unicast forwdrdpdy hop
toward the destination (Fidl.5-b), since the needed routing information is
available at each intermediate node in the reverse routesedver, each re-
ceiving node creates farward routeentry using the node from which it re-
ceived the RREP as the next hop toward the destination. Suehtey will be
eventually used for data forwarding.

Once a route has been established, it is maintained as loregded by means
of route error messages (RERRs). When a link failure occataden two
nodes belonging to an active path, the node closest to theesanicast sends
a RERR packet to all its neighbors that were using that linkpse in turn
propagate the REER along the reverse routes, as illustirated. 1.5-c.

Beside the operational detailBODV implements several optimizations and
optional features43]. To improve the protocol performance and reduce over-
head, source nodes can utilize an expanding ring searclit® discovery, by
modifying theTTL field of the RREQ packet. In such a way, if a route toward
the destination is available in the neighborhood of the @uode, a network

O
O O O O
@ @

(a) RREQ Broadcast (b) RREP Propagation (c) RERR Message

Figure 1.5: AODV route discovery and maintance
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flooding can be avoided. Another optimization regards theeronaintaining:
in the case of link failure, a node tries to local repair thiufa finding another
route. Only in the case of local repair failure, the node semBERR packet.

Dynamic Source Routing

The Dynamic Source RoutindpSR) protocol 4] is a reactive protocol based
on the source routing approach: each packet stores the watblén the header
allowing so a simpler forwarding process with respect tohtbp-by-hop for-
warding exploited byAODV. As illustrated by Fig1.6, both the route request
(RREQ) and the route reply (RREP) packets accumulate thveafders’ IP
addresses at each hop so that, once a route has been did¢dliersource
knows the entire route.

DSR shares withAODV some common mechanisms: the RREQ packets are
broadcasted by each receiving node until a route have beeowdired, while

the RREP packets are unicast forwarded resorting to theseveute infor-
mation collected by the RREQs. Moreover, both maintain thees resorting

to RERR packets.

However, unlikeAODV, each node maintains several routes toward the same
destination which can be used in the case of link failuresther wordsDSR
exploits a multi-path routing strategy. Moreover, the esuhave no lifetime:
once a route has been discovered, it remains valid untileaks. Finally,
DSRenables nodes to promiscuously listen to control packdtaddressed to
themselves. In such a way, nodes can utilize the sourcesrgateied in both
DSRcontrol messages and data packets to gratuitously leatimgdnforma-

tion for other network destinations.

RREP:S,AEG D

RREP:SAEG D

RREP:SAEG .D
RREP:S,AEG

RREP:5,B,H,D

(a) RREQ Broadcast (b) RREP Propagation

Figure 1.6: DSR route discovery
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1.4.3 Hybrid approaches

The characteristics of proactive and reactive routingquols can be inte-
grated in various ways to form hybrid networking protocoldich exhibit

proactive behavior given a certain set of circumstancedlewesort to reac-
tive routing given a different set of circumstances. Sdva@tocols and tech-
nigues belong to this class, and in the following we predemtione Routing
Protocol, which is the most notable one.

Zone Routing Protocol

The Zone Routing ProtocoZRP) [45] has been proposed to reduce the con-
trol overhead of proactive routing protocols as well as torélase the latency
caused by routing discover in reactive ones by resortinfpea@dneconcept.

A zone of a node is defined as ksneighbourhood, that is a zone is the set of
nodes within k hops (typically: = 3), and Fig.1.7 shows an example. Each
node utilizes proactive routing within its zone and reaetiguting outside of

it.

For intra-zone routingZRPdefines the Intrazone Routing Protocol (IARP), a
link-state protocol that maintains up-to-date informatéoout all nodes within
the zone, while the Interzone Routing Protocol (IERP) igluse discovering
routes toward destinations locate outside of the zone. AR#Iresort to the
peripheral node concept, hamely the one whose minimum rsiprdie from
the considered node is the zone radiud/Nith reference to Figl.7, A, B, C,

Periphery

Figure 1.7: ZRP zone
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and D are the peripheral nodes of S.

For inter-zone route discovery, the notionbafrdercastings introduced: once
a source determines that the destination is not locatedents zone, it sends
a query message to its peripheral nodes exploiting the-aun@ knowledge.
After receiving the query, the peripheral nodes, in turneathwhether the
destination lies within their zone and the procedure iteet continues until

either the destination is located or the entire network dasceed.

Fig. 1.8 illustrates an example of the bordercast discovery praeedhy
resorting to IARP, S learns that X is not located within iteeo Thus, it bor-
dercasts the query message to its peripheral nodes whiderisast the query
message to their peripheral nodes as well. The solid cincldee figure repre-
sent the forward propagation of the query messages to geaphodes. Even-
tually, node G discovers X within its zone, and then it unicgends a reply
back to node S.

To improve query efficiencyZRP exploits a random query processing delay
between query reception and query forwarding to reduceaghahcollisions
during forwarding. Other optimizations are usedaiPto reduce the messag-
ing and processing overheatb] and other ones are introduced in a subsequent
version ofZRP, namelyZRPv2 [47)].

1.4.4 Clustering protocols

As illustrated before, traditional ad hoc protocols exgglfiat routing, achiev-
ing low scalability properties. In fact, in the worst caseangha node must track
every other node in the network, the amount of routing infaiion exchanged
by nodes grows a®(n?), independently of the routing approach (proactive,

Figure 1.8: ZRP route discovery
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reactive or hybrid one).

To overcome such a issue, a number of routing protocols wdrichps nodes
in sets, often called clusters, have been proposed. Thesrmate be clus-
tered according several criteria, which are commonly baseeither location
[48, 25] or functionality [49, 50] and in this section we present a survey of the
characteristics and algorithms for clustering routinghaitt examining indi-
vidual protocols.

The physical properties of clusters vary among the protoes shown in
Fig. 1.9, namely they can be either overlapping or completely disjdisually,
the cluster boundaries are based on the transmission ramngetioe neighbor-
hood of the cluster leaders and the nodes located within tvedaries of
multiple clusters, namely the gateways, are in charge ef-citister routing.
Further, an one-level hierarchy can be created, or re@uraitilevel hierar-
chies are also possible. Finally, the control within a @ustan be held by a
cluster leader, which typically processes control pac&atbehalf of its mem-
ber nodes, or the procedures can be completely among thercheles. It is
also possible for cluster leaders to form a routing backhwiti@n the network
[50].

Cluster leaders are typically initialized through sometritiated algorithm
based, for instance, on node properties like the node IDnuingber of neigh-
bors, the transmission range, or resorting to “first comst, dilected” approach
[5]]. Along with the leader election, there must be leader ration algorithm,
differently the number of leaders will continual grow duegdpology changes.

Cluster Leaders  Disjoint Clusters

Joint/Distributed
Overlapping Gateways
Clusters Gateway

Figure 1.9: Cluster topologies
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Most commonly, when two leaders come within direct transiois range of
each other, one of the leaders must give up its leader statwsding to the
same metric used for leader election.

The cluster-based routing has two key benefits. The formiaisit enables
the hierarchical routing, achieving so more resilienceirtk failures. As ex-
ample, let us consider the network shown in HiglOand let us suppose that
the node S has to forward a packet to node D. One of the prdyidissussed
flat routing protocols might find the following path:

S—C,—-GL—-0Cy—D (1.2)
while a hierarchical one will discover this:
S—Cy—Cy—D (1.2)

Since a clustering protocol tracks paths at the clustet,lexithout specifying
the intermediate node, a higher freedom degree is avatlalitee against link
failures. Further, decreasing the number of route repaicsedises as well the
amount of control overhead generated in the network.

The latter benefit of clustering routing is that the hiergrcan be used to im-
plement hierarchical addressing schemes, based on clustabership. For
instance, in the network shown in Fif1.11, a node z is a member of a cluster
y. In that case, its address may be y.z. If the hierarchy stssif multiple
levels, then cluster y might in turn be within a larger clusteln this case, the
node’s address would be x.y.z.

Figure 1.10: Cluster routing
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Hierarchical routing protocols have many clear advantagésey improve

route robustness by increasing routing flexibility; routest are recorded be-
tween clusters, unlike the ones recorded between nodes, hare routing

options (a higher freedom degree), and, hence, can be edpaiore easily.

Increasing route robustness leads to an increase in réetiens, thereby re-
sulting in fewer route reconstructions, less control tcafiforn route repairs,
and increased data delivery.

However, there are also disadvantages that many hieratebigting protocols

suffer from. To create and maintain the clusters, many etirgj protocols

require periodic overhead to maintain current informatdout cluster mem-
berships and gateway availability and, moreover, the abrdtion of routes

through cluster leaders results in network congestion angdr routes.

1.45 Geographical approaches

Geographical approaches resort to geographical infoomat simplify the
routing processZ6][3, 25, 33, 58, 59], usually resorting to coordinates e&ithe
absolute, as the ones provided BPS, or relative with respect to some ref-
erence points. The use of geolocation information can pitevetwork-wide
searches for destinations, as either control packets arp#atkets can be sent
in the general direction of the destination if the recentgyaphical coordinates
for that destination are known. However, all nodes must lcavinual access
to their geographical coordinates as well to the destinaticoordinates, mov-
ing thus the complexity from the routing to the coordinatssemination.

nodez \

clustery
clusterx

Figure 1.11: Hierarchical addressing
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L ocation-Aided Routing

The Location-Aided Routing LAR) protocol B9] exploits absolute geo-
graphical coordinates and resorts to reactive routingdowvdrding the route
requests to the previously known location of the destimatio

The protocol defines two areas: the expected zone and thesterpne. The
former is the area in which the destination is most likely ® discovered
and the latter is the area in which the route request for teéragion should
propagate.

By knowing both the locatiofiz, ;) of the destination at the timig and an
estimate of its velocity(¢y) at the same time, the expected zone at the time
t1 is estimated as the circle of raditis= v(to) = (t; — to) centered afzy, yq)
and the request zone is defined as the the smallest rectaagieontains both
the expected zone and the source node (EitR).

The basic route discovery procedurel#R resorts to broadcasted route re-
quest (RREQ) packets (like reactive routing), which arevedld to propagate
only within the request zone if the destination positionnigwkn. Differently,
the algorithm defaults to basic flooding.

The size of the request zone is a trade-off between contrethead and
probability of finding the destination. A small request zoaes the risk of not
including the area in which the destination is currenthalked or not including
the whole path between the source and the destination. Oatiiee hand,
if the request zone is too large, the control overhead rémtuetill be minimal.

(Xs,Yp+1) Xp+rYp+n

=— Expected Zone

= RequestZone

Xg Y3) WorrY,)

Figure 1.12: LAR zones



Chapter 2

Augmented Tree-based Routing

his chapter presents a new routing protocol for ad-hoc nmésyavhich

resorts to both a distribute hash tabl@HT) and a location-based ad-
dressing schema in order to assure a scalable routing eefiie protocol, re-
ferred to as Augmented Tree-based RoutiAgR), can be used with any link
layer technology but in the following we consider an implea¢ion based on
IEEE 802.11 technology operating on a hostile channel, namelgenrce of
long-term fading, additive thermal noise and interferencehe performances
have been evaluated by means of numerical simulations saar@sde range
of environments and workloads. The results show &T& outperforms tradi-
tional routing protocols whenever the number of nodes grassuring satis-
factory performances also for large networks operatingr@sg@nce of hostile
channels and moderate node mobility.

2.1 Introduction

In the last ten years, ad hoc technologies have tremendgusiyn. Most of
the research has mainly regarded relatively small netwarkshas been fo-
cused on performances and power consumption related iggloes recently,
due to the importance of ad hoc paradigm in applicationshing a large
population of mobile stations interconnected by a multi-oreless network
[11], great attention has been devoted to self-organizingrrguirotocols with
satisfactory scalability requirements.

However, most of the proposed protocols, regardless of #henbing class
(reactive, proactive, and hybrid), do not scale efficiemtyen the number of
nodes grows 40, 21] mainly since they have been proposed for wired net-

23
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works and modified to cope with ad hoc scenari@ls More specifically, they
are based on the assumption that node identity equals goatidress, that is,
they exploit static addressing which of course is not ydthialad hoc scenar-
ios (Secl.3.

Recently, some routing protocols have exploited the idedecbupling iden-
tification from location, by resorting to distribute hasil&aservices, which
are used to distribute the node’s location information digimut the network.
Several proposals based on this approach have been repesgignted, and
they can be classified according to the lookup model in twargedups. The
former requires the knowledge of the geographical nodesitipa which can
be provided by a central infrastructure such as@S(a survey can be found
in [52]), and clearly this solution is not suitable in the case dfFsranizing
networks. In the latter group, the information stored in €T is the node
network address, which reflects the node topological positiside the net-
work. In few words, the proposals belonging to this groupoidtice a logical
and mathematical structure on the address space based oectoity be-
tween nodes. After that the dynamic address of a node hasrbg@mved by
the lookup procedure in tHeHT, the routing is performed using the topolog-
ical mean of the addresses, resembling the routing proeeukenformed for
wired networks 49, 50, 53, 54, 55, 56]. All the above cited schemes are hi-
erarchically organized and exploit a tree structure fohtibt address space
management and routing. Although this structure offersrg and man-
ageable procedure, it lacks for robustness against mohititl/or link failure
and exhibits unsatisfactory route selection flexibili2]| It is worthwhile to
underline that some of thend4, 55, 56] do not deal with the implementation
of the DHT service, which is a key process of the whole routing prototol
order to improve the performance, more complex structuaesbe used, like
ring [57, 58]. However, in such a case the increased complexity in theeadd
allocation mechanism could discourage their use in presehchannel hos-
tility and very large networks.

In this chapter, following the work developed B9, 60], we give a contribu-
tion toward such approach by focusing our attention on tlblpm of im-
plementing a scalable routing protocol, namely the Augexriree-based
Routing protocol, whose performances are competitive Witise of other
widely adopted protocoliR, 44, 36).

ATR, according to $5], resorts to a location-aware addressing schema: each
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node has a permanent unigdentifiert, that identifies the node in the network,
and a transienhetwork addresswhich reflects the node’s location inside the
topology.

ATR organizes the nodes with a tree-based address structdirgngea xor-
like overlay distancébetween nodes based on their network addresses. Each
node stores routes toward sets of nodes, and the cardidlitye sets de-
pend on the overlay distance between the source and theatesti addresses.
Thus,ATR adopts a hierarchical approactj,[which allows one to reduce the
routing state information stored by each node with respeet flat approach
from ©(n) to ©(log(n)), wheren is the overall number of nodes in the net-
work. Differently by previous work49, 50, 53, 54, 55, 56], ATR resorts to a
multi-path strategy: the address space structuaegsnentedy storing multi-
ple routes toward each set of nodes. With regards to the ssldpace overlay,
the multi-path approach improves the tolerance of the treetsire against
mobility as well as channel impairments while, with refarerio the packet
forwarding, it improves the performance by means of routerdity.

As mentioned before, the mapping between node identifiedshatwork ad-
dresses is provided byl2HT system. Differently from traditional application-
layer DHTs which assume the presence of an underlying network ropting
tocol providing connectivity among nodes, tb#T of ATR is implemented
directly on top of the layer-2 in order to provide its sergde the routing pro-
cedure. Moreover, while in application-layBXHTs the communications are
established independently of the physical node positiahtha redundancy
allows one to provide reliable services, a routing-laip@iT service has to
take into account the network topology and to avoid redunttansmissions
to minimize the overhead. Consequently, DT system ofATR relies on
the physical neighbors and the information, namely the agtwaddresses, is
distributed across the network without redundancy.

To test the routing scalability AATR, numerical simulations on 802.11 tech-
nology have been carried out aAdR performances have been compared with
those of a representative set of routing protocols. It isthwehile to underline
that ATR can be accommodated with slight modifications to operate awe
link layer technology and, moreover, it does not require emnge in the up-
per layers. Differently from most of the traditional perftance comparisons
[55, 56, 61, 62] that adopt a deterministic channel model, we have evaluate
the performances by resorting to a more realistic channelemamamely a

1The assumption of uniqueness has been made only for the Bakepicity: ATR can be
easily generalized whenever multiple network cards arééadola at the same node.
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model which accounts for long-term fading effects, additivermal noise and
interferences.

2.2 System architecture

ATR resorts to a network-layer architecture in which each nateshperma-
nent uniqudadentifier (as anlP address one), which identifies the node in the
network, and a transiemtetwork addresshat reflects the node’s topological
location inside the network. Nodes acquire network adeseby listening for
the routing update packets exchanged by neighbors.

The network addresses are string$ loits, thus theATR’s address-space struc-
ture can be represented asamplete binary treef [+ 1 levels, that is a binary
tree in which every vertex has zero or two children and aNdsaare at the
same level (Fig2.1-a). In the tree structure, each leaf is associated with a
network address, and a inner vertex of lekehamely devel# subtree rep-
resents a set of leaves (that is a set of network addressa®)glan address
prefix of | — k bits. For example, with reference to FR1-a, the vertex with
the labelO1xis a level-1 subtree and represents the le@i&sand011 Let us
define adevel+# sibling of a leaf as the level-subtree which shares the same
parent with the levek subtree the leaf belongs to. Each addresd lsdsings

at all and each other address belongs to one and only one s# #ilglings.
Referring to the previous example, the vertex with the ldbalis the level-2
sibling of the addres800, and the addresK00belongs only to this sibling.

In Fig. 2.1-b, the address space is alternatively represented avertay
networkbuilt upon the underlying physical topology. Its tree-lmhs&ructure
offers simple and manageable procedures for address t@dlocavoiding to
rely on inefficient mechanisms like flooding. Usually, theseactive proper-

Figure 2.1: ATR address space overlay
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ties are obtained at the price of low fault-tolerance as waeltraffic conges-
tion vulnerability since there exists only one path betwaen pair of nodes
[52]. Moreover, the address overlay embeds only a partial kedgé about the
physical network topology, since only a subset of the alslélaommunication
links is used for the routingé]. For such reasons, we proposeaiogment
the tree structure by storing in the routing tables multipdxt hops towards
the same sibling, that is by resorting to multi-path routiwith no impact on
the routing overhead since the routing update packet (&dp packet) sizes
do not depend on the number of multiple paths stored in thiéngtable (See
Section2.3.3.

TheATR routing procedure is an iterative one through the address trased
on a hierarchical form of multi-path proactive distancetee routing. ATR
routing tables have sections, one for each sibling. Tleth section stores
the available routes, namely the next hops, towards a nddadieg to the
level-k sibling. According to the Fig2.1-a, the nodedD00 has three sections
in its routing table. The first stores the routes towards thaei®01, the sec-
ond towards a node belonging to the siblidgx and the last towards nodes
belonging to the siblingxx To route a packet, a node compares its network
address with the destination one, one bit at time startirly thie most signif-
icant (left-side) bit, say théth. If thei-th bit is different, the node forwards
the packet towards one of the routes stored inittiesection. With reference
to Fig. 2.1-a, if the noded00has to send a packet to the node with the address
101, then it will forward the packet to one of the next hops (if patored in
the third section. The hierarchical featureANR is so based on the concept
of sibling and it allows nodes to reduce the routing staterimfation, as well
as the routing update size. Moreover, it assures that réovesd far nodes
remain valid despite local topology changes occurred invibiaity of these
nodes.

Since the routing process is based on the network addrabsgshave to be
efficiently distributed across the network. We implemeili$ gervice resort-
ing to a distribute hash table. The core dDHT service is a globally known
hashfunctionh(-): if the nodes with identifier / D, has to communicate with
the noded with identifier ID,, s has to requestiD D, to the node with the
addressADD, = hash(IDg), which is in charge of storing the mapping
< IDg,ADDy >.
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2.3 Augmented Tree-based Routing

The architecture oATR is represented in Fi®.2, where theaddress alloca-
tion processallows nodes to acquire a valid network address, whilerdige
discovery procesis responsible of both routing-table building and updating
The services provided by these processes are exploitectipathet forward-
ing processwhich is in charge of both choosing the best route and fatimgr
the packets through. Traddress discovery procesapplies the mapping be-
tween identifiers and network addresses, by resorting tpdhlket forwarding
services. Finally, théink quality estimatiorprocess assesses the quality of the
available links, supporting so the other processes.

ATR uses five types of control packets. The first type, sayhtiko packet, is
locally broadcasted and it is used by the address discothery,oute discov-
ery and the link quality estimation processes. Thaamic Address UPdate
(DAUP), the Dynamic Address ReQueddARQ) and theDynamic Address
RePly(DARP) ones are unicast packets used by the address digqnoeess.
Finally theDynamic Address BRoadcd&1IABR) packet is locally broadcasted
by the address discovery process.

2.3.1 Address Allocation Process

The address allocation process provides distributed rassigt of network ad-
dresses to nodes and the whole procedure is based on thy loceadcasted
hello packets.

Node mobility, concurrency and fading contribute to adslréaplication as
well as prefix constraint violation (defined in the follow)ndpifferently from
the stateless approac4], which usually resorts to flooding mechanisms in

ADDRESS DISCOVERY PROCESS l

PACKET FORWARDING PROCESS l

LINK QUALITY
ESTIMATION

PROCESS PROCESS

ADDRESS ALLOCATION | PATH DISCOVERY |

Figure 2.2: ATR functional structure
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order to perform the duplicate address detect®FR exploits astatefulap-
proach based omultiple disjoint allocation table$65, 66]. Each node is
responsible for a quota of the address space, namely a subtrd different
nodes manage disjoint quotas. When a new node joins the retiviistens
for the hello packets exchanged by neighbors in order toieeguvalid and
available address. Supposing that the selected neighlsomanaging a level-
k subtree, which is composed by two level- 1 subtrees, then, along with the
address, the new node takes the control over the fevell subtree to which
the selected address belongs to.
The proposed procedure guarantees that nodes, which sleasarne address
prefix, form a connected sub-graph in the network topologg;refer to this
property as therefix constraintone. This procedure was first proposed in
[55] and, in B9], two convergence issues have been recognized and solved as
shown in the following.
The detection of duplicate addresses resorts to the subigagfier concept:
we define asubtree idthe lowest node identifier of all the nodes whose net-
work addresses belong to that subtree. The subtree ids All&o detect the
presence of the same address prefix in two disconnectedgbdis network.
If this occurs, then the prefix constraint has been violatetiaaduplicate ad-
dress can be present in the network.

More in detail, when a node switches on, it chooses a defamtark ad-
dress and it periodically executes the procedure showngdorithm 1. It first

T 31

TYPE | TUNUSED 2
SRC ID -
SRC ADD
31
DST ID
Level 31 63 [ 121
siblin siblingld hopCount pathQuality routeLog
ROUTE bling
UPDATE i -
1:;;1‘:1 siblingld  hepCount pathQuality reuteLog
31 63
LINK QUALITY / 1-st neighbo nodeID lmkCQuality
INFO P _
n-thneighhe ™ odeID linkOQuality

Figure 2.3: ATR hello packet
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Algorithm 1 periodicCheck()
neighborListPurge()
routingTableClear()
if not validateAddress(hen

address= selectAddress()
end if
for each neighboneigh do
routeUpdate(neigh)
end for

Algorithm 2 validateAddress()
for each neighboneigh do
if my.add= neigh.addhen
if my.id > neig.idthen
return FALSE
end if
else
i = overlayDistance(my.add, neigh.add)
if my.siblingld(i) > neigh.siblingld(i)then
return FALSE
end if
end if
end for
return true

purges the neighbor list from the neighbors whose link duadibelow a cer-
tain threshold according to the metric described in Se@i@®2 Then,ATR
clears the routing table before selecting a new addresgliagoso that the
address selection procedure resort to outdated informafichis is the first
convergence issue.

After that, the node checks if its current network addresslisl by means of
the procedure shown in Algorith@ For each neighbor, the node first checks
if its address and the neighbor’s one are the same. If so, desslduplica-
tion has been detected and only the node with the higheras to change its
address. Then, the node computes the sibling to which ttghbei address
belongs to, by recognizing the most significant bit thatdgfbetween the node

2The highest-idmetric is chosen for the sake of simplicity, although #ER could be
improved with more sophisticated metrics.
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Algorithm 3 selectAddress()
oldAdd = my.add
for each neighboneigh ordered by free address space quatas
i = freeSection(neigh.routingUpdate)
for each free sectioh, with k < i do
add = neigh.add
my.add = add.flip(k)
routeUpdate(neigh. routingUpdate);
if validateAddresshen
break
else
my.add = oldAdd
end if
end for
end for

address and the neighbor one. If the related sibling idedtor node routing
table, is higher then the one stored in the neighbor’s roptiate, the presence
of the same address prefix in two disconnected parts of thveonehas been
detected and the node has to change its address. The way pttogithe
sibling id is the second convergence issue recognizeb8lyds detailed in
Section2.3.3
If the address validation process fails, the node acquiresiaaddress as il-
lustrated in Algorithm3. First, the node sorts its neighbor set according to the
cardinality of the address subtree managed by each neighlhis is practi-
cally done by computing the level of the highest empty secitotheir route
updates, since an empty section represents a subtreebéwéilaaddress allo-
cation. Starting from the neighbor with the highest carlitiyyahe node selects
an address in the highest available section. Then, the rudbges its routing
table with the neighbor route update and it tries to validageaddress as de-
tailed above. Once a valid address has been acquired, tbedune ends.
Let's make an example of the address selection mechanisppoSing the
node A switches on: it chooses the default network addd?e8s When node
B switches one, the node with the highest id, says B, has togehiés address.
Since A's routing table is empty, B picks up an address in thkdst available
entry in As route update. Since this entry is related to thel2 sibling of
addres900 namely the subtregéxx B selects the addred490, according to
our implementation, and it tries to validate it.
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2.3.2 Link Quality Estimation Process

The link quality estimation process provides two servicd$he former al-
lows the packet forwarding process to choose the routesiagghe highest
throughput. The latter enables the address allocatiorepsoo converge to a
steady state also in presence of time-variant channelse Bfmecifically, since
the node address has to be validated against the neighbsy thieepresence
of propagation instability forces a node to change contisiyoits network ad-
dress also when the network topology does not change (namgisesence
of static nodes). Let us note that the last issue, togethér thé one due to
the presence of link asymmetr§{], have not been recognized in the previous
works b5, 59].

To estimate the link qualityATR resorts to the hello packets and to a moving
average KA) filtering. Each node locally broadcasts the hellos with agra
age periodr (one second in our implementation) jittered uptte/k for each
period; thus we can model the hello reception events asybindependent
random variablez(n) € {0,1}. Since the channel is time-variant, the proba-
bility that the nodej receives an hello from the nodedlepends on the time,
namelyP(z;—;(n) = 1) = p;—;(n). At the timen, the nodej evaluates by a
MA filtering the link quality ¢;,;(n) for the packets received by the neighbor

1, according to:
M—1

gij(n) = Y b(m)zij(n —m) (2.1)
m=0

whereb(m) is the weighting factor.

Each nodej broadcasts its estimated link qualitieg§ — ;) with the hello
packets (Fig2.3). This allows neighbot to retrieve the link qualityy;_.;(n)
and thus to compute the bi-directional link quality; () as:

¢i,j(n) = ¢imj(n) X gj—i(n) (2.2)

By means of a link quality threshold, we assure that each rmadgires a
steady address, since neighbors, whose link qualifyn) does not exceed
the threshold, do not take part in the address validationga® In the same
way, neighbors with insufficient link quality are not usedufmate the routing
tables, solving so the problems due to the presence of asfianireks.

As mentioned before, the link quality is also used in the imguprocess to

3This link quality metric is adopted because a 802.11 linletayith ARQ mechanism is
considered in the protocol implementation. Clearly, thénegtion mechanism can be easily
adapted to different link layer technologies.
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compute the path cost, by means of the expected transmissiont ETX),

first proposed in§8]. This path-cost metric estimates the expected number of
packet transmissions (included retransmissions) redjuoesuccessfully de-
liver a packet to the ultimate destination. If nodesndj are neighbors, the
estimater; ; of ETX needed to delivery a packet through the lifk ;) at the

timen is:
1

¢ijn) = ——= (2.3)
whereas the estimate BT X on whole routeR(s, d)is:
cs.a(n) = Z ¢ j(n) (2.4)
1(i,5)ER(s,d)

2.3.3 Route Discovery Process

The route discovery process maintains a consistent rosteig through the
network by updating the routing tables with the informatlmoadcasted by
nodes with the hellos.

Arouting table is made up biysections (whereéis the network address length)
and thek-th section contains several (if available) routes, nareelyies, to-
ward nodes which addresses belong to the léw&bling. Each entry contains
four fields: the network address of the next hop, the siblthghe path cost
(computed according Secti¢h3.2 and the route log (defined in the follow-
ing). Differently, a routing update contains no more tha&mtries, namely one
entry for each sibling, and each entry contains only thrdddiethe sibling
id, the path cost and the route log. If a node stores multipltess toward the
same sibling, it will only record in the routing update théommation concern-
ing the best route, according to the path cost. In other wardsuting update
notifies neighbors about the presence of routes towardsliagsilbegardless
the paths that the packets will be forwarded through, aligvdoATR to adopt
the multi-path approach with no communication overheath wéspect to the
traditional shortest-path one.

Every route discovery process requires a loop detectiorhamgésm to avoid
that the information stored in a route update visits the saotke more times.
ATR exploits the address space overlay in order to implementfaeat and
scalable loop avoidance mechanism. As mentioned befooh, eatry of a
routing update contains a field referred to as route log,ithatbit array with
the same length of a routing address. THtle bit of the route log indicates that
the routing update reaches the node via the lég@hing. The loop avoidance
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Algorithm 4 routeUpdate(neigh.routingUpdate)
i = overlayDistance(my.add, neigh.add)
if neigh.siblingld(i-1)< my.siblingld(i) AND 1/neigh.linkQuality< max-
Costthen
routeLog.reset() //clearing all the bits
routeLog.set(i) //setting theth bit
table.section(i).addEntry(neigh.add, neigh.siblirtigld,
1/neigh.linkQuiality, routeLog)
end if
for each k-th entry in the route update, wittki do
if neigh.siblingld(k) < my.siblingld(i) AND 1/neigh.linkQuality +
ngh.entry(k).routeCost. maxCosthen
routeLog= neigh.entry(k).routeLog
routeLog.clear(1,i-1) //clearing the first- 1 bits
routeLog.set(i)
table.section(k).addEntry(neigh.add, neigh.siblifigd
1/neigh.linkQuiality + ngh.entry(k).routeCost, routellog
end if
end for

mechanism blocks an entry to re-enter in a leveibling if the i-th bit is set,
as illustrated by Algorithna.

More in details, a node, after the validation of its addrepslates its routing
table with the information stored in the hellos received g beighbors ac-
cording to Algorithml. For each neighbor, at first tmeuteUpdateprocedure
(Algorithm 4) computes the sibling to which the neighbor address beltmgs
say thei-th. Then the neighbor is used as next hop for for each lew#hing,
with k& > 4, if the following two conditions are satisfied. The formethat the
routing update agrees with the prefix constraints, and ther les that the cost
associated with the route does not exceed a certain thceshol
Let us suppose, for example, that the n6@8receives from the neighb@10
a route update, which has three entries related with thang&011, 00x and
1xx respectively. The information stored in the first entry of tlouting up-
date is useless to the node owing to the hierarchy presehgirotiting table.
Moreover, also the information stored in the second entrysadess, since in
this case such information is already owned by the r@@® Differently, the
information stored in the third entry can be used to set uputertoward the
level-3 sibling 1xx through the neighbo010 Finally, the neighbor itself is



2.3. AUGMENTED TREE-BASED ROUTING 35

used to set up a route toward its sibling, i.e. the l&vsibling 01x

As mentioned in Sectiof.3.1, the way of computing the sibling ids affects the
address allocation convergence. We propose to computeitjelor’s sibling

id for thei-th sibling id by choosing the lowest node identifier amonrgfirst

i — 1 entries of its routing update and the neighbor’s identiffsccording to
the previous example, this means that the n@@d@singles out the sibling id
of the neighboi01xfor the second sibling by computing the lowest identifier
among the neighbor identifier (associated with the neiglaldloires910 and
the sibling id stored in the first entry (associated with tdrass011). There-
fore in this example the sibling id is the lowest identifier tbe sibling01x
Differently, the procedure stated 5] computes the sibling id by considering
also the second entry of the routing update, which is reldgtie addresses
belonging to the siblin@0x that is by computing the lowest identifier for the
sibling Oxx, although the routing update involves only the sibldix In [59]

it has been shown by numerical simulations that the proecfifii does not
converge.

In contrast, the neighbor’s sibling id for tieth sibling, withk > 4, is simply
the lowest identifier among the neighbor identifier and thérgj ids stored in
the firstk-th entries of the routing update.

2.3.4 Packet Forwarding Process

The proposed procedure for choosing the path to forward dke phckets
is described by Algorithnb.
According to such a procedure, the route is singled out bingaikto account
the hierarchical feature of ATR, that is by choosing, as hext, the neighbor
which shares the longest address prefix with the destinalicdhere are mul-
tiple neighbors sharing the longest address prefix, the ndtiselect the one
with the lowest route cost.
As example, let us suppose that the n6@6 has to forward a packet towards
the nodel10. Since the destination belongs to the leyedibling, namely the
1xx the node looks for routes in the third section of its routiable. More-
over, we suppose that this section stores two entries: timeefothrough the
next hop010 and the latter through 00 The node selects, as next hop, the
nodel00, regardless of the costs associated with the routes. Wi tle@iathe
address prefix rule is due to the hierarchical architectt AT ® routing tables:
the closer a neighbor is to the destination in terms of addoesfix, the more
the routing information owned by the neighbor is thorouglecérding to the
previous example, the neighbBa0 has just a section for all the four nodes
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Algorithm 5 forwarding(dst.add)
/ldst.add is the destination routing address
i = overlayDistance(my.add, dst.add)
nextHop = NULL
distance = | //l is the bit length of a network address
cost = maxCost
for eachk-th section, withk > 7 do
for each entry in routing table towards the i-th siblithg
if (overlayDistance(dst, entry.nextHop) level OR (sibling(dst, en-
try.nextHop) == level AND entry.routeCost< cost)) AND en-
try.notFailedthen
nextHop = entry.nextHop
level = (dstAdd, entry.nextHop)
cost = entry.routeCost
end if
end for
end for
return nextHop //Returning the next hop towards the peer

belonging to the siblindxx while the neighbod00has a section for the node
101 and another one for the two nodeslithx
Differently, if we assume that the two entries stored by tbdenbe through

the next hop010and011 respectively, and thus both share the same address

prefix, the node will select the one with the lowest route cost the lowest
ETX value.

Thanks to its multi-path featurédTR can exploit the route diversity in packet
forwarding: since multiple routes are available, when amits fdue to node
mobility and/or link local network congestion, such a roisehecked off as
failed and the node forwards the packet through another Imgxt if avail-
able. Clearly, although such a strategy can lead to signifidelays in packet
delivery, it avoids to waste communication resourc. [

2.3.5 Address Discovery Process

This sub-section presents the Address Discovery Procdgshwupplies the
mapping between node identifiers and network addressegingsto a dis-
tributed hash table (DHT). This is a key process of the ATRfrvork and it
requires a moderate amount of sophistication, since lmintfie DHT concept
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from the application-level down to the network one arises issues.
Application-level DHTs assume the presence of an undeylyietwork pro-
tocol which assures reliable communications between nfEig$8, 69, 70].
Moreover, most of the proposed works build a logical spaeeealy anover-
lay network in which the proximity concept has no relation with the pbgs
neighborly. Finally, data replication is commonly adoptedace against node
failure and often to distribute the load through the netwary.

Differently, network-level DHTs need an overlay network igh relies on
physical connectivity for communication in order to redube average path
length of query forwardingg2]. Moreover, they should avoid data replication,
since it introduces overhead due to multiple copies of tmeesaformation
traveling around the network. Finally, network-level DHT&ve to implement
fault-tolerant strategies to face against instabilitiae tb wireless propagation
conditions and/or node mobility.

Our proposal exploits again the hierarchical nature of A0 BRddress the chal-
lenges related to the design of both the two services prdvigea DHT system,
namely:

- association of information to peers;
- query forwarding to responsible peers.

More specifically, let us define as information the networtiradsAD D, of a
noded, which is identified by a key, namely its identifieD,. To associate the
network address with a peer, ATR resorts to a globally knoashhfunction
h(-), which accepts as argument the kB, and returns the peer location
ADD, = h(IDy), i.e. the network address of the node responsible for gforin
the mapping< ID4, ADDy; >. The operation of network address updating
resorts to Dynamic Address UPdate (DAUP) packets, perdigisent by each
node to its peer location. When a node has to send a data pédadlegfuires
(with a Dynamic Address ReQuest (DARQ) packet) the netwaltress of
the destination to the peer location associated with da#bim, which replies
to the node with a Dynamic Address RePly (DARP) packet astitited in
Fig. 2.4. Only after the reception of the DARP packet, the source oamdrd
the data packet towards the destination according to theedtoe illustrated
in Section2.3.4

Since network addresses are assigned to nodes accordiggrtettvork topol-
ogy, there is no assurance that the peer location (which e&vaonk address)
computed with the hash function is valid, i.e. it has beeigassl to a node.
To overcome such a drawback, we propose a distributed mischdreferred
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Algorithm 6 peerSelecting()
i=0
while peerLocation is invalid AND << [ do
peerLocation.reset(i) //set thieh bit to zero
i+=1
end while

in the following asindirect referenciny, characterized by low communication
overhead and absence of node coordination. More spegjfitalassess the
validity of the peer location, each forwarder of a DAUP or D@Racket
checks if the section of its routing table related to theisgkto which the
destination belongs to is empty. If so, an invalid peer liocabas been recog-
nized. As example let us suppose that the node has to forward a DAUP
to the invalid peer locatioi 10, which belongs to the level-sibling 1zz. If
the forwarder stores at least one route in3ih route section, the packet can
be forwarded along that route. Differently, if the peer kma is invalid, the

“The DARP packets do not resort to indirect referencing,esthey are certainly sent toward
a valid network address: the DARQ source.

SWe have deliberately neglected the transient effects oruiliing table due to mobility or
channel propagation instability to simplify the preseiotat

ADD, = h(ID,)

DARQ
Java
o

Figure 2.4: Address Discovery Process
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forwarder singles out a new peer location according to Algor 6, that is it
resets the network address one bit at time, starting frorfeesignificant.
The indirect referencing exhibits two characteristicgipalarly feasible for a
network-layeDHT:

i. the peer validation resorts only on the topological infation stored in
the routing table, without the need of explicit node cooatiion;

ii. the peer selection allows us to univocally redirect theUP and the
DARQ packets to a valid peer by exploiting physical neigihpor

As mentioned beforéATR never resorts to data replication, but it makes exten-
sively use of caching techniques to reduce the overheadodhe tddress dis-
covery process, by storing at each forwarder all the aviailatapping<node
identifier, network address from unicast packets (data, DAUP, DARQ and
DARP). Moreover, when a node changes its routing addreks;atly broad-
casts a Dynamic Address BRoadcasted (DABR) packet whictacenall the
mapping stored by the node. This mechanism allows us to fgamst node
mobility, since the neighbor nodes can go on providing thepmgy in the
transient time. Clearly, a purge mechanism allows nodeglete expired in-
formation.

2.4 Performanceanalysis

In this section, we present a humerical performance arsabfsihe proposed
protocol by resorting tms-2(version 2.29) network simulator2].

At this end, for the sake of performance comparison, we densthree
commonly adopted routing protocols, hamely Ad Hoc On-DetnBistance
Vector (AODV) [42], Dynamic Source RoutingdSR) [44] and Destination-
Sequenced Distance Vectob$DV) [36]. Since the Dynamic Address
RouTing DART) protocol B5] copes only with the address allocation and
routing aspects, neglecting the address discovery protess not be consid-
ered in this performance comparison. However59, [/3] it has been shown
that, with reference to both the mentioned aspe¥I& outperformsDART.
We ran a large set of experiments to explore the impact ofrabwerkloads
and environmental parameters on the protocol performamgesiopting the
following three metrics:

i. packet delivery ratio®DR): the ratio between the number of data pack-
ets successfully received and those generated, both bypgiieation
layer in the case dfDP transport protocaol,
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ii. hop count: the number of hops a data packet took to reactestination;
this metric accounts only for the data packets successfedlgived,;

iii. routing overhead: the ratio between the number of gateer data pack-
ets and the total number of generated routing packets;

Each experiment ran ten times, and for each metric we estdriaith its aver-
age value and the standard deviation.

241 Channel mode

Usually, routing performance analysis for ad-hoc netwaklspts as radio
propagation model th&wo-Ray Groundone b5, 56, 61, 62, based on the
following assumptions:

i. the radio’s transmission area is circular and all the aadiave equal
range;

ii. communications are bidirectional (if a node receive &kea from a
neighbor, then that neighbor will receive its packets t00);

iii. the channel model is time-invariant (if a node can sengphaaket to a
neighbor once, it will be possible until the topology doesctmange).

To remove these optimistic assumption&][ we consider a propagation
model, theShadowingone, which accounts for the long-term fading effects
by means of a zero-mean Gaussian varidbl®, o). Therefore, the received
mean powerP;(d) at distancel is:

Pyp(d) = Pyp(do) — log B(d/do) + N(0,0) (2.5)

where P;5(dy) is the received mean power at the first meteis the path-
loss exponent and is the shadow deviation, both empirically determined for
a certain environment.

Moreover, unlike most routing performance analy€g, [75], we take into
account the effects of both the additive thermal noise amdiriterferences,
by assessing the signal-to-interference-plus-noise R¥Hdtio at the receiver
side:

SINR = 10log (2.6)

o
U?ﬂ-ZH’
i
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where P is the received useful mean powet: is the additive noise mean
power and finally,P; is the received interference mean power. The signal to
interference plus noise rati®&(NR) ratio is thus used to state if the received
packet has been correctly received according 6. [

We set the path-loss exponeni3td, the shadow deviation 0 and the mean
noise power to -82dBm to simulate an IEEE 802.11b Orinocovoidt inter-
face [77] with long preamble, CCK11 modulation and two-handshaketme
anism, resulting in a transmission range of roughly 35 nsedésr shown by
Fig. 2.5.

2.4.2 Experimental setup

Static network topologies have been generated by placegadbes uniformly
in the scenario area, while mobile ones resorRamdom Way-poini2Q] as
mobility model. The mobility parameters have been set taikite pedestrian
mobility, sinceATR is not suitable for networks with higher levels of mobility
due to its proactive characteristic. More specifically, speed and the pause
values are uniformly taken in the [0.5m/s; 1.5m/s] and in[fise 100s] ranges
respectively, according t&] to avoid the speed decay problem.

The node density has been set to 46@des/K'm?. This value corresponds
to a mean node connectivity degree of 12, which is a reasenaliie to avoid
the presence of network partitiongd], and the size of the scenario area was
chosen according to this connectivity degree.

The duration of each run is 2060 seconds, longer then de $éatalard value
(900 seconds) to increase the accuracy of the measuremaltthe mea-
surements are taken during the interval [1000s; 2000s}edtime initial 2000
seconds are used to ensure that the routing protocols resiehdy state.

The well-knownrandom traffic mode[20] is adopted as data pattern: ev-
ery node singles out randomly a destination according toif@ram distribu-
tion among the remaining nodes. The workload is modeled amstant bit
rate CBR) flow over UDP protocol with 1000 byte as packet size , and each
flow starts at 1000 seconds and ends at 2000 seconds.

To effectively assess the scalability property of the aredlyprotocols, instead
of resorting to the capacity scaling boun@g][for static scenarios (namely
O(y/n)), we set the data throughpatgenerated by each source to:

w

A= —
ny/n

2.7)
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wherelV is the link data throughput for a 802.11b channel v@8K11 mod-
ulation (about.4Mb/s) andn is the number of nodes in the network.

Such a choice is justified by the need to take into account hhmughput
reduction effects due to the routing service, since theirsgdhctor n ac-
counts for the routing overhead generated by the perioditating of proac-
tive protocols. It is worthwhile to underline that the adeghtdata load is in
any case heavier than those usually adopted in routing noegftce analysis
[20, 61, 56, 81].

We do not present the results regardin@Pflows since it offers a conforming
load to the network, meaning that it changes the packet @erding to its
perception of the network congestion. As a result, sincepratocol is char-
acterized by different time at which each data packet israitgd by its sender
and different position of the source node, a fair comparaoiong them is not
possible.

However, our results have shown that the aggregate datagipot delivered
on TCPflows by bothATR andAODV is unaffected by the number of nodes,
whereas botiDSDV andDSRperformances decreases as the number of nodes
grows. MoreoverT CPfavors shorter connections, that is, it exhibits flow elas-
ticity, as confirmed by the results in terms of hop number t{@l protocols
deliver packet on routes shorter than 3 hops in a network 3@thnodes).

2.4.3 Memory requirements

The first set of experiments aims to evaluate the memory reapgints oATR

in terms of average number of routing table entries, whighagents the over-
all cost due to the multi-path approach, since no commubitaiverhead is
introduced byATR (Section2.3.3 with respect to shortest-path protocols like
DART.

We have run twenty trials for each experiment to measure tbeage num-
ber of routing table entries of all participating nodes asdtandard deviation
in two different scenarios (Fig.6): in the former the node density increases
whereas the node number is set to 64, and in the latter the madéer in-
creases while the node density is set to 408@es/ K m?.

The results show the presence of a saturation effect for thathscenarios,
which assures that the overhead is bounded in terms of mespace. Such a
behavior is due to the choice of adopting a threshold baseteolink quality

in order to accept the routing updates from neighbors (Se2ti3.2).
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2.4.4 Performance comparison

Since we are primarily concerned with scalable networks,stcond set of
experiments aims to compare the protocol performances $tatec scenario
as the number of nodes increases (Rid-2.9).

More specifically, as regards the packet delivery ratio.(Zi@, ATR remains
largely unaffected as the number of nodes increases. OnhtbelandDSDV
and AODV performances decrease rough linearly with the number oésod
Finally, DSR outperforms all the remaining protocols only for small netks
whereas, as the number of nodes increases, its performaacese the worst
and, with reference to largest networks, nearly an orderagfmitude separates
them from those oATR. Such a behavior lies in the source routing nature
of DSRsince, as the network size grows, the complete orderedflisbades
through which the packet must pass stored in the packetidehé®comes out-
of-date.

Fig. 2.8shows the hop count for the delivery ratios presented byZigATR
has been designed to prefer reliable paths, despite of heinmber. More-
over, its hierarchical nature is a potential source of patigth inefficiency.
However, its performances are comparable with thosA@DV and DSR
which experience a path stretch, defined as the ratio bettireediscovered
path length and the shortest path length, of roughly twoad, foy bounding
the average shortest path lenditmeasured in hop number a&3] (further

details in Sec3.3.2: _
= { 25 w 2.8)

3/
wheren is the number of nodes, is the node density; is the transmissions
range and | rounds to the higher integer, we have that= 5 for a network
with 384 nodes. Therefor®SDV is able to discovery routes very close to the
shortest ones. Moreover, if we account for both the delivatip and the hop
count performance€)SDV performs better thaAODV since, by delivering
the same number of packets on shorter routes, it uses mare ety the net-
work resources.
Finally, the results reported in Fig.9show thaDSRoutperforms all the other
protocols in terms of routing overhead due to its aggregssiute caching pol-
icy. Again,DSDV andAODV perform similarly in small networks but, when
the number of nodes grow80ODV performs worst due to its reactive nature.
In small networksATR exhibits the highest overhead, since its routing update
packets have fixed size, regardless of the node number. Howshen the
number of nodes grows, its behavior becomes comparabletidge of the




2.4. PERFORMANCE ANALYSIS 47

other proactive protocol, i.e. tH2SDV.

Numerical results not here reported show that, if we acctamthe ratio be-
tween the total number of bytes sent at the routing layer thestotal number
of data bytes receivedTR outperforms all the other protocols thanks to its hi-
erarchical approach. In fact, in largest netwoER ratio is about 15A0DV
one is 66 PDSDV one is 102 andSRone is 58.

The third set of experiments aims to state a performance adosgm for a
static scenario with 128 nodes as the data load increaseglyas the value
of the link data throughput/” in Eq.2.7 grows (Fig.2.10-2.12).

The results in terms of packet delivery ratio (F2910 show that the proactive
protocols are able to scale well in terms of data load, wisebe¢hDSR and
AODV performances are affected by this parameter. Among all thi@gols,
ATR outperforms for nearly each data load. Moreover numeriesiits, not
here reported, show th&TR outperforms all the other protocols in terms of
delivery ratios for rough every data load when the numberoafes exceeds
64, whereas in small networkBSRreaches the best performances, confirming
so the previous results (Fig.7).

Regarding the hop count metric results (R2gL1), unlike reactive protocols,
the path lengths of proactive protocols are unaffected by#ia loadDSDV
routes have length closer to shortest orfes=(3 according to Eg2.8), con-
firming so the previous considerations (F208).

Finally, Fig.2.12 illustrates the performances in terms of routing overhead:
the proactive routing traffic does not depend on the datg kiade the routing
overhead decreases linearly with the data load, whereae#utive routing
traffic increases linearly with the data load. This behasigirees with the one
exhibited by the results concerning the delivery ratios.

The fourth set of experiments (Fig.13-2.15 aims to assess the performances
for mobile scenario with 64 nodes as the number of mobile nodeases,
according to the mobility model illustrated in Secti2@.2

ATR delivery ratios are slightly affected by the node mobiliyg. 2.13), since

its routing process exploits the topological meaning ofrtevork addresses.
However, the augmented structure build upon the addres® ¢pameans of
the multi-path approach allowATR to perform satisfactorily in the case of
moderate mobility. In this scenario, both tBSDV and theDSR delivery
ratios are nearly independent of the node mobility. Howees behavior is
exhibited only in small networks and both perform poorlylaogest networks.
Like ATR, alsoAODV performances depend on the node mobility.
Regarding the hop count metric performances (Bi¢4), DSDV and AODV
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take advantage by the route diversity introduced by nodalityolifferently,
both ATR and DSR performances are affected by this parameter: the former
since it uses source routing, and the latter because ittsesmhierarchical
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routing.
Finally, the results regarding the routing overhead (Big5 shows that, un-
like reactive protocolsATR andDSDV exhibit constant mobility-indipendent
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overhead. The last set of experiments aims to evaluate tfierpances for a
static scenario with 64 nodes as the hostility of the chamaghely the shadow
deviation, increases (Fig.162.18.

The shadow deviation affects in different ways the deliveatjos of all the
protocols.DSRperformance exhibits a non-linear behavior: the delivatior
is nearly one in the case of line-of-sight communicationigna < 4) but,
as the shadow deviation increases, it becomes unable w@dpackets. Both
ATR andAODV delivery ratios have an approximately linear relationstiih
the shadow deviation, bTR performance remains largely although= 6,
outperforming so the other protocols for a large set of pgagian conditions.
DSDV performance initially decreases as the shadow deviatiowgrbut it
outperforms the other protocols in absence of line-oftsggmmunications,
namely for the highest values ef The previous considerations are confirmed
by the hop count metric (Fig.17). DSDV is the only one whose hop count
performances are unaffected by the channel hostility, edswhODV, ATR
andDSRpath lengths increase rough linearly with the shadow dieviat
Finally, the considerations regarding the overhead mesithe hostility in-
creases (Fig2.18 are the same of those made for node mobility (Rid.5):
the proactive overhead, unlike the reactive one, is indéganof shadow fad-

ing.
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Chapter 3

Reliability analysis

nlike traditional routing procedures that, at the besglsiout a unique
U route, multi-path routing protocols discover proactivetyeral alterna-
tive routes. It has been recognized that multi-path routargbe more efficient
than traditional one mainly for mobile ad hoc networks, vehesute failure
events are frequent. Most of the studies in the area of rpatti-routing focus
on heuristic methods, and the performances of these sgatage commonly
evaluated by numerical simulations. The need of a theaiedicalysis moti-
vates us to resort to the terminal-pair routing reliabitigyperformance metric.
This metric allows one to assess the performance improvegaened by the
availability of route diversity. More specifically, resioig to graph theory, we
propose an analytical framework to evaluate the tolerafceutti-path route
discovery processes against route failures for mobile adhetworks. More-
over, we derive a useful bound to easily estimate the pedoo®m improve-
ments achieved by multi-path routing with respect to angiti@nal routing
protocol. By means of numerical simulation, we have assesgffectiveness
of the proposed framework.

3.1 Introduction

In the last ten years, mobile ad hoc netwoMANET) technologies have
tremendously grown. MANET is an autonomous system of mobile nodes
connected by wireless links, without any static infradinoe such as access
points. Such kind of networks was introduced manly for mijt and
emergency applications, but recently, thanks to the mesadjzan, it can
guarantee ubiquitous communication services, and it isdatany when no

53
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cellular or other fixed network infrastructures are avddab

To reach a destination node located out of the coverage rahtiee sender
node, a multi-hop communication strategy must be explpitedsuch a
case, each node has to cooperate with the other ones andsaka for
packet transmission. In this scenario, the instabilityhef topology (link and
node failures) due to node mobility and/or changes in wa®lpropagation
conditions can frequently give rise to disconnected routes

For such reasons, the design of an effective routing prottmoad hoc
scenarios is a challenging problem, and much researchitactiad been
carried on in the last years, producing a plethora of diffeepproaches and
solutions. The proposals B focus on discovering the shortest available
route, according to some metrics, and all the traffic is muieer that path.
This approach exhibits low tolerance against route faiwents, since in such
case it is necessary to stop the data transmissions untivaawte will be
discovered §2].

An interesting approach to gain tolerance against unieliaireless links and
node mobility is based omulti-path routing in which multiple routes are
proactively found. In order to effectively exploit the adt@ges of multi-path
approaches, it is hecessary to assess the performanceegaimed by these
strategies and, moreover, to evaluate the trade off betwedgantages and
costs in adopting more complex multi-path solutions.

Different studies and proposals on multi-path routing Haeeised on heuristic
methods to establish how many routes are needed and hovetd g&m. The
on-demand multi-path routing protocol i83], which is an extension of the
well-known Dynamic Source RoutinddSR) protocol |4], takes advantages
of maintaining alternative disjoint routes to be utilizetiem the primary one
fails. However, the performance benefits are evaluated iorfigw particular
cases, regardless the tolerance against route failuresAdtmoc On-Demand
Distance Vector Routing with Backup RouteAQDV-BR) protocol B4],
which is an extension of Ad Hoc On-Demand Distance Vecta®©DV)
one K2], is analyzed by a numerical simulation analysis, which pslo
the packet delivery ratio as performance metric. The sanpeoaph for
performance evaluation is adopted in several works on fpatth routing, as
in [85, 86, 87, 88, 89].

Some works have addressed the problem to analytically @fsesnulti-path
benefits by resorting to graph theory, for both wireless @enstworks and
MANETSs. More specifically, in90, 91] the study is focused on a particular
routing protocol, whereas i@, 93] the tolerance against route failures is
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evaluated with reference to the physical layer, namely ims$eof network
connectivity. In P4, 95 the evaluation is performed for wireless sensor
networks, assuming a hierarchical structure and the pceseha sink node.
Finally, in [96, 97, 98] an analytical evaluation of multi-path routing is carried
out by resorting to diversity coding.

This chapter, based on the work B3] 73] proposes an analytical framework
to evaluate the tolerance of multi-path route discovercesses against route
failures, rather than to single out new multi-path routirigcdver processes.
More specifically, with reference tANET paradigm, we propose to resort
to a theoretical approach based on graph theory. We firsbdate an
analytical framework based on the terminal-pair routifgabdity (TPRR) as
measure of the tolerance of routing protocols against rtaiteres. Unlike
the packet delivery ratio, such a metric allows one to evaltize robustness
against the link failures, as a function of the number of tisealered routes
as well as their reliability. In order to derive the analgtiexpression of the
TPRR we resort to the concept ofrerlay graph namely the logical structure
built by the route discovery procesRDP) of a routing protocol upon the
physical network. In this way, the incomplete knowledgedtibe network
topology that each node possesses is taken into accoum, iTieintroduced
an upper bound on th€EPRR of any shortest-patRRDP. This allows one to
easily compare the performances improvement gained by #-path RDP
with respect to whatever shortest-path one. An algorithmekact evaluation
of routing reliability, both in numerical and symbolic foriis also provided.

3.2 Network model and assumptions

In the following we introduce the network representationrégorting to the
graph theory and present the main assumptions utilizedriamaiysis.

The nodes in the network are assumed to be reliable, whilakeare failure-
prone P9]. This assumption is reasonable for both static and moleite/orks.
In fact, in a static network, as in a sensor one, the failur@ lofk is due to the
instability of wireless propagation conditions and to tlpacity constraints,
whereas in a mobile network, as ilVBANET, the failure of a link is also due
to the node mobility. In the following, we assume that theaatbbility does
not affect the reliability performance. Clearly, this asguion is realistic only
when the node mobility is relatively low, since in such a disepacket deliv-
ery times are commonly smaller than those associated withidgy changes
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[10Q. The results of numerical simulations reported in S$4.3confirm the
validity of such assumption for scenarios with moderateenmability.
We model the network with a probabilistic direct graph:

G=(V,E,P) (3.1)

in which a vertexy; € V denotes a node belonging to the network and an edge
e;j € E represents a communication link from nogdeto nodev;. Each link

is characterized by a failure probability; (thei-th element of the link-failure
probability matrixP) , which represents the probability that, at the transrorssi
attempt time, the link is down. The edge failure events asaragd statistically
independent of each other.

Given a probabilistic grapty , we define an overlay graph as:

Go = (V,E,, P,) (3.2)

where E, C E and P, is the link-failure probability matrix associated with
E,.

Since a node discovers (by means of the RDP) only a subfsgt C E of the
available links to reach a destinationwe can define the overlay graph built
by the RDP upon the physical network topology as:

GS,t = (Vv Es,t7 Ps,t) (33)

In the following, we refer to the graph defined B.7) as thephysical graph
which is a representation of the physical topology, whilerefer to the graph
defined in 8.3) as theoverlay graph to which we resort to evaluate the toler-
ance of a routing protocol against path failures.

As example, in Fig3.1 both the physical graph of a network and a related
overlay graph for the flow (2,8) are depicted. Clearly, farteeuting protocol
and for each flow, th&DP defines a different overlay graph, which accounts
for the features of the particul®&®DP as well as the network topology. Then,
the overlay graph allows us to evaluate the effectiveneseeoRDP adopted
by any table based routing protocol. In fact, it allows onagsess the number
of multiple paths for each flow, and moreover their disjog#s degree (i.e.
the number of disjoint links among a set of routes), enaldm¢p analytically
evaluate the tolerance against path failures.

3.3 Performance analysis framework

In this section, we present the proposed analytical framleviar assessing
the tolerance oRDP schemes to link failures, as well as the bound on the
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reliability for shortest-pattiRDP strategies.

3.3.1 Prdiminaries

With reference to a unicast routing scenario, let us adopt2B performance
measure the terminal-pair routing reliability, namely fwebability that at
least one route from the node s to the node t exists.

Considering the flow (s,t) from the nodéo the node and denoting witht; ;
the set of routes found by tHRDP, we define th@PRRas:

Ry (Gag) = PRy # 0) (3.4)

whereG ; is the overlay graph built by theDPfor the flow (s,t).
The TPRR(3.4) can be re-written as:

Rsp(Gsp) =1 - Z CS,t(i)Pi(l - p)mii (3.5)

wherem = |E,,| is the cardinality of the edge séi, ;, p = p; ; is the link-
failure probability (assumed for simplicity the same focleaair of nodes)q
is the minimum edge cut setimension of the overlay graph betweemnd

1An edge cut set for the flow (s,t) is a set of edges whose rentisednnects andt.
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t, andC;4(i) is the number of cut sets betweerandt in the overlay graph
composed exactly byedges. Then, the mediPRRIs:

Z Z Zs,tRs,t

seV teVit#s

R= n(n —1)

(3.6)

wheren = |V|, andz,, is the probability that a data flow occurs between
nodess andt.

Accounting for the results in101], we derive the symbolic expression of
TPRRas a function of the link-failure probability p. More speciily, the
Algorithm 7 allows to exactly compute th€PRR (3.5 using the overlay
graph. The algorithm is invoked by initializing G to the oagr graphG, -,
the set SS to empty, andto s. Then, the node: is included in the set SS
as well as the redundant nodes, in order to ensure that tle# aéétemitting
edges from a particular SS is a minimal cut’sétthe singled out set SS is
already in the hash table HASH, nothing needs to be doneeleiftly, SS is
a minimal cut set and it has to be added to the hash table. Tieprocedure
computes the unreliability (the probability that all theks fail) for the cut set
and recursively calls itself for each node adjacent to theseuSsS.

3.3.2 Polynomial bound on shortest-path reliability

In this sub-section, the performance gain achieved by ai+paih RDP with
respect to any shortest-path one is estimated by resodiag upper bound
which holds for any shortest-path scheme.

TheRDPof a shortest-path protocol, at best, singles out a uniquie /e, ; for

the flow (s,t). Let us define with°(s, ¢) the overlay distance between (s,t), i.e.
the length ofP; ; measured in number of hops on the overlay graph. Denot-
ing with h(s,t) the physical distance between (s,t), namely the hop distanc
measured on the physical graph, we have:

h(s,t) < h(s,t);Vs,t €V (3.7)

since the link set’; ; of the overlay graph is a sub-set of the link set E of the
physical graph and so the overlay distan€és, ¢t) can not be less thei(s, t).
So, theTPRRfor a shortest path routing protocol can be upper bounded as:

Rot(Gsy) = (1 —p)"1) < (1 — p)h(s:t) (3.8)

2A node is redundant if it is adjacent to SS and has no way tdreaithout exploiting any
node in SS.
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Algorithm 7 Recursive(G,HASH,SS,s,t,notRel,symbNotRel)
{Reliability = 1 - Recursive(E) output}
{G is the adjacency matrix related to the overlay graph}
{HASH is a collection of minimal cut set, initialized to enypt
{SS is the under analysis minimal cut set, initialized to &yhp
{nis initialized to s}
neighborListPurge()
routingTableClear()
if n =tthen
return
end if
merge(G, SS, n) {Merging node n in SS}
absorb(G, SS, t) {Absorbing redundant nodes in SS}
if HASH.isPresent(SShen
return
end if
HASH.insert(SS)
find a cutset C of SS ~
symbTempNotRel = O(1-pd + C.size.toString
tempNotRel = 1.0
symbTempNotRel = symbTempNotRel + " + p * (O + symbTempNotRel
for each edge in @o
tempNotRel = pFailed * tempNotRel
end for
for each node adjacent to 98
Recursive(G,HASH,SS,n,t,tempNotRel,symbNotRel)
tempNotRel = pSuccess * tempNotRel
end for
symbTempNotRel = symbTempNotRel + O)O
notRel = notRel + tempNotRel;

To estimate the distande(s, t) which clearly depends on the network topol-
ogy, we make some reasonable assumptions. More specifisalassume,
according to 102, that the node density is uniform (according to the first
interference principle) as well as the transmissions rangand the physi-
cal network area&l is a circle. Moreover, we assume the traffic pattern ran-
dom as 102, namely each destination node is chosen with equal prbtyabi
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(25t = 2), and the node is located at the centre of the network (to neglect the
boundary effect). Under these assumptions, the numberd#sim the circle

of radius x is:
A
n(z) = wa?s, 0<z<y/— (3.9)
7'('
The probability that the node communicates with a node belonging to a cir-
cular neighborhood of radius can be written as:

2
P(ng):%, 0<z<y/A (3.10)
T

where X is the random variable representing the path length betgén
From @3.10), the probability density function is:

2rx

fx (@) =— 0<z< \/g (3.11)

Consequentially, the average path lenfthmeasured in distance units, is:

/\/E 2V A

; rfx(z)dr = ENG: (3.12)

and the average physical distance, measured in number sf isop
_ L 2,/%
h:{ﬂ:[“ﬂ:{ \/q (3.13)
T 3/mr 3/mr

wheren is the total number of nodes in the network dndounds to the higher
integer.
Thus, the upper bound on tA®RRfor any shortest patRDPis:

(3.14)

3.4 Reéliability analysis

The aim of this section is to show the effectiveness of th@g@sed analytical
framework to assess the tolerance against link failurearigRDP strategy by
means of a performance comparison among both shortesepédtmulti-path
routing protocols. At this end, three shortest-path rapgirotocols, Optimized
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Link State Routing OLSR) [103], Dynamic Address RouTingDART) [55]

and AODV [42], and two multi-path ones, Augmented Tree-based Routing
(ATR) [59] and Ad hoc On-demand Multipath Distance Vect&OMDV)
[104], are considered. More specificalLSRandDART are both proactive
protocols, andART, unlike OLSR, is hierarchical, i.e. it groups the nodes
belonging to the network in zones, namely siblings, andestarunique route
towards each zone for scalability purposAQDV is a reactive routing proto-
col, while AOMDV generalizesAODV to exploit multiple paths with disjoint
links between the source and the destination. Analogo#SIR generalizes
DART, looking for multiple routes towards the same zone.

3.4.1 Overlay graph generation

The overlay graphs needed to compute the mERRRhave been generated
by simulation using Network Simulator 2 (ns-2)9. Fig.3.2shows the gen-
erating process of the overlay graphs.

For each network topology, we run a ns-2 based simulationderdo populate
the routing table of each node. The path information embeddéhe routing
table is then used to generate the overlay graph for each $loyv The choice
of using ns-2 to generate the routing tables has the follpwiro advantages:

- the overlay graphs are straight generated byRIDP utilized by the
specific routing protocol,

- the analysis can be easily extended to different routirggogols with
a light effort, simply providing to the protocol code a fuioct which
prints out the node routing table.

overlay
gl‘allll '
?| COMPUTATION ||| —* TPRR
GENERATOR [|——F| SIMULATOR I -

N PACKET
" DELIVERY RATIO

Figure 3.2: Overlay graph generating process
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3.4.2 Overlay graph generation

The main characteristics of the setup for the reliabilitgessment are briefly
summarized in the following. We adopt for both the physical the link layer
the parameter values usually utilized in ns-2 to simulatéE&E 802.11a Lu-
cent network interface with Two-Ray Ground as propagatiaudeh The du-
ration of simulation is set to 500 seconds to allow the rautables to become
consistent with respect to the network topology. The sizéiseoscenario areas
are chosen to keep the node density equal to 64 nodes/Kmehatoids the
presence of isolated nodegd] by assuring a mean node connectivity degree
of 12. The network topologies are randomly generated bypeddently and
uniformly distributing the nodes in the scenario area.

We have performed measures for 100 trials for each netwnek BMore specif-
ically, we have reported thEPRRfor the shortest-patRDPs (OLSR DART
and AODV), the shortest-path upper bound ®RRR and theTPRRfor the
multi-pathRDPs (AOMDV andATR). Each figure shows the average and the
variance ofTPRRfor each protocol as function of the link-failure probabil-
ity. Fig.3.3refers to a 4 nodes full-mesh network. In this case, the geera
TPRRreached by the shortest-path protocols agrees with théesirqrath up-
per bound. This means that, for very small networks, tREPis often able to
find the optimal route (one-hop route) between each pair désoWe note that
DART RDPreaches lower values afPRRwith respect to other shortest-path
RDPs, although the differences cannot be recognized in thedigregarding
multi-pathRDPs, bothAOMDV andATR outperform the shortest-path proto-
cols also in such a small network. F3gd refers to a network with 8 nodes.
In this case, the shortest-path protocols experience leataes ofTPRRwith
respect to the shortest-path upper bound. Since the nodecirity degree is
12, every pair of nodes is physically linked and so the optimate is one-hop
long, in accordance with the upper bound depicted in3F4g.However, the
shortest-pattRDPs reach lower values, i.e. they discover longer routes than
the optimal onesDART RDP performs worst due to its hierarchical nature,
and the largest difference is about 0.08 in correspondehteedink-failure
probability p = 0.5.

Regarding toAOMDV, for low link-failure probability, it outperforms any
shortest-path protocol thanks to its multi-path charéstier whereas, when
the link-failure probability increases, such behavior slamt apply. This
behavior is reasonable, sinék®OMDV adopts the same route discovery of
AODV, so that neither it can find the optimal routes.

Since ATR is a proactive routing protocol, it persistently broadsastuting
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packets in order to discovery redundant routes. Therefbig,able to find
more paths thal\OMDV. Clearly, theATR routing overhead is higher than
AOMDYV one. The behavior of shortest-path protocols depicteddr8Hican

be interpreted by resorting to F&5, which shows an example of the routes
discovered by differenlRDPs. The first row shows the overlay graphs built by
the shortest-patRDPs towards the node 020 from three source nodes (010,
030 and 040). In this case, aRPPis not able to find out the optimal route
for every flow andDART, due to its hierarchical nature, finds out less optimal
routes than other ones. The second row presents the rowesdtothe node

4 singled out by the multi-patRDPs, which are able to discover redundant
paths for the same flow.

Fig.3.6 and Fig3.7 show the results for a 16 and a 32 nodes network respec-
tively. All the previous considerations concerning Big.are sill valid. ATR

is able to discover more path thAOMDV, sinceAOMDV RDP outperforms
any shortest-path routing protocol only for low link-faiduprobability.

On the whole, th& PRRanalysis evidences that the multi-path approach, apart
from the particulaRDP scheme, is suitable for scenarios witbarly reliable
links, whereas fonearly unreliablelinks the multi-path gain is negligible.
Finally, we show that th& PRRcan be exploited to assess the trade-off that a
routing protocol experiences between benefits due to nheligailable routes
and the overhead needed to discover them. In the followiegesort tof PRR

to evaluate this trade-off with respect to thER RDP scheme.

The original ATR protocol looks for every available route towards the same
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Figure 3.5: Route discovery process
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zone. To analyze the mentioned trade-off, we considerAWR RDPs which
introduce a limitation in the number of discovered routespider to keep
down the memory overhead. Specifically, in the following welgze both the
3-limited ATR RDPand5-limited ATR RDP

Fig.3.8shows the averagePRRfor a network with 16 nodes. It shows that the
extra overhead paid by originATR RDP does not provide a significant per-
formance improvement with respect to the 5-limi#IR one, which is able to
exceed the upper bound dPRRfor any shortest-patRDPs for every value
of p.

3.4.3 Numerical ssmulations

In this sub-section we assess the effectiveness of the gedpframework
by means of a widely used routing performance metric, thdgtagelivery
ratio (PDR). Clearly, thePDRis an overall metric, which measures the per-
formance of the whole routing process, whereastR&Rmeasures the only
RDP performances. Th®DR measures the probability that a packet is re-
ceived by the destination, whilEPRR estimates the probability that at least
one route exists toward the destination. It is evident thatd exists depen-
dence between the two metrics. If there is no route towardidistination the
PDRhas to be zero, and if all packets are correctly received tiwene exists
at least a reliable route toward the destination. Cleankyavailability of good
paths, i.e. high reliability, does not imply that thacket forwarding algorithm
will be able to use them efficiently. Therefore, we have rigggbon the same
figure both theTPRRand thePDR  just to verify the effectiveness of the pro-
posed framework.

More specifically, to evaluate tieDR we have modified both the physical
and the link layer of ns-2. Regarding the former, we haveothiced a uni-
form link-failure probabilityp for the data packets; clearly, this modification
does not affect the routing and MAC packets, preserving s®DP behavior.
Regarding the latter, we have disabled the MAC retransomisiir the data
packets. The duration of simulation is set to 1500 secondi® data traffic
is modeled as £BR flow over UDP protocol with a packet rate of 1 pack-
et/s. The data traffic starts at 500s end stops at the end sirthéation. The
number of node is 16 and the static network topologies areahe of Section
4.2. To generate the mobile network topologies, we havetadpps mobility
model, the Random Way-Point to simulate a moderate mobility speed val-
ues are uniformly taken in the [0.5m/s; 5m/s] range and thisganes in [Os,
100s].
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We have performed 100 trials for each protocol and for eatlrevaf p. The
following figures report the averagePRR the shortest-path upper bound on
TPRRand the averagEDR for both static and mobile topologies, as well as
the variances. In Fi§.9 we show the results fohODV. ThePDR measured
on static topologies agrees very well with tRRRR Such a behavior can be
justified by recognizing that, in this case, tR®P is the one relevant in the
overall packet delivery process. In case of mobile top@sgthe behavior is
less marked. When a packet does not reach the destinat@osetiter starts a
new route discovery. If the topology is static, the new araphevious routes
will be the same, giving rise poor performances, whereasRIDP can get
the advantage by node mobility, since in such a case bettggg@an be dis-
covered and used for long time intervals. The results of3 gwhich refer

to DART, confirm the considerations concerning Bid0 Fig.3.11refers to
ATR; in this case, the?DR measured on static topologies does not perfectly
agree with theTPRR even if the two metrics present the same trend. We as-
sume that theATR packet forwarding processwhich is liable for choosing
one of the available paths, does not pick every time the begtysince it uses
only local information for the selection process. The bébraef the PDRin
presence of mobility confirms the considerations concerfiig.3.9.






Chapter 4

Indirect Tree-based Routing

obile Ad hoc NETworks (MANETS) and peer-to-pe@2p systems
| \/ I are emerging technologies sharing a common underlyingntiede
ized networking paradigm. However, the related researtitaes have been
mainly developed by different research communities, fyitlg therefore the
idea of an unitary approach able to assure effectivenesgratted solutions.
In this chapter, we proposeRHT-based routing protocol which integrates at
the network layer both traditional direct routing, i.8JANET routing, and
indirect key-based routing, i.eP2Prouting. The feature of our proposal is
the ability to build an overlay network in which the logicaldaphysical prox-
imity agree. The effectiveness of the proposed solutiontessn proved by
numerical simulations.

4.1 Introduction

peer-to-peer B2P and mobile ad hoc networkMANETS) share the same
key concepts of self-organization and distributing corimgytand both aim to
provide connectivity in a completely decentralized enwvinent [LO5, 106].
Moreover, both lack central entities to which delegate trmagement and
the coordination of the network and relay on a time-variapbtogy. In fact,

in P2P networks the time-variability is due to joining/leaving gus, while

in MANET ones it is due to both node mobility and propagation condlitio
instability.

Despite these similarities, the adoption of #A2P paradigm to disseminate
and discover information in MMANET scenario arises new and challenging
problems 105 52]. The main issue concerns the layer where they operate:

71
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P2Ps build and maintain overlay networks at the applicatioretaassuming
the presence of an underlying network routing which assaooemectivity
among nodes, whileMANETs focus on providing a multi-hop wireless
connectivity among nodes.

This issue is a major problem in trying to coupleP2P overlay network
over aMANET: in [107, 108 it has been proved that simply deployiR2P
over MANET may cause poor performances due to the lack of cooperation
and communication between the two layers, causing so signifimessage
overhead and redundancy. For these reasons, differers-lenger approaches
have been presented and they can be classified according tadthpted
solution for the resource discovery procedure.

More specifically, inunstructuredP2R, peers are unaware of the resources
that neighboring peers in the overlay network maintdié9q 110. So, they
typically resolve search requests by means of flooding igoks and rely
on resource replication to improve the lookup performanae eeliability.
Differently, in structured P2P networks peers have knowledge about the
resources offered by overlay neighbors, usually by respitib the distribute
hash table PHT) paradigm and, therefore, the search requests are fordiarde
by means of unicast communications.

Clearly, the scenarios wheMANETSs operate make unsuitable both flooding
and replication mechanisms, except for small networks aanldigh join-
ing/leaving peer rates. In the last years structiP@®networks have gained
attention: EKTA [L11] andDPSR[117] integrate a Pastry-like5B] structured
P2P protocol with the DSR routing algorithm, while CROSSRoad 13
integrates a Pastry-likeHT over theOLSRrouting algorithm, and/RR [61]
proposes a routing algorithm which provides indirect nogitby resorting to a
Pastry-like structure too. All these techniques asso@at@entifier, namely

a key, to each peer by means of an hash function and orgamzeeils in a
ring structure. Since the identifiers are randomly assigogueers, theP2P
overlay topology is usually built independently from theygical one, and
thus no relationship exists between overlay and physicadipity (Fig. 4.1).

As shown in L14, 115, this implies that overlay hops can give rise to physical
routes which are unnecessary long. MADPastt§§ 117] integrates the
Pastry protocol with thODV routing algorithm and tries to overcome this
issue by resorting to clustering. However, the overlay amgsjgal proximity
are in someway related only for inter-cluster communicetidn [54, 55|, it is
proposed to associate location-dependent identifiersdeswwith a distribute
procedure and to organize node in a tree-based overlaystuc
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In the following, according to94, 55], we give a contribution toward the
structuredP2P approach presenting RHT-based routing protocol, namely
Indirect Tree-based RoutindTR), which integrates both traditional direct
routing and indirect key-based routing at the network laykedirect Tree-
based Routing extends the Augmented Tree-based RouAiNg)(protocol
presented in Chapt&;, by providing a fully functional P2P network. Unlike
[54, 55], we resort to an augmented tree-based structure, in oodasdure
that the logical and the physical proximity agree, as shawhRig. 4.3. For
both direct and indirect routing, each node maintains aueniguting table
which stores only physical 1-hop neighbors, i.e. only pedth which the
node can communicate at the link layer. As result, each aydrbp consists
of only one physical hop.

To test the effectiveness of our proposal, numerical sitimra on IEEE
802.11 technology have been carried out across a wide rdreg&iconments
and workloads. It is worthwhile to underline thaiR can be accommodated
with slight modifications to operate over any link layer teclogy and,
moreover, it does not require any change in both transpattagplication
layers.

4.2 Design

From an operational point of view, Indirect Tree-based igpiike traditional
P2Psystems: namely, when a node stores a resource, it sendslipally a
pointer (a paixresource identifier, storing peer identifidrto therendezvous-
point, i.e. the node responsible (according to the hash funcfamphat re-
source, whereas if a node has to retrieve a resource, it sereource query

O

Figure 4.1: Traditional P2P overlay networks
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to the rendezvous-point. Both these tasks resort to theitdgo presented

in the following, while the rendezvous-point’s reply ane tfollowing com-
munications needed to retrieve the resource will followrtngting procedure
illustrated in Sec2.3.

Similarly, for MANET communications, each node periodically sends its cur-
rent identifier to the rendezvous-point. When a node hasrtomoanicate with
that node, it will send a identifier query to the rendezvoosyp After the
reception of the query reply, the node can staMANET communication
(further detail can be found in Sez.3).

As described above, Indirect Tree-based Routing routelsepmaccounting
for the location-dependent identifier of the destinationnc8 the identifiers
are transient, and since they have to be recovered resadiimglirect key-
based routing, both traditionMANET communications and resource queries
are forwarded in a similar manner. In the case of traditid?dNET commu-
nications, a source node knows tlieaddress of the destination, but not its
identifier. In the same way, as regards a resource query,r&kpews the key
associated with the needed resource, but not the identityegieer storing the
resource.

To overcome this issudTR resorts to two globally known hash functions
which return location dependent identifiers, the formerrdfion theP ad-
dress space and latter defined on the resource key space.

Clearly, peer identifiers are assigned to nodes accorditigetaetwork topol-
ogy, and thus, there is no assurance that the identifier caany one of the
hash functions is valid, i.e. it has been assigned to a node méntioned
in Section4.1, previous proposals overcome the problem organizing tiee pe
identifier space with a virtual ring and forwarding the ressuqueries toward
the ring. The forwarding stops when the query reaches thewgethe iden-
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Figure 4.2: Physical network topology
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Algorithm 8 forwarding(dst)
/Il is the bit length of a network address
Ilsrcis the forwarder identifier
Ildst is the peer identifier computed by the hash function
/lcomputing the level-sibling to which dst belongs to
[lwith respect to src
i = level = sibling(src,dst)
bitPosition =0
nextHop = NULL
cost = maxCost
while nextHop = NULLdo
for each entry in routing table towards the i-th siblitg
if sibling(dst, entry.nextHop¥ level OR (sibling(dst, entry.nextHop)
== level AND entry.routeCosk cost)then
nextHop = entry.nextHop
level = (dst, entry.nextHop)
cost = entry.routeCost
end if
end for
peerLocation.reset(bitPosition++) //setting the i-thtbizero
end while
return nextHop

tifier closest to the computed identifier, according to a gligtknown metric.
However, each overlay hop may correspond to multiple playsiops 4.1).
Differently, our proposal is able to forward both resournd alentifier queries
without introducing overlay overhead. The procedure isstlated by Alg8,
and we make an example to illustrate the basic idea by cairsigthe topol-
ogy depicted in Fig4.2 We suppose that the no@000has to forward a
resource query (or a identifier query) to the identifi@d 00computed by one
of the hash functions. According to Fig¢.2, the computed identifier is not
valid, i.e. it has not been assigned to a node. However, $ircquery source
has at least one entry in its routing table towards the lé\&@bling 1XXXX
that is the peer with identifiet100Q the query can be forwarded through the
network resorting to physical neighbors as illustratedion B.3, reaching so
the peer with identified1000 Also the second and the third steps resort to
physical neighbors, and the query reaches so the peer veitttifier 10000
Thanks to the augmented tree-based structure, this pesaig ¢hat the iden-
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tifier 20100is not valid since the second section of its table, i.e. tlutiee
toward thel01XXsibling, is empty. At this point, the peer forwards the query
following up the tree-structure, namely resetting the idasibn identifier one
bit at time from the right. As result, the query is able to reacvalid identi-
fier, 1000Q without introducing any overlay overhead (three physhtais for
three overlay hops).

4.3 Experimental results

To evaluate the performance of Indirect Tree-based Routiegmplemented

it as a routing agent on the widely adopted network simulag® [72] ver-
sion2.33 using the wireless extension developed by the CMU Monarofepr
[20]. We ran different sets of experiments to explore the impdatifferent
workload and environmental parameters on the Indirect-besed Routing
performances, resorting to an experimental setup venedothe one used
in [116, 117] to facilitate a comparison with previous works. Moreovwee
compare the its performances with those obtained by the V&SP protocol
[116].

We adopt the standard values for both the physical and thédjrer to simu-
late anEEE802.11b network interface witltCK11 modulation and Two-Ray
Ground as channel model, resulting in a transmission rah@&lometers and

a transmission rate dfl Mbps. The duration of each simulation experiment
is set to 3660 seconds. Nodes move in accordance witlatftom way-point
model [L1§ with no pause time and at a steady speed, and the sizes of the
scenario areas are chosen to keep the node density eduiél hodes/Kni.

At the start of the simulation50 nodes are randomly allocated on a two-
dimensional square space and the nodes start to move intelgdidn the
interval [700s, 1400s] each node has to store a fixed numbegsoiurces,

INDIRECT KEY-BASED ROUTING
Src: 00000 - Dst: 10100

T

/15t - jh 51ep/-—\—§\a(l
s Zste, p\

00000 00001 00011 00100 01100 10000 10100 11000 11001 11100 11111

Figure 4.3: Indirect routing
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while in the interval [1600s, 3600s], each node sends peatig a query for

a resource randomly selected according to a uniform digtab.

Like [116, 117], we evaluate the performances in termgjoéry success rate
i.e. the fraction of resource queries correctly delivemthe rendezvous-point
andnetwork-layer overhead.e. the number of all the network packets gener-
ated during the simulation.

Moreover, we introduce two new metrics: theply success ratand there-
source success rateThe former is defined as the ratio between the number
of resource replies correctly delivered to the query saeral the number of
generated resource queries. The latter is the ratio bettieenumber of re-
sources correctly delivered to the query sources and théeuof generated
resource queries, and we resort to it in order to compartfRe@erformances
with the MADPastry ones. Moreover, we evaluate also theaaehop num-
ber of resource queries, i.e. the average number of timea tlegsource query
has been forwarded. Such a metric allows us to assess tlity abih P2P
protocol to effectively build a physical proximity-awareeslay network.
Regarding Indirect Tree-based Routing, we present thédtsefen two differ-
ent set of experiments as the node speed grows &-#.6). In both sets
each node has to store one hundred resources, but the esuery fre-
quency changes, respectivéllyl and0.5 query/s, to explore the impact of the
caching techniques (the resources are indefinitely cackieshth forwarder
node, while the resource pointers are cachedlfoseconds). As regard to
MADPastry, we set the number of resources to one hundred leduery
frequency td).1. Each experiment ran five times, and for each metric we esti-
mated both its average value and the standard deviation.

More in detail, Fig4.4we account for the success ratios. Indirect Tree-based
Routing outperforms MADPastry in the case of moderate nitgbhiSimula-
tions, here non reported for sake of brevity, show that thrdopmance gain
becomes larger when the resource query frequency inctedisbe resource
query interval is smaller than the cache retain time,ITR is able to deliv-
ery all the queries to the correct rendezvous-point as vgetb aetrieve all the
required resources. Also in absence of cache hits|TtRds able to correctly
delivery almost all the resource queries and to correctlyeree more than the
80% of the required resources.

Fig. 4.5shows the results in terms of resource query hop count. Asdedo
Indirect-Tree-based Routing, the numerical simulatidmsasthat in absence
of caching techniques the average overlay hop number agitethe average
physical hop number. In fact, by bounding the average ssiopith length
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measured in hop number as illustrated in 8.2

— 2./%
h = NG (4.1)

wheren is the number of nodes, is the node density andis the transmis-
sions range, we have that= 1.06 for a network with50 nodes. Moreover,
the same numerical simulations show the effectivenessecdidlopted caching
techniques. Regarding to MADPastry, the results showslglé@e presence

of an overlay stretch effect.

Finally, Fig. 4.6 accounts for the last metric, the network-layer overhead.
MADPastry, thanks to the reactive approach of its routingcpdure, is able

to outperform Indirect Tree-based Routing. However, wesribat the high-
est values of TR overhead account also for the differences in the number of
resource queries between the two scenarios. We note thptdhetive rout-

ing table maintenance affects the overhead for abowGbeof the generated
routing packets. Atthe moment, we conjecture that the peakiirespondence

of 1.4 m/s is caused by the timing of the distributed proceduredeniifier al-
location, but the analysis is still carrying on to gain marsight.
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Chapter 5

Hierarchical Opportunistic
Routing

pportunistic networks represent one of the most intergstivolution

of mobile ad hoc networkMANET) paradigm. Generally speaking,
opportunistic networks enable user communication in enwvirents where dis-
connection and reconnection are likely and link perfornegisextremely non
stationary. In this chapter, we propose a routing protocaked on thep-
portunistic routingparadigm, able to assure connectivity in ad hoc networks
characterized by high link dynamic, namely in disruptiotetant networks
(DTNSs). By means of numerical analysis, a comparison with baitiitional
and collaborative routing protocols has been state shotheigour proposal is
able to provide end-to-end connectivityTNs, taking advantage by the link
dynamic.

5.1 Introduction

Sinceopportunistic networkingparadigm is a very emerging concept, there is
no clear definition commonly agreed in the research commumieverthe-
less, the strategies adopted to provide end-to-end cawityedéh presence of
interference-prone wireless communications and trahsietvork topologies
exhibit a common key feature which allows one to distinguwgiportunistic
networking from traditional ad hoc networking19.

Usually, ad hoc networking tries tfortify the environment J20] so that it
behave like a wired network. More in detail, the wirelessrot@ isreinforced

by means of automatic repeat requesR(Q) or forward error controlFEC)

81
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data-link techniques to counteract the time-variant impant of the wireless
propagation, while the transient network topologyfastified resorting to
multi-path and/or flooding routing techniques.

These approaches are based on two hypotheses. The formtatishe
network topology is quite dense to assure the presence ofsisgat path
between each pair of nodes and the latter assures that thlesgipropagation
conditions are enough stationary to allow a persistent conication among
neighbor nodes.

In the last years these assumptions have been graduabkedetfving rise to
the opportunistic networking paradigm, which, rather tlsannteracts, tries
to take advantages by the time-variant nature of the enviem to provide
end-to-end connectivity in scenarios where tradition&ivioeking fails.
Opportunistic networking protocols can be devided in twamudasses. The
collaborative routingprotocols exploit the time-variant nature of the network
topology to provide connectivity for sparse topologiesallsuby resorting
to a so-calledstore-carry-forward paradigm 121, 122. delay tolerant
networks DTNSs) are a typical application domain for collaborative rogti
since they aim to provide connectivity in rural and devehgpareas where the
costs associated with a traditional dense network are wodable.

The opportunistic routingclass exploits both the temporal diversity and the
broadcast nature of the wireless propagation, usually $yrtieg to broadcast
communications instead of traditional unicast ones, to/ide connectivity
in presence of hostile wireless propagation conditionssrugition tolerant
networks DTNSs) are a typical application domain for opportunistic rogti
since they try to provide connectivity to networks charezezl by strong
shadowing effects as well as intentional interferent23]. In the pioneer
work [124] the authors suggest to broadcast the packets and to shkiect t
next forwarder at the receiver side to take advantage byalbpportunities
provided by the wireless propagation. In other words, theylcit spatial
diversity, which can assure more resilience to lossy links.

Since such a routing, referred to@sportunistic routingallows several nodes
to receive the same packet, the authors single out a sulf4seighbor nodes,
namely a candidate set, allowed to forward the packet ta ling network
flooding.

Such a proposal is however unable to exploit all the oppditsnoffered by
the wireless propagation since the candidate set is chagdée aender side.
In fact, if a node, which is very close to the destination,cassfully receives
the packet, it can not become the next forwarder unless ib&as included in
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the candidate set by the forwarding node. Moreover, to siogk the nosed
belonging to the candidate set it assumes that a link-guaktimation is
available.

To overcome the above drawbacks, we propose a routing iotncthe
context of disruption tolerant networkBTNSs), namely for networks charac-
terized by intermittent or disruption-prone connectifify25. The proposed
protocol extends a location-aware addressing schemapfopbsed by $5]
and presented in Sec. sec:2.2, to match it with opportenistiting, building
so an distribute procedure for candidate selection ablexpioie all the
opportunities offered by the wireless propagation.

To evaluate the effectiveness of such a proposal, we haried¢d@ut numerical
simulations to state a performance comparison with twoassrtative routing
protocols in presence of hostile propagation conditiores, in presence of
shadow fading, across a wide range of environmental camgiti

5.2 System architecture

In this section we describe the proposed protocol, nam&yQjportunistic
DHT-based Routing@DR) protocol, providing both an operational overview
(Sec.5.2.7) and a detailed functional description (SB2.2and Secb5.2.3.

ADD = h{IP, )

fidau sed

pair request

Figure5.1: Location-dependent address discovery
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521 Oveview

As mentioned before, to accomplish the packet routing eawhairder locally
broadcasts the packet to all its neighbors, together withséimate of its dis-
tance from the destination. By means of such a distance gtteaving nodes
are able to understand if they are potential forwarderg, ithé they belong
to the candidate set, by comparing their distances with tireestored in the
packet header. Clearly, the candidate set is composed liieatheighbors
closer than the forwarder to the destination as well as thvedialer.

Each candidate node delays the packet forwarding by an ambtime which
depends on its distance estimate from the destination: tie ennode is close
to the destination, the more the delay is short. A subseqeeeption of the
same packet from a neighbor closer to the destination altbe/siode to dis-
card that packet, while a subsequent reception from a fartbighbor gives
rise to an acknowledge transmission. This iterative proaadllows that, at
each step, the packet has been forwarded by the candidatectusest to the
destination.

To limit the overhead due to distance estimation, we exjplditcation-aware
addressing schema which allows us to group nodes basingeorattdresses.
This approach lets nodes to estimate their distances fresmtaodes sharing
the same address prefix, instead of individually trackinthesde.

However, such a procedure requires the availability of &ildige procedure to
allow nodes to retrieve the destination addresses befaréngt a communica-
tion. We accomplish this task by resorting to a Distributeashl Table (DHT)
system which exploits a globally known hash functfan), defined on the IP
address space and with values in the location-aware adsjrass.

Every node is part of the DHT system, storing a subsepaifs <IP ad-
dress, location-dependent addresi accordance with the hash function.
More in detail, the paiip, add;> is stored by the node whose location-
dependent address is equalit@p, ), namely therendezvous-nodeThus, to
find out a location-dependent address a node simply sendsragaest to the
rendezvous-node, as shown in Figl After the reception of the pair reply,
the node is able to establish the communication. Cleartyptir request and
reply messages resort to the same data routing procedustralied above.

5.2.2 Distance estimation

Opportunistic DHT-based Routing (ODR) assigns the locatiependent
addresses, namely stringsldifits, to nodes by means of a distribute procedure
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which resorts to locally broadcasted hello packets. Theesddallocation
procedure guarantees that nodes sharing a common addefigssape close in
the physical topology, allowing so us to easily group nodes.

Each node store a limited-size distance table composddebyries, one for
each set of nodes sharing a common prefix, and:ttlesection contains the
estimated distance with theearestnode whose location-dependent address
share a prefix of — £ bits (further detail can be found in Set2).

Clearly this approach allows us to reduce the overhead ddéstance state
maintaining by a logarithm factor, but it arises as well a n@wablem, since
the hierarchy related to the sibling concept gives rise testimate inaccuracy.
In fact, thek-th section stores the estimated distance towards thestemee
belonging to the set, i.e. the section stores a lower bourttiedistance. We
propose a solution to this issue in SB2.3

In the following, we resort to the distance metric preseritecbec.2.3.2
This metric aims to estimate the expected number of packesinissions
(including the retransmissions) required to successfidljver a packet to the
ultimate destination. Clearly, the Opportunistic DHT-ba&$R0uting protocol
can be easily extended to different metrics.

5.2.3 Packet forwarding

The packet forwarding process consists of three steps: ahdidate selec-
tion, the candidate election and the candidate acknowledgnio accomplish
these steps, each node resorts to two queues. The formes|yntapacket
queue stores the packets waiting to be forwarded, i.e. the padketwhich
the node is a candidate forwarder. The latter, namelatkequeugestores for
acknowledgment purposes the packets that have not anymbeeftrwarded.

packet
; packet zanding ; packet
candidate B = GUELEING ——p] + dequevcing

packet H
sending ———  Packet packet
forwarder ~ | — queusing dequeusing

: acl
) packet packet sending —|
candidate C = queusing dequeusing

packet
R packet sending |
candidate A - queusing

Figure 5.2: Typical ODR packet forwarding



86 CHAPTER 5. HIERARCHICAL OPPORTUNISTIC ROUTING

packet
receveing

the packet is
present in the
acket queue?,

the queue
overlay

distance is

shorter?

the queue
overlay

distance is

shorter?

the packet is
present in the
ack queue?

the queue
path quality is
better?

no no yes 0 yes

the node

overlay
distance is
shorter?

the queue
path quality is
better?

the node
path quality is
better?

storing the storing the ack
packet in the packet in the sendin
ack queue packet queue 9

Figure5.3: Packet forwarding process

The candidate selection ensures that, at each step, ongsmbaser than the
forwarder to the destination are allowed to re-forward thelket. More in de-
tail, when a node forwards a packet, it stores in the packaddreits location-

dependent address along with its estimate distance frorddbkgnation, and
then it locally broadcasts the packet.

A receiving node checks if its overlay distance to the dasitim, i.e. the length
of the address prefix shared by the node address and theadiestione, is

shorter than the forwarding overlay distance and then chiédis path quality

is better than the forwarder one. If both the checks fail,rtbée does not be-
long to the candidate set and it stores the packet in its aekeuDifferently,

it stores the packet in its packet queue together with a difes evaluated
according to the following relation:

=T % qp(rv d) % 1
delay =7 0 Fd) ™ | oalrd) —oalfod) + 1

(5.1)
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wherer is the maximum delay time (2 seconds in our implementatibmg,
the forwarding nodey, is the receiving node is the destination one,, is the
estimated quality and, is the overlay distance. By means of this heuristic
approach for the delay estimation, we account for the estinmaccuracy
mentioned in Secs.2.2 since the ratio between the estimated qualities ratio
is weighted by a factor, i.e. the term in the square brackefs.1) depending
on the overlay distances, which measures the size of théerdusf nodes,
namely the siblings, to which the qualities refer to.

Thus, the delay times allow nodes to implement a distributaddidate
election procedure, by exploitingTdMA -based scheduling: since the closest
node stores in the packet header its distance estimate fr@aestination and
since it is the first that forwards the packet, the other adatdis can listen
such a packet transmission and therefore give up to the parkerding.

Such a strategy does not require explicit acknowledgmenieéazh packet
forwarding, although it is not tolerant to to the hidden tarah problem, as
illustrated in Fig.5.2, where the candidatB is unable to listen for the packet
forwarding ofA, and thus it forwards the packet as well. In such a case, it is
necessary to resort to explicit acknowledgment, nanizktores the packet
sent byA in the ack queue and thus, it is able to acknowledgB that the
packet was successfully received by a noffec{oser to destination.

Fig. 5.3 gives a detailed description of the whole forwarding preaesorting

to a flow chart representation.

5.3 Performanceanalysis

To evaluate the performance of the proposed protocol, we mglemented
it as a routing agent on the widely adopted network simulas® [72] ver-
sion2.33 using the wireless extension developed by the CMU Monarcjepr
[20].

We have compared the performances achieved by our protdtiothese of
two representative routing protocols, namely the Ad Hoc@mand Dis-
tance Vector AODV) [42] and the Epidemic Routinglp6]. The former is a
traditional ad hoc routing protocol based on persistertasticommunications
among neighbor nodes. The latter exploits share-carry-forwardparadigm
and it has been proposed to provide connectivity for Deldgramt Networks.
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5.3.1 Experimental setup

Usually, performance analyses for both traditional andoojmistic network-
ing adopt a deterministic radio propagation model whicHegsudy unrealistic
in the case of disruption tolerant networks. Therefore, wesider a prop-
agation model, th&hadowingone, which accounts for the long-term fading
effects by means of a zero-mean Gaussian variadljlé, o). According to it,
the received mean powét;z(d) at distancel is:

Pyp(d) = Pap(do) —log B(d/do) + N(0,0) (5.2)

where P;p(dy) is the received mean power at the first meteis the path-
loss exponent and is the shadow deviation, both empirically determined for
a certain environment. In our performance analysis, wejget3.8 to model

a shadowed urban area, and we varfrom 1.0 to 11.0dB in order to assess
the behavior of the analyzed protocols under a wide rangearidbility levels

of the propagation conditions. Moreover, we set the valdeéheoparameters
of the data link layer to simulate dBEE 802.11b Orinoco network interface
[77] with long preambleCCK11 modulation and two-handshake mechanism,
resulting in a transmission range of roughly 35 meters aradriominal trans-
mission rate ofl 1 Mbps.

The duration of each experiment3800 seconds and the nodes move in ac-
cordance with theandom way-poinmodel [L1§ with no pause time and at a
steady speed over a rectangutad = 175 m? flat area.

After the initial 1000 seconds, a certain fraction of nodes starts to generate data
traffic, since the initial period is used to assure that theing protocols reach

a steady state. Each node involved in the traffic generagodsspackets of
1000 bytes to each other node in the network, deferring the suiesegdrans-
missions ofl second. The adopted data traffic allows us to assess thepkoto
performances under infrequent and concurrent transmssas it happens in
the case of emergency message dissemination.

5.3.2 Numerical results

Since we are primarily concerned with Disruption TolerastWorks, the per-
formance comparison aims to evaluate the impact of the lykandhic for
sparse networks in several environmental conditions. ¢ faking into ac-
count both the transmission range and the node density, &a& mode con-
nectivity degree is lower thahfor all the considered scenarios. This value is
reasonable to assure the presence of network partitighs [
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Figure 5.5: Delay for different data loads

The first set of experiments (Fi§.4 and Fig.5.5) refers to a scenario with0

nodes and a node speed equal$.td m/s and a growing number of nodes

which generate data traffic.
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As regards to the average packet delivery ratio (5ig), the results show that
the performances of all the analyzed protocols improve esltadow devia-
tion increases.

It is worthily to note that these surprising behavior is mable, also if unin-
tuitive. In fact, the physical layer model of ns-2 accountgydor the effects
of the long-term fading over the packet powBrd), neglecting so the effects
of information corruption due to fading as well. For such asan, the fading
introduces a time-diversity, which is exploited by the mgtprotocols to pro-
vide end-to-end connectivity.

More in detail, the proposed protocol outperforms the otiver as the vari-
ability of the wireless propagation grows, providing so #edively end-to-
end connectivity (a delivery ratio equals @ot can satisfy the requirements
of several not real-time applications). Moreover, the sdigiere shows that
the performances of all the compared protocols are sulgtgntnaffected by
the increase of data load, implying so that we have modeledtaisable data
traffic.

Fig.5.5shows the average packet delay vs. the shadow deviatioarl{; leoth
the Opportunistic DHT-based Routing and the Epidemic Rguprotocols
suffer of higher delay times with respect ADV. The results of Epidemic
Routing are expected, since it resorts to the store-camydrd paradigm, i.e.
the forwarder stores the packet until it moves near the migtn. As regard
to ODR, the delays measure both the time needed to retrieve thédoca
dependent address and the time for data packet forwardmg.each delay
measures the amount of time needed to route three packets.

In the second set of experiments the number of the nodes imetiark grows
and the node speed is equalt®1 m/s. Fig. 5.6 shows the average packet
delivery ratio vs. the shadow deviation: clearly, all thetpcol performances
decreases as the network becomes more sparse aA@ D¢ performs worst,
since it is designed for dense ad hoc networks. The OppstiaHT-based
Routing outperforms both Epidemic a®®DV in all the considered envi-
ronments, achieving the best performances for the highelesaof shadow
deviation as well.

In the third set of experiments, we analyze the node mokglifgcts. More
in detail, we simulate a network witsD nodes and0 traffic sources and the
results are presented in Fi§.6. Both ODR and Epidemic Routing perform
worse tharAODV as the node speed increases, SRODV is able to exploit
a moderate mobility to achieve better performances. We tpnmesent the re-
sults for Epidemic Routing in the case of speed value equoalsit/s since in
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such a case the delivery ratios are very small since suchtagotaneeds bidi-
rectional unicast communications which become unavalabtase of sparse
networks with high mobility.
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Finally, as regards to routing overhead, the numericalt®swt presented for
the sake of brevity, shows that Opportunistic DHT-basedtiRglexhibits the
worse performances with respect to b&fdDV and Epidemic Routing.



Conclusions

In this thesis, the adoption of the hierarchical routingagéym to achieve
a scalable network layer for ad hoc networks has been prdpoBlee main
concept of hierarchical routing is to keep, at any node, detepouting infor-
mation about nodes which are close to it and partial infoilmnatbout nodes
located further away.

It has been shown that the overhead needed by current nétgyquko-
tocols for ad hoc networks increases so fast with the numbeodes that it
eventually consumes all of the available bandwidth alseiwnorks with mod-
erate size. One of the main reasons for such a lack of sdgfabilthat they
have been proposed for wired networks and modified to cogeanithoc sce-
narios. More specifically, they are based on the assumgtatmibde identity
equals routing address, that is, they exploit static adirgsvhich of course
is not yet valid in ad hoc scenarios.

Recently, some routing protocols have exploited the idedeabupling
identification from location, by resorting to distribute shatable services,
which are used to distribute the nodeOs location infornmaticoughout the
network. In this paper, we give a contribution toward suckapproach by fo-
cusing our attention on the problem of implementing a sdalabtwork layer.

In this thesis a routing protocol for ad hoc networks, refétio as the Aug-
mented Tree-based RoutingTR) protocol, has been proposed. Such a pro-
tocol exploits both a location-aware addressing schemaaatigtribute hash
table DHT) system. The adopted addressing schema allows nodes tmtexpl
hierarchical routing, limiting so the overhead introdugethe network, while
the DHT system provides the mapping between transient identifiredshade
identities. Simulation results and performance compasseith existing pro-
tocols substantiate the effectiveness of the proposedgubtor large ad-hoc
networks operating in presence of channel hostility anderaté mobility.

Since the Augmented Tree-based Routing protocol adopts la-path
strategy and since most studies in the area of multi-pattinggdocus on
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heuristic methods and the performances of these strat@gie®mmonly eval-
uated by numerical simulations, an analytical frameworuuate the perfor-
mance gain achieved by multi-path routing has been propdgezlframework

is based on graph theory and on terminal-pair routing riifald TPRR) as per-

formance measure. By resorting to numerical simulatiorsetan a widely
adopted routing performance metric, namely the packetetgliratio, the pro-
posed framework has been validated and the results shovif¢iotiveeness of
TPRR as performance measure both in static and dynamicogigsl

Moreover, some features of the proposed protocol have besoited de-
sign a peer-to-peeP@B system over a mobile ad hoc netwoldANET)
resorting to a cross-layer approach. It has been proveditmaly deploying
P2Psystems oveMANETSs may cause poor performances. By coupling both
the direct and the indirect key-based routing at the netday&r and by re-
sorting to the same hierarchical address space structud&Rf we are able
to build aP2Poverlay network in which the logical proximity agrees wittet
physical one, limiting so the message overhead and avottimgedundancy.
The simulation results substantiate the effectivenessaidi s system across
different environmental conditions.

Finally, by extending the proposed location-aware addrgst match
with the opportunistic forwarding protocol, a novel rogtiprotocol for dis-
ruption tolerant networkITN) and delay tolerant networlDTN) has been
proposed. By exploiting both the temporal diversity andlileadcast nature
of the wireless propagation, such a protocol can enableemiivity in ad hoc
environments characterized by non stationary wirelespggation as well as
sparse topologies. By means of numerical analysis, a casopawith both
traditional and collaborative routing protocols has betartes to evaluate the
effectiveness of the proposed solution.

Basing on the above results, the suggestions for future vegérds their
validation, namely the results must be substantiate byrtiegoto an exper-
imental test-bed. The clear separation between link, n&twaad transport
layer is difficult to maintain in a wireless environment, asnped out by the
IETF MANET working group itself. Although the presented results haaerb
obtained resorting to realistic channel models, they ayevan based on as-
sumptions that have to be validated by means of experimesgalts. More-
over, future work could include the design of peer-to-pgetesms based on
the opportunistic networking paradigm, which could imgdiieir reliability
without introducing data replication.
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