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Abstract—Mobile Ad hoc NETworks (MANET) and Peer-To- classified according to the adopted solution for the resourc
Peer (P2P) systems are emerging technologies sharing a comdiscovery procedure.
mon underlying decentralized networking paradigm. Howeve  \;qre gpecifically, inunstructured P2Ps, peers are unaware of

the related research activities have been mainly developely th that neiahbori in th | work
different research communities, nullifying therefore theidea of an € resources that neighboring peers in the overlay networ

unitary approach able to assure effectiveness integratecbutions.  Maintain [6], [7]. So, they typically resolve search rededsy
In this paper, we propose a DHT-based routing protocol which means of flooding techniques and rely on resource replitatio
integrates at the network layer both traditional direct routing,  to improve the lookup performance and reliability. Diffetly,
..e. MANET routing, and indirect key-based routing, i.e. PP iy gryctured P2P networks peers have knowledge about the
routing. The feature of our proposal is the ability to build an - .
overlay network in which the logical and physical proximity resources foered by overlay neighbors, qsually by resgrti
agree. The effectiveness of the proposed solution has beeroyed 10 the Distributed Hash Table (DHT) paradigm and, therefore
by numerical simulations. the search requests are forwarded by means of unicast com-
munications.
Clearly, the scenarios where MANETS operate make unsuit-
Peer-To-Peer (P2P) and Mobile Ad hoc NETworkable both flooding and replication mechanisms, except for
(MANETS) share the same key concepts of self-organizatismall networks and/or high joining/leaving peer rates.He t
and distributing computing, and both aim to provide corast years structured P2P networks have gained attention:
nectivity in a completely decentralized environment [H].[ EKTA [8] and DPSR [9] integrate a Pastry-like [10] structdire
Moreover, both lack central entities to which delegate tHe2P protocol with the DSR routing algorithm, while CROSS-
management and the coordination of the network and relRpad [11] integrates a Pastry-like DHT over the OLSR routing
on a time-variant topology. In fact, in P2P networks the timelgorithm, and VRR [12] proposes a routing algorithm which
variability is due to joining/leaving peers, while in MANET provides indirect routing by resorting to a Pastry-likeusture
ones it is due to both node mobility and propagation conditidoo. All these techniques associate an identifier, namelgya k
instability. to each peer by means of an hash function and organize the
Despite these similarities, the adoption of the P2P pamadég keys in a ring structure. Since the identifiers are randomly
disseminate and discover information in a MANET scenari@ssigned to peers, the P2P overlay topology is usually built
rises to new and challenging problems [1], [3]. The maimdependently from the physical one, and thus no relatipnsh
issue concerns the layer where they operate: P2Ps build @&xibts between overlay and physical proximity (Fig. 1). As
maintain overlay networks at the application-layer, assgm shown in [13], [14], this implies that overlay hops can giiser
the presence of an underlying network routing which assursphysical routes which are unnecessary long. Kademlif [15
connectivity among nodes, while MANETS focus on providinghares several similarity with Indirect Tree-based Raytin
a multi-hop wireless connectivity among nodes. particular as regards to routing table maintenance. Hokeve
This issue is a major problem in trying to couple a P2the overlay and physical proximity are not fully related,
overlay network over a MANET: in [4], [5] it has beensince it resorts to a XOR-based distance, which cannot fully
proved that simply deploying P2P over MANETs may caudake into account the physical topology. MADPastry [16],
poor performances due to the lack of cooperation and cofd7] integrates the Pastry protocol with the AODV routing
munication between the two layers, causing so significamigorithm and tries to overcome this issue by resorting to
message overhead and redundancy. For these reasongrdiff@lustering. However, the overlay and physical proximitg ar
cross-layer approaches have been presented and they cainls@meway related only for inter-cluster communicatidns.
[18], it is proposed to associate location-dependent ifierst

This work is partially supported by the Italian National et “Wireless 15 nodes with a distribute procedure and to Organize node in
multiplatfOrm mimo active access netwoRks for QoS-demagdaultimedia b d |
Delivery” (WORLD) under grant nhumber 2007R989S, and by tlegiBnal a tree-based overlay structure.

project “REmote e COntinuous Monitoring” (RECOM). In this paper, according to [18], we give a contribution
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Fig. 1: Traditional P2P overlay networks Fig. 3: Physical network topology

toward the structured P2P approach presenting a DHT-bageg . . . :
routing protocol, namely Indirect Tree-based Routing aIR%?ﬁary tree of [ + 1 levels, that is a binary tree in which every

L " . - ? vertex has zero or two children and all leaves are at the same
which integrates both traditional direct routing and iedir

. . level (Fig. 2-a). In the tree structure, each leaf is assedia
Iéey-?ased trouélngthat ;‘he netv;/o(;leayert.) Ind(ljrngt thee‘“/i‘i ith a peer identifier, and a inner vertex of levglnamely a
outing extends the Augmented Iree-based Routing ( el-k subtree, represents a set of leaves (that is a set of peer
[19], a hierarchical multi-path routing protocol for sdala

T ) .__identifiers) sharing a prefix of — k& bits. For example, with
ad-hoc networks, by providing fully functional P2P sersice reference to Fig. 2-a, the vertex with the lab&K is a leveld

Like [19], we resort to an augmented tree-based Strucm_re’_s'ubtree and represents the lea0&8 and011. Let us define

order to assure j[hat_ the logical anq the phy_sicgl prox'm'gslevel-k sibling of a leaf as the level- subtree which shares
agr?]e, ag shovynt|n Fig. 2. _For bothtld|retctb?nd |hn_d|r:e(it rg’mnthe same parent with the levklsubtree the leaf belongs to.
€ach node maintains a unique routing table which stores Orﬂ%ferring to the previous example, the vertex with the label
physical 1-hqp ne|ghb0rs_, i.e. only peers with which theenoq_xx is the level2 sibling of the addres800.

can gotmm?nlc?te at thehlln_k Iallyrelzr. AsTrefuItt, ?hach gvetr_lay h?ndirect Tree-based Routing performs the whole routingntes
c?n5|s S 0 only one pt VSI'C?‘ IO?'. 0 e5802elftechlve|neﬁ% to an iterative procedure which explores the topoldgica
ot our proposal, humerical simulations on - ec n’Doﬁ’neaning of the node identifiers with a hierarchical form

have been carneq out across a wide range of enV'rormegltsmuIti—path proactive distance-vector routing. Like ATR
and workloads. It is worthwhile to underline that ITR can bSach node stores a routing table withsections, one for

accommodated with slight modifications to operate over any, ., sibling, and thé-th section stores the physical 1-hop

IWeighbor peers which can forward a packet towards peers
whose location-dependent identifiers belong to the lével-
tSibling. With reference to the topology depicted in Fig. 3
f¥here the location identifiers are 5 bit long, we suppose that
the node with identifier 0000 has to communicate with the

the design and implementation details of ITR, whereas S
tion Il presents the performance evaluation. Finally, le t

last section conclusion and open problems are drawn. node with identifiel00000. Since00000 belongs to the level-
1. INDIRECT TREE-BASED ROUTING sibling of identifier10000, the source will forward a packet to
A. Overview the physical neighbor with identifigd1000, according to its

. . : routing table shown in Fig. 4 (further details on the routing
As mentioned before, Indirect Tree-based Routing exte le maintenance could be found in [19])

the Augmented Tre_e-based Routi_ng (ATR), by providing fl_J”y From an operational point of view, Indirect Tree-based
functional P2P services. Both assign location-dependient Routing performs like traditional P2P systems: namely, mvhe

tl]erI’.S, namely strings of bits, to peers by means of a; q4e stores a resource, it sends periodically a pointer
distribute procedure and of locally broadcasted hello ptck

The peer identifier space can be represented asnplete

destination next hop path quality  route log

=y 10001 e
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WIXX e e e
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Fig. 2: Indirect Tree-based Routing overlay network Fig. 4: Node10000 routing table



Algorithm 1 forwarding(dst) INDIRECT KEY-BASED ROUTING
/Il is the bit length of a network address Src: 00000 - Det: 10100

llsrc is the forwarder identifier //_\

lldst is the peer identifier computed by the hash function —_~"" ,“"f'“"f_i‘}s;.e%
/lcomputing the levei-sibling to which dst belongs to 000 —0—0 o— —O00—0—0)
/lwith respect to src

Ib&Plg\éﬁilO; szlb(l)lng(src,dst) Fig. 5: Physical-proximity-aware overlay
nextHop = NULL

cost = maxCost )
while nextHop = NULL do space and latter defined on the resource key space.

for each entry in routing table towards the i-th siblin learly, peer identifiers are assigned_to nodes according to
do he network topology, and thus, there is no assurance tkat th
if sibling(dst, entry.nextHop) level OR (sibling(dst, ?dentifier compu'ged by one of the hash fungtions ?s valid,_ i.e
entry.nextHop)== level AND entry.routeCost cost) !t has been assigned to a node. As mentioned in Section I,
then previous proposals overcome the problem organizing the pee
identifier space with a virtual ring and forwarding the reseu
gueries toward the ring. The forwarding stops when the query
reaches the peer with the identifier closest to the computed

nextHop = entry.nextHop
level = (dst, entry.nextHop)
cost = entry.routeCost

end if identifier, according to a globally known metric. However,
end for each overlay hop may correspond to multiple physical hops
peerLocation.reset(bitPosition++) //setting the i-th toi (1_)' _
7ero Differently, our proposal is able to forward both resource
end while and identifier queries without introducing overlay overthea
return nextHop The procedure is illustrated by Alg. 1, and we make an

example to illustrate the basic idea by considering theltapo
depicted in Fig. 3. We suppose that the n@®®00 has to
forward a resource query (or a identifier query) to the idemti

(a pair <resource identifier, storing peer identiigrto the 10100 computed by one of the hash functions. According to

rendezvous-point, i.e. the node responsible (according to th 5 3, the computed identifier is not valid, i.e. it has not
e

E
hash function) for that resource, whereas if a node has& n assigned to a node. However, since the query source
retrieve a resource, it sends a resource query to the reods»zvh s at least one entry in its routing table towards the lével-

point. Both these tasks resort to the algorithm presentg; ling LXXXX, that is the peer with identifier1000, the query

:cn"Segtlon -8, W.h”?. the rengeg\;ous-tpomtfhreply arr]id(jj th(Ean be forwarded through the network resorting to physical
0/'owing communications needed to retrieve the resou ewneighbors as illustrated in Fig. 5, reaching so the peer with
follow the routing procedure illustrated before.

Similarly, for MANET communications, each node periodi|dent|f|er 11000. Also the second and the third steps resort

I s it t identifier to th d o to physical neighbors, and the query reaches so the peer with
cally sends Its current identifier to th€ rendezvous-politten 0 ifier10000. Thanks to the augmented tree-based structure,
a node has to communicate with that node, it will send

. . . N9 s peer is aware that the identifi@0100 is not valid. In
identifier query to the rendezvous-point. After the recaptf

. fact, looking at its routing table depicted in Fig. 4, thewsdt
the query reply, the node can start a MANET commumcatlogectiony i.e. the section toward the@1XX sibling, is empty. At

B. Routing this point, the peer forwards the query following up the tree

As described in Section 1I-A. Indirect Tree-based Routindiructure, namely resetting the destination identifier bibet

routes packets accounting for the location-dependentifaéan . me fr_om the nght._As res_ult, the queryis able to reach &val
of the destination. Since the identifiers are transient, afﬁfnt'f'er' 1QOOO' without introducing any overlay overhead
since they have to be recovered resorting to indirect keg;- ree physical hops for three overlay hops).

based routing, both traditional MANET communications and
resource queries are forwarded in a similar manner. In the ca
of traditional MANET communications, a source node knows To evaluate the performance of Indirect Tree-based Routing
the IP address of the destination, but not its identifier.hi@ t we implemented it as a routing agent on the widely adopted
same way, as regards a resource query, a peer knows the rketyvork simulator ns-2 [20] versiof.33 using the wireless
associated with the needed resource, but not the identityexftension developed by the CMU Monarch project [21]. We
the peer storing the resource. ran different sets of experiments to explore the impact &f di
To overcome this issue, Indirect Tree-based Routing resoférent workload and environmental parameters on the lodire
to two globally known hash functions which return locatiodree-based Routing performances, resorting to an expetahe
dependent identifiers, the former defined on the IP addrestup very close to the one used in [16], [17] to facilitate

IIl. EXPERIMENTAL RESULTS
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Fig. 6: Success rates Fig. 8: Network-layer overhead

a comparison with previous works. Moreover, we compare .
the ITR performances with those obtained by the MADPasthy" the .number of all the network packets generated dufieg t
protocol [16]. imulation. . .

We adopt the standard values for both the physical and M@reover, we introduce two new metrics: tlnqaly Success
link layer to simulate an IEEER02.11b network interface rate and theresource success rate. The former is defined as

with CCK11 modulation and Two-Ray Ground as channgI]e, ratio between the number of resource replies correctly
model, resulting in a transmission range23f) meters and a delivered to the query sources and th.e number of generated
transmission rate af1 Mbps. The duration of each simulation! €SOUrce queries. The IatFer is the ratio between the number
experiment is set to 3660 seconds. Nodes move in accordam:éesourceS correctly delivered to the query sources aed_th
with the random way-point model [22] with no pause time number of generated resource queries, and we resort to |t_|n
and at a steady speed, and the sizes of the scenario area %r to compare the Indirect Tree-based performances with
chosen to keep the node density equal® nodes/Kn the MADPastry ones. Moreover, we evaluate also the average
At the start of the simulatiori0 nodes are randomly allocatedhOp n:th:)er of resource qur?rlez, |.e.fthe a\(;e:jagse nﬁmbertqf
on a two-dimensional square space and the nodes start to m%@s a ta resourcethqueirayl_t an eepnzsrwa: € I.t ucﬁ a metric
immediately. In the interval [700s, 1400s] each node has (_)l\(/jvs ush o_asTess ) e_ta ity ot a | protocoko effelytive
store a fixed number of resources, while in the interval [Js60(pu' a physical proximity-aware overiay network.

3600s], each node sends periodically a query for a resou %gardlng Indirect Tree-base_d Routing, we present thetsesu
randomly selected according to a uniform distribution. or two different set of experiments as the node speed grows

Like [16], [17], we evaluate the performances in termsjagry (Fig. 6-8). In both sets each node has to store one hundred

success rate, i.e. the fraction of resource queries Correctl}r/esources, but the resource query frequency changesgrespe

delivered to the rendezvous-point ametwork-layer overhead ively 0.1 and0.5 query/s, to explore the impact of the caching
" techniques (the resources are indefinitely cached by each

forwarder node, while the resource pointers are cached for
10 seconds). As regard to MADPastry, we set the number of

7 resources to one hundred and the query frequengyltdeach
o o 10R her e eusensy experiment ran five times, and for each metric we estimated
1o ey e ey e both its average value and the standard deviation.

More in detail, Fig. 6 we account for the success ratios.-Indi
rect Tree-based Routing outperforms MADPastry in the case
of moderate mobility, whereas for relatively high mobiliiyR
suffers for the lack of data redundancy. Simulations, here n
reported for sake of brevity, show that the performance gain
becomes larger when the resource query frequency increases
If the resource query interval is smaller than the cacharreta
o2r time, the Indirect Tree-based Routing is able to deliveryhal
s e s s e s oo gueries to the correct rendezvous-point as well as to vetrie

node speed [mis] all the required resources. Also in absence of cache higs, th
. ITR is able to correctly delivery almost all the resourceripse
Fig. 7: Path length and to correctly retrieve more than t186% of the required

# avg resource query hops




resources.

(4]

Fig. 7 shows the results in terms of resource query hop count.
As regards to Indirect-Tree-based Routing, the numerical
simulations show that in absence of caching techniques thg

average overlay hop number agrees with the average physical

hop number. In fact, by bounding the average shortest path

length , measured in hop number as [23]:

N
3/

wheren is the number of nodeg) is the node density and
r is the transmissions range, we have that= 1.06 for

(6]

(7]

a network with 50 nodes. Moreover, the same numerical
simulations show the effectiveness of the adopted cachirigl
techniques. Regarding to MADPastry, the results showslglea

the presence of an overlay stretch effect.

Finally, Fig. 8 accounts for the last metric, the networkea

El

overhead. MADPastry, thanks to the reactive approach of its

routing procedure, is able to outperform Indirect Treeellas

G. Ding and B. Bhargava, “Peer-to-peer file-sharing avabile ad hoc
networks,” iInPERCOMW ' 04: Proceedings of the Second |EEE Annual
Conference on Pervasive Computing and Communications \Workshops.
IEEE Computer Society, October 2004, pp. 104-108.

L. B. Oliveira, I. G. Siqueira, and A. A. F. Loureiro, “Ohé performance
of ad hoc routing protocols under a peer-to-peer appliodtidournal
of Parallel and Distributed Computing, vol. 65, no. 11, pp. 1337-1347,
2005.

M. Conti, E. Gregori, and G. Turi, “A cross-layer optinaizon of
gnutella for mobile ad hoc networks,” iMobiHoc '05: Proceedings
of the 6th ACM international symposium on Mobile ad hoc networking
and computing, 2005, pp. 343-354.

B. Tang, Z. Zhou, A. Kashyap, and T. cker Chiueh, “An imtgd
approach for p2p file sharing on multi-hop wireless netwgrks
WIMob' 2005: |EEE International Conference on Wreless And Mobile
Computing, Networking And Communications, vol. 3, August 2005, pp.
268- 274.

H. Pucha, S. M. Das, and Y. C. Hu, “Ekta: an efficient dhtsrdtte for
distributed applications in mobile ad hoc networks,”"WMCSA 2004:
Sxth |EEE Workshop on Mobile Computing Systems and Applications,
2004, pp. 163-173.

H. Pucha, S. M. Das, and Y. Hu, “Imposed route reuse in adrteiwork
routing protocols using structured peer-to-peer overtayting,” |[EEE
Transactions on Parallel and Distributed Systems, vol. 17, no. 12, pp.
1452-1467, 2006.

Routing. However, we note that the highest values of ITRO] A. Rowstron and P. Druschel, “Pastry: Scalable, deedined object
overhead account also for the differences in the number of
resource queries between the two scenarios. We note that ware), Nov. 2001, pp. 329-350.
the proactive routing table maintenance affects the owerhdlll
for about the20% of the generated routing packets. At the

moment, we conjecture that the peak in correspondence[1
1.4 m/s is caused by the timing of the distributed procedure

for identifier allocation, but the analysis is still carrgion to

gain more insight.

IV. CONCLUSION

(23]

The paper proposes the Indirect Tree-based Routing,[lg

network-layer protocol which integrates both traditiodakct
routing and indirect key-based routing. Resorting to atioca 15
dependent peer identifiers and to a augmented tree-balah

structure, the proposal is able to build an overlay netwark i

which the logical proximity agrees with the physical proityn
Simulation results substantiate the effectiveness ofrtdeéct

[16]

Tree-based Routing for MANET scenarios across differeptr]
environmental conditions. Currently, we are working on an
performance comparison of our proposal with other repre-
sentative P2P protocols and we plain to extend the Indirgcs)
Tree-based Routing to work in scenarios characterizeddpy hi

mobility, resorting to theopportunistic routing paradigm.
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