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Abstract—Opportunistic networks represent one of the most than counteracts, tries to take advantages by the timantari

interesting evolution of MANET paradigm. Generally speaking, nature of the environment to provide end-to-end connegtivi
opportunlstlc networks enable user communication in envion- in scenarios where traditional networking fails

ments where disconnection and reconnection are likely andrk o tunisti tworki ¢ | be devided in t
performance is extremely non stationary. In this paper, we pportunisuc networking protocols can be devided In two

propose a routing protocol, based on theopportunistic routing Main classes. Thecollaborative routing protocols exploit
paradigm, able to assure connectivity in ad hoc networks cha the time-variant nature of the network topology to provide
acterized by high link dynamic, namely in Disruption Tolerant  connectivity for sparse topologies usually by resorting to
Networks (DTNs). By means of humerical analysis, a comparis a so-called store-carry-forward paradigm [3], [4]. Delay

with both traditional and collaborative routing protocols has been Tol t Network tvpical licati d in f
state showing that our proposal is able to provide end-to-esh oleran etworks are a typical application domain for

connectivity in DTN, taking advantage by the link dynamic. collaborative routing, since they aim to provide connettiv
in rural and developing areas where the costs associatéd wit
|. INTRODUCTION a traditional dense network are no affordable.

Since opportunistic networking paradigm is a very The opportunistic routingclass exploits both the temporal
emerging concept, there is no clear definition commongiversity and the broadcast nature of the wireless projagat
agreed in the research community. Nevertheless, the gieate usually by resorting to broadcast communications instefad o
adopted to provide end-to-end connectivity in presence @aditional unicast ones, to provide connectivity in prese
interference-prone wireless communications and trahsi@f hostile wireless propagation conditions. Disruption
network topologies exhibit a common key feature whicholerant Networks are a typical application domain for
allows one to distinguish opportunistic networking fronPpportunistic routing, since they try to provide conneityiv
traditional ad hoc networking [1]. to networks characterized by strong shadowing effects as
Usually, ad hoc networking tries ttortify the environment well as intentional interference [5]. In the work [6] the
[2] so that it behave like a wired network. More in detail, th@uthors suggest to broadcast the packets and to select the
wireless channel iseinforcedby means of Automatic Repeatnext forwarder at the receiver side to take advantage by all
Request (ARQ) or Forward Error Control (FEC) data-linkhe opportunities provided by the wireless propagation. In
techniques to counteract the time-variant impairment ef tiother words, they exploit spatial diversity, which can assu
wireless propagation, while the transient network topglognore resilience to lossy links.
is fortified resorting to multi-path and/or flooding routingSince such a routing, referred to apportunistic routing
techniques. allows several nodes to receive the same packet, the authors
These approaches are based on two hypotheses. The forsirRgle out a sub-set of neighbor nodes, namely a candidate
is that the network topology is quite dense to assure thet, allowed to forward the packet to limit the network
presence of a persistent path between each pair of nodes #@reding.
the latter assures that the wireless propagation conditioe Such a proposal is however unable to exploit all the
enough stationary to allow a persistent communication amo@pportunities offered by the wireless propagation sinae th
neighbor nodes. candidate set is chosen at the sender side. In fact, if a node,
In the last years these assumptions have been relaxed giwitch is very close to the destination, successfully rezeiv
rise to the opportunistic networking paradigm, which, eath the packet, it can not become the next forwarder unless it has

been included in the candidate set by the forwarding node.

This work is partially supported by the ltalian National jeat “Wireless Moreover, to single out the nosed belonging to the candidate
multiplatfOrm mimo active access netwoRks for QoS-demagdaul timedia

Delivery” (WORLD) under grant number 2007R989S, and by teginal SEt it assumes that a link-quality estimation is available. .
project “REmote e COntinuous Monitoring” (RECOM). To overcome the above drawbacks, we propose a routing



ADD = h(IP,) To limit the overhead due to distance estimation, we exploit
@ a location-aware addressing schema which allows us to group
nodes basing on their addresses. This approach lets nodes to
estimate their distances from sets of nodes sharing the same
address prefix, instead of individually tracking each node.

@ However, such a procedure requires the availability of a
distribute procedure to allow nodes to retrieve the destina

addresses before starting a communication. We accomplish

this task by resorting to a Distributed Hash Table (DHT)

system which exploits a globally known hash functibf ),

@ defined on the IP address space and with values in the loeation

aware address space.

Every node is part of the DHT system, storing a subset of

pairs <IP address, location-dependent addressaccordance

with the hash function. More in detail, the pairip;, add,>

is stored by the node whose location-dependent address is

fqual toh(ip1), namely therendezvous-nodeThus, to find

fidau sed

pair request

Fig. 1: Location-dependent address discovery

protocol in the context ofDisruption Tolerant Networks

(DTNs), namely for networks characterized by intermitte ) . .
or disruption-prone connectivity [7]. The proposed prafoc out a location-dependent address a node simply sends a pair

extends a location-aware addressing schema, first propog%%mz’s.t to the rendgzvous—node, as sr_\own in Fig. 1. After the
by [8], to match it with opportunistic routing, building sma reception of_the pair reply, the_node is able to establish the
distribute procedure for candidate selection able to explb communication. Clearly, the pair request a_nd reply message
the opportunities offered by the wireless propagation. resort to the same data routing procedure illustrated above

To evaluate the effectiveness of such a proposal, we hgye pistance estimation
carried out numerical simulations to state a performance

comparison with two representative routing protocols i
presence of hostile propagation conditions, i.e. in prese
of shadow fading, across a wide range of environmen
conditions.

Opportunistic DHT-based Routing (ODR) assigns the
ocation-dependent addresses, namely string®it$, to nodes
means of a distribute procedure which resorts to locally
roadcasted hello packets. The address allocation prozedu
guarantees that nodes sharing a common address prefix are
close in the physical topology, allowing so us to easily grou
Il. SYSTEM ARCHITECTURE nodes.

In this section we describe the proposed protocol, namélje represent the address space apmplete binary treef
the Opportunistic DHT-based Routing (ODR) protocol, prd-+ 1 levels, that is as a binary tree in which every vertex
viding both an operational overview (Sec. II-A) and a detil has zero or two children and all leaves are at the same level
functional description (Sec. 1I-B and Sec. 1I-C). (Fig. 2-a). In the tree structure, each leaf is associatéldl avi
address, and a inner vertex of lekglhamely devel-k subtreg
represents a set of leaves (that is a set of peer identifiers)

As mentioned before, to accomplish the packet routing easharing a prefix of — k bits. For example, with reference to
forwarder locally broadcasts the packet to all its neigeborFig. 2-a, the vertex with the lab@lLX is a leveld subtree and
together with an estimate of its distance from the destimati represents the leav€i0and011
By means of such a distance, the receiving nodes are abét us define atevel-k siblingof a leaf as the levet- subtree
to understand if they are potential forwarders, that is dyth which shares the same parent with the levalubtree the leaf
belong to the candidate set, by comparing their distancts whbelongs to. Referring to the previous example, the vertél wi
the one stored in the packet header. Clearly, the candidatethe label1XXis the level2 sibling of the addres600
is composed by all the neighbors closer than the forwarderBy means of the sibling concept, nodes can reduce the
the destination as well as the forwarder. overhead due to distance state maintaining by a logarithm
Each candidate node delays the packet forwarding by fattor. Each node store a limited-size distance table csegbo
amount of time which depends on its distance estimate frdm [ entries, one for each sibling, and theh section contains
the destination: the more a node is close to the destindtien, the estimated distance with timearestnode whose location-
more the delay is short. A subsequent reception of the sadependent address belongs to the ldvelbling.
packet from a neighbor closer to the destination allows tl@&early, this approach arises a new problem, since therhiera
node to discard that packet, while a subsequent receptiom frchy related to the sibling concept gives rise to an estimate
a farther neighbor gives rise to an acknowledge transmmssiinaccuracy. In fact, thek-th section stores the estimated
This iterative procedure allows that, at each step, the giacklistance towards the nearest node whose address belongs to
has been forwarded by the candidate node closest to the level% sibling, i.e. the section stores a lower bound on the
destination. distance. We propose a solution to this issue in Sec. II-C.

A. Overview
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Fig. 2: Relationship between the address space structar¢hanphysical topology

In this paper, we resort to a distance metric, proposed time packets waiting to be forwarded, i.e. the packets fockwhi
[9], based on the link-quality. This metric aims to estimatthe node is a candidate forwarder. The latter, namelyattie

the expected number of packet transmissions (including theeue stores for acknowledgment purposes the packets that
retransmissions) required to successfully deliver a pattke have not anymore to be forwarded.

the ultimate destination. Clearly, the Opportunistic Dbised The candidate selection ensures that, at each step, ongsnod
Routing protocol can be easily extended to different metriccloser than the forwarder to the destination are allowecto r
To estimate the distances, we resort to hello packets and ttoaward the packet. More in detail, when a node forwards a
moving average filter. Each node locally broadcasts the$elpacket, it stores in the packet header its location-depgnde
with an average period (one second in our implementation)address along with its estimate distance from the destinati
jittered up to+7/k for each period, thus we can model thend then it locally broadcasts the packet.

hello reception events as binary independent random VariaB receiving node checks if its overlay distance to the destin
z(n) € {0,1}. At the timen, the node;j evaluates the link tion, i.e. the length of the address prefix shared by the node
quality ¢;—,;(n) for the packets received by the neighbor address and the destination one, is shorter than the foirvgard

resorting to MA filtering, according to: overlay distance and then checks if its path quality is bette
M1 than the forwarder one. If both the checks fail, the node does
Gisj(n) = Z b(m)zi;(n — m) 1) not belong to the candidate set and it stores the packet in its
' o ack queue. Differently, it stores the packet in its packetugu

i , together with a delay time evaluated according to the fatagw
whereb(m) are the filter weights. relation:

Since nodej broadcasts its estimated link qualigyi — )
with the hello packets, the neighbeércan retrieve the link
quality ¢;—;(n) and thus compute the bi-directional link

quality ¢; ;(n) as

(4)

d 1
delay = T * (", )

a5 (f,d) " Loa(r,d) — 0a(f,d) + 1

where 7 is the maximum delay time (2 seconds in our
gi,;(n) = qi—;(n) X gj—i(n) (2) implementation)f is the forwarding nodey, is the receiving

The link quality is thus used to estimate the distance betwee
the nodess and d in terms of expected transmission count

(ETX) as:
1 destination path quality  route log
dsaln) = 3 — (3)
Ui, qi,j (n)
i,)ER(s,d) 011 1.60 001
where thel(i, j) are the links belonging to the rouf(s, d). 00X 31.80 010
C. Packet forwarding 1XX 1.25 010

The packet forwarding process consists of three steps: the
candidate selection, the candidate election and the catedid
acknowledgment. To accomplish these steps, each nodésresor
to two queues. The former, namely tpacket queugestores

Fig. 3: Node010 routing table
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i e - hidden terminal problem, as illustrated in Fig. 5, where the
P nane s (g ) candidateB is unable to listen for the packet forwarding of
A, and thus it forwards the packet as well. In such a case, it
Fig. 4: Packet forwarding process is necessary to resort to explicit acknowledgment, nantzly

stores the packet sent By in the ack queue and thus, it is
able to acknowledge t® that the packet was successfully
received by a nodeA] closer to destination.

node, d is the destination oney, is the estimated quality rig 4 gives a detailed description of the whole forwarding
and o4 is the overlay distance. By means of this heu”St'ﬁrocess resorting to a flow chart representation.
approach for the delay estimation, we account for the estima

inaccuracy mentioned in Sec. II-B, since the ratio between

the estimated qualities ratio is weighted by a factor, e t I1l. PERFORMANCE ANALYSIS

term in the square brackets in (4) depending on the overlay

distances, which measures the size of the clusters of nodes© €valuate the performance of the proposed protocol, we
namely the siblings, to which the qualities refer to. have |mplgmented it as a routmg.agent on the Wldel_y adopted
Thus, the delay times allow nodes to implement a distribut&§tWwork simulator ns-2 [10] version.33 using the wireless
candidate election procedure, by exploiting a TDMA-basédtension developed by the CMU Monarch project [11].
scheduling: since the closest node stores in the packeeheaff€ Nave compared the performances achieved by our protocol
its distance estimate from the destination and since it és t}ith those of two representative routing protocols, nantiegy
first that forwards the packet, the other candidates caenlist?d Hoc On Demand Distance Vector (AODV) [12] and the
such a packet transmission and therefore give up to the padkBidemic Routing [13]. The former is a traditional ad hoc
forwarding. routing protocol based on persistent unicast communicgtio
Such a strategy does not require explicit acknowledgment fyM0Ng neighbor nodes. The latter exploits 8tere-carry-

each packet forwarding, although it is not tolerant to to tH@rward paradigm and it has been proposed to provide con-
nectivity for Delay Tolerant Networks.

A. Experimental setup

packet
packet sending |

packat

candidate B [ cueusing ¢ Sequaveing Usually, performance analyses for both traditional and op-
packe et ” portunistic networking adopt a deterministic radio progiamn
sending ——f 3 pac . . . . . .
forwarder - | [ dueuding dequeueing R model which is clearly unrealistic in the case of Disruption
N Tolerant Networks. Therefore, we consider a propagation
ket
pac acket sending — . .
candidate C - eueing Bequeusing : R model, theShadowingone, which accounts for the long-term
packst fading effects by means of a zero-mean Gaussian variable
ket
pac sending .| - . .
candidate A R S e— R N(0,0). According to it, the received mean pow&pz(d)

tirne

at distancel is:

Fig. 5: Typical ODR packet forwarding Pys(d) = Pyp(do) — log B(d/do) + N(0, o) (5)
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where Pyp(do) is the received mean power at the first metefg first set of experiments (Fig. 6 and Fig. 7) refers to a
B is the path-loss exponent andis the shadow deviation, ¢cenario with50 nodes and a node speed equal§.tl m/s

both empirically dete_rmined for a certain environment. Ut 0 54 4 growing number of nodes which generate data traffic.
performance analysis, we sgtto 3.8 to model a shadowed p¢ regards to the average packet delivery ratio (Fig. 6),

urban area, and we vary from 1.0 to 11.0dB in order e resylts show that the performances of all the analyzed
to assess the behavior of the analyzed protocols undep@iqcols improve as the shadow deviation increases.

wide range of variability levels of the propagation cor®his. ¢ js worthily to note that these surprising behavior is tras

Moreover, we set the values of the parameters of the dafge aiso if unintuitive. In fact, the physical layer mods
link layer to simulate an IEEE 802.11b Orinoco networlis o accounts only for the effects of the long-term fadingrov
interface [14] with long preamble, CCK11 modulation ang,e packet power (5), neglecting so the effects of inforarati

two-handshake mechanism, resulting in a transmissionerang, rntion due to fading as well. For such a reason, the éadin
of roughly 35 meters and in a nominal transmission rateé1of jntroduces a time-diversity, which is exploited by the ingt

Mbps. protocols to provide end-to-end connectivity.

The duration of each experimentig00 seconds and the nodes\ oy in detalil, the proposed protocol outperforms the other
move in accordance with theindom way-poinmodel [15] e as the variability of the wireless propagation grows,

with no pause time and at a steady speed over a reCtang%'ﬂfviding so an effectively end-to-end connectivity (aivtly

750 % 175 ’T”Q, flat area. . _ ratio equals ta).4 can satisfy the requirements of several not
After the initial 1000 seconds, a certain fraction of nodesgy|time applications). Moreover, the same figure shows th
starts to generate data traffic, since the initial periodssdu {he performances of all the compared protocols are substan-
to assure that the routing protocols reach a steady staigyy unaffected by the increase of data load, implying satt
Each node involved in the traffic generation sends packels have modeled a sustainable data traffic.

of 1000 bytes to each other node in the network, deferringiy 7 shows the average packet delay vs. the shadow devia-
the ;ubsequent transmissions lokecond. The adopted datg;qp, Clearly, both the Opportunistic DHT-based Routingl an
traffic allows us to assess the protocol performances unggt epidemic Routing protocols suffer of higher delay times
infrequent and concurrent transmissions, as it happenisein {yith respect to AODV. The results of Epidemic Routing are
case of emergency message dissemination. expected, since it resorts to the store-carry-forwarddigna,

i.e. the forwarder stores the packet until it moves near the
destination. As regard to ODR, the delays measure both the
Since we are primarily concerned with Disruption Tolerarttme needed to retrieve the location-dependent addresthand
Networks, the performance comparison aims to evaluate tiimme for data packet forwarding, i.e. each delay measures th

impact of the link dynamic for sparse networks in severamount of time needed to route three packets.

environmental conditions. In fact, taking into accounttbot In the second set of experiments the number of the nodes in
the transmission range and the node density, the mean ntige network grows and the node speed is equadl.@d m/s.
connectivity degree is lower thah for all the considered Fig. 8 shows the average packet delivery ratio vs. the shadow
scenarios. This value is reasonable to assure the preséncdewiation: clearly, all the protocol performances deocesass
network partitions [16]. the network becomes more sparse and the AODV performs

B. Numerical results
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worst, since it is designed for dense ad hoc networks. The
Opportunistic DHT-based Routing outperforms both Epidemi
and AODV in all the considered environments, achieving the!
best performances for the higher values of shadow deviation
as well. (6]
In the third set of experiments, we analyze the node mobility
effects. More in detail, we simulate a network with nodes [7]
and 10 traffic sources and the results are presented in Fig. 8.
Both ODR and Epidemic Routing perform worse than AODV[8
as the node speed increases, since AODV is able to exploit
a moderate mobility to achieve better performances. We do
not present the results for Epidemic Routing in the case of!
speed value equals ton/s since in such a case the delivery
ratios are very small since such a protocol needs bidineatio [10]
unicast communications which become unavailable in case!&¥
sparse networks with high mobility.

Finally, as regards to routing overhead, the numericalligsu
not presented for the sake of brevity, shows that Oppomiunis[lz]
DHT-based Routing exhibits the worse performances with
respect to both AODV and Epidemic Routing. [13]

IV. CONCLUSION [14]
[15

. . . [15]
The paper proposes a routing protocol for Disruption

Tolerant Networks (DTNs). Resorting to the opportunistic
routing paradigm and to a location-dependent addressi
schema, the proposal is able to provide an end-to-end
connectivity for DTN scenarios across different enviromtaé
conditions in presence of light data traffic.
Currently, we are working to reduce the routing overhead,
which is mainly due to the hidden terminal effects, by
improving both the candidate selection and the candidate

[17]

performances.
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