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Abstract

Performing inspection and maintenance tasks with aerial robots in complex in-
dustrial facilities require high levels of maneuverability and dexterity. As full au-
tonomy still struggles to provide robust solutions due to limited adaptability and
high development costs, this study explores the paradigm shift towards shared
control teleoperation for tilting unmanned aerial manipulators (UAMs). The re-
search initially focuses on integrating onboard camera measurements and inter-
action force feedback within a parallel force/vision controller for push–and–slide
inspection tasks. The control loop lends itself to the development of a semi-
autonomous operation architecture that enables a human operator to easily
accomplish the task by means of a simple input device. The paper presents
a user study evaluating task completion performance with human–in–the–loop
control versus fully autonomous execution. Statistical analysis of 20 user ex-
periences provides insights into the levels of autonomy necessary for effective
task completion. Among the analyzed control modalities, statistically signifi-
cant differences arise when the sliding feature is autonomous, denoting it as the
most difficult to manually accomplish. The investigation is conducted within
a simulated environment to ensure the safety of sensitive instruments and ac-
commodate users with varying levels of expertise. By proposing shared control
architectures, this research addresses the challenges of autonomous UAM oper-
ations in hazardous industrial environments, highlighting the benefits of human
oversight and control in enhancing task efficiency and safety.
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1. Introduction

Industrial facility inspections often involve Non-Destructive Testing (NDT)
as the standard method for assessing the condition of concrete structures. Ultra-
sonic probes are frequently used to measure their thickness, ensuring material
integrity and the absence of internal damage. Traditionally, these tests require
direct contact between the probe and the surface, necessitating human inspec-
tors to utilize scaffolding or rope-access systems to reach inspection sites.

Unmanned Aerial Vehicle (UAV) deployment for contact-based inspections
has gained significant popularity due to several key advantages: drones enhance
safety by accessing hazardous or inaccessible areas without exposing humans
to risks [1] lowering costs [2] and increasing efficiency and speed by covering
large areas quickly, thereby reducing plant downtime [3]. Unmanned aerial
manipulators (UAM) combine these vehicles to stick or articulated arms: by
exploiting higher Degrees of Freedom (DoFs) and advanced sensors, they have
the potential to revolutionize industrial inspections across various fields [4].

In this context, the power of semi-autonomous inspection operations lies
in the synergy between human expertise and machine efficiency. Unlike fully
autonomous ones, semi-autonomous systems empower operators to apply their
judgment and intuition, leveraging cognitive abilities to interpret complex sce-
narios that may elude purely algorithmic control. Furthermore, by maintaining
human oversight within the inspection loop, semi-autonomous systems adapt to
unpredictable circumstances leveraging on both the benefits of autonomous con-
trol and human awareness and expertise [5]. Moreover, haptic feedback device
incorporation enhances semi-autonomous inspection systems [6].

This work extends the research in [7], where real-world experiments were
conducted with the same UAM platform (see Fig. 1) proving the feasibility of
inspection tasks similar to those examined here.

1.1. Problem Statement

During NDT inspections, the UAM must adapt to changes in surface topol-
ogy, detect and locate key inspection points [8], and maintain a safe distance
from the surfaces. In the following, the inspection is defined as a mission based
on a reference trajectory in the image space and a desired force profile, allow-
ing the robot to complete the push–and–slide inspection by merging visual and
force feedback. The human operator is integrated into the control loop within
a leader-follower paradigm commanding the UAM inputting the set-points to a
parallel force/vision control framework.

The study employs simulation based on physical simulators, providing a
faithful reproduction of the actual hardware to be controlled. By using high-
fidelity simulations, the framework ensures that the control strategies are robust
and applicable to real-world scenarios, effectively preparing the system for prac-
tical deployment (see e.g., [9, 10, 11]). This approach allows to safely conduct
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Figure 1: Indoor NDT inspection executed by an autonomous tilting aerial manipulator [7].

experiments and examine the outcome of the operations performed by different
users creating a training environment.

1.2. Outline

The remaining part of the paper is organized as follows: Section 2 introduces
the problem in the state–of–the–art while showing the main contributions. The
proposed system is presented in Section 3 focusing on the mathematical mod-
eling and giving miscellaneous derivations useful in the subsequent parts; Sec-
tion 4 describes the control framework, the proposed technological solution, and
the integration with the haptic device. The human–in–the–loop simulations in
ROS/Gazebo and the experimental campaign results are reported between Sec-
tion 5 and Section 6. Finally, Sections 7–8 discuss the results and conclude the
work by analyzing future work and functionalities to be developed.

2. Related Works

Recent years have seen numerous advancements in hardware development,
resulting in increased heterogeneity among UAMs [12] and additional complex-
ities in modeling and control. Usually, UAMs control can be classified in cen-
tralized and decentralized [2], as the ones proposed in this paper and, more
generally, interaction force control techniques are divided into indirect [13] and
direct [14] algorithms, allowing the closure or not of a force-errors loop in the
architecture.

On the other hand, parallel control laws combine these interaction controllers
to the benefits of motion controllers in hybrid schemes [15]. Anyway, accurate
measurements of robot position and orientation are not always available in real-
world scenarios, leading to a bias towards visual servoing use as opposed to
Cartesian motion control in parallel paradigm. Moreover, a visually servoed
robot can operate without prior knowledge of the positions of objects in its
workspace. In manufacturing, this approach removes the need for robot teach-
ing, enabling tasks like assembly with imprecise fixtures or handling unoriented
and moving components, such as those on overhead transfer lines [16].
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Visual servoing and impedance filter combination is presented initially in [17,
18], binding the filter to a Position-Based Visual Servoing (PBVS) algorithm,
with subsequent application to various areas, such as wall polishing [19, 20] and
peg-in-hole insertion [21]. In recent years, this theory has increasingly been
implemented to aerial platforms: for instance, in [22] and [23], the interaction
force is controlled to enable writing on a given planar surface and later extended
to general shapes [24].

Recent studies exploring the integration of visual and force feedback, such
as [25, 26, 27], present a focus on techniques for visual features extraction.
Here, the authors typically use indirect force controllers, such as admittance
or impedance approaches, to adjust image-space references while interacting.
These solutions lack precision in force tracking, and conventional flat aerial
platforms are limited in their motion control capabilities.

Existing literature indicates that standard multi-rotor UAVs effectively con-
trol only four dimensions out of their full six DoFs, with the remaining two
dimensions indirectly managed to maintain hovering stability [28, 29]. Conse-
quently, visual servoing often relies on assumptions using the virtual camera
frame. In contrast, tilting and tilted UAVs can exert thrust and torques in
every direction, enhancing their flying capabilities. Their use in contact-based
scenarios is widespread: in [30], a nonlinear model predictive control handles
different flight phases and optimizes force and motion tracking; in [31], the drone
is equipped with an articulated arm detecting welds on a pipe; and in [32], a
direct force control and online task optimization are utilized. Additional fully
actuated platforms equipped with a stick are presented in [33, 34, 35, 36] show-
ing high dexterity and performances in Cartesian motion control. The literature
therefore reveals an absence in their use for camera-guided inspection.

2.1. From Fully Autonomy to Shared Control

Despite all, autonomous systems remain insufficiently robust for applications
within unknown environments, making teleoperation indispensable for safely
deploying UAMs in such scenarios [37, 38]. Moreover, as autonomy increases,
challenges arise in safety analysis, verification, and trust. Traditional methods
struggle with unforeseen hazards, greater uncertainty, and the need to assess
system intent, requiring new mechanisms to ensure reliability and safety [39].

Considering the need for precise control of motion and force, teleoperation
places high cognitive and physical demands on operators. Implementing shared
control with an abstraction layer allows an autonomous controller to assist,
easing task execution [5]. This approach proves advantageous for tasks with
numerous degrees of freedom or control of rotations [40, 41, 42]. shared control
architectures frequently incorporate haptic feedback to provide operators with
critical information about the physical constraints impacting the robotic sys-
tem [6, 11, 43]. However, the application of haptic shared control teleoperation
remains underexplored in the context of aerial inspection with UAM [9].

Bilateral teleoperation has demonstrated utility in industrial applications,
such as object-pulling tasks [44]. In a force-based bilateral teleoperation frame-
work for aerial robots interacting physically with their environment, as illus-
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Figure 2: System architecture summarizing the proposed control law. Either an offline plan-
ner or a teleoperation system manages set-points generation, inserting the human operator
(represented by the brain) into the control loop using a haptic device (schematically repre-
sented by the joystick). All the variables will be described in Section 4.

trated in [45], the operator controls free motion and applies surface forces via
a passive tool. Yet, practical experiments highlight the difficulty of achieving
decoupled motions in omnidirectional platforms, due to inherent physical limi-
tations in operator input control [46]. Additionally, shared control teleoperation
has been proposed for cable-suspended UAM to manage pick-and-place tasks at
varying priority levels, albeit only in a sequential manner [47].

2.2. Goal and Contribution

Building upon existing literature, this paper presents a semi-autonomous
teleoperation architecture for a UAM to perform push–and–slide interaction
tasks. The UAM utilizes feedback from a camera and a force sensor within a
novel parallel force/vision control law, briefly outlined in Fig. 2. More specifi-
cally, the architecture integrates the advantages of precise force tracking given by
selective direct force control techniques to Image-Based Visual Servoing (IBVS)
algorithm. Control is shared between the human operator and the autonomous
controller through a haptic device, offering a necessary level of abstraction to
reduce the user effort [5]. The operator sets references and receives haptic feed-
back to ensure task accuracy, with real-time tactile feedback enabling intuitive
control adjustments. A human-subject study identifies key factors for opti-
mizing shared control and balancing human input and autonomous responses.
Simulations allow users of varying experience to test these modalities, and the
system can be directly translated to hardware-compatible code [48, 49].

Based on the above description, to the best of the authors’ knowledge, the
following represent the paper’s novel contributions:

• Parallel force/vision control paradigm for UAM interaction: implementa-
tion of a novel approach that combines vision and forces feedback solving
major problems in literature and never applied to a complex tilting UAM;

5



x
y

z

Velocity

Force

Leader Follower

Eye-in-hand

camera

Force 

sensor

Figure 3: Aerial manipulator shared control teleoperation setup depicting the main frames.

• Haptic and shared control UAM teleoperation system: the incorporation
of a haptic feedback system within the control framework that enables
human operators to generate set-points and receive tactile feedback, en-
hancing task completion guidance;

• Human subjects study: conducting a user study with 20 subjects on a
push–and–slide NDT task using a UAM aerial robot to identify preferred
haptic shared control modalities in a relevant industrial application and
to evaluate how the envisioned user input/control/feedback combinations
lead to a measurable difference in the task execution.

3. System Description

The proposed system is based on a leader-follower paradigm, explored in the
context of a telemanipulation system. Two agents define this system: a leader
haptic device and a follower UAM consisting of a tilting coaxial octa-rotor
equipped with a 6-DoFs robotic arm. The manipulator is mounted beneath
a UAV (see Fig. 3, right side), allowing the entire task to be executed dur-
ing the drone’s flight. Articulated arms provide enhanced flexibility, precision,
and access to confined spaces [50], improving efficiency and safety compared to
traditional rigid sticks. Moreover, considering that the robot typically moves
slowly (or not at all) during a force control task, the UAM’s controller can be
decoupled between the arm and flight controllers thanks to the hypothesis of
quasi-stationary flight during the task execution [2, 51].

The operator remotely controls the robot piloting the haptic device to accom-
plish specific tasks. A camera mounted on top of the aerial platform provides vi-
sual feedback and helps determine the relative pose between the surface and the
E–E. The paper focuses on implementing kinematic and workspace constraints
on the follower side. By leveraging haptic guidance, the system empowers the
operator to navigate these constraints effectively during teleoperation.
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Figure 4: Kinematic scheme of the attached manipulator characterized by 6 revolute joints.

3.1. Leader Haptic Device

The haptic device in Fig. 3 represents the leader in the considered paradigm:
let F be the frame attached to its handle. The device considered in this study
has three DoFs, allowing it to generate precise set-points as inputs for task
completion. It interprets the operator’s physical inputs and translates them
into velocities in F . The UAM then receives these set-points, which are prop-
erly converted into desired positions in the image space and interaction force
references. This integration ensures that the UAM can perform tasks with high
accuracy and responsiveness, guided by the real-time inputs from the haptic
device. The communication is bilateral: the robot itself can send information
to the device during task execution as haptic force feedback, which the operator
can use to be guided in task completion.

3.2. Follower UAM - Mathematical Model

The aerial platform consists of a coaxial tilting octa-rotor drone equipped
with a 6-DoFs robotic manipulator. It features four independent servo motors,
enabling the drone to maintain parallel hovering relative to the ground while
maneuvering along the horizontal plane, or to achieve desired pitch/roll angles.

Concerning Fig. 3, let W be the world inertial reference frame; B be the
body-fixed frame whose origin is coincident with the drone’s center of mass
(CoM); and S be the frame attached to the manipulator’s E–E.

The pose of B in W is dictated by Tb(pb, ob) = (pb, Rb) ∈ SE(3), with
pb ∈ R

3 the position of B in W and Rb ∈ SO(3) the rotation matrix expressing
the attitude of B in W. Such orientation can also be expressed through the

minimal roll-pitch-yaw (Euler angles) representation as ob =
[
θ ϕ ψ

]⊤
∈ R

3.
The attached robotic manipulator is made of a succession of links connected

by n = 6 actuated revolute joints characterized through the joint vector q(t) ∈
R

n as in Fig. 4. A force sensor is considered on the E–E’s tip and a camera
sensor is mounted on the UAM. A frame C, fixed in B, is attached to the camera.

3.2.1. Kinematic Model

The arm’s direct kinematic problem is solved through the product of ex-
ponentials formula [51], to retrieve the arm’s E–E pose, S, in B, given by
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T b
s (q) = (pbs, R

b
s) ∈ SE(3), with pbs ∈ R

3 and Rb
s ∈ SO(3) the position and

the orientation of S in B, respectively. The arm’s E–E pose in W can be easily
obtained as Ts(q, θ) = Tb(pb, ob)T

b
s (q) ∈ SE(3).

The arm differential kinematic is expressed by the relation υbs = J(q)q̇, with
υbs ∈ R

6 the E–E twist related to B and J(q) ∈ R
6×n the Jacobian expressed in

B. The Jacobian is obtained iteratively [51], and its i-th column is expressed by

Ji(q) = Ad
e[ζ1]q1e[ζ2]q2 ...e[ζi−1]qi−1 ζi ∈ R

6, (1)

with ζi ∈ R
6 the screw axis associated to the revolute joint qi, for i = 2, . . . , n,

and J1(q) = ζ1. The adjoint matrix, AdT ∈ R
6×6, allows the change of the

representation frame given a generic transformation matrix T ∈ SE(3) [51].

3.2.2. Dynamic Model

The aerial manipulator dynamic model is retrieved through the recursive
Newton-Euler approach exploiting once again the screw theory [51]. In quasi-
stationary flight conditions, the kinematic and dynamic models of the robotic

arm can be decoupled from the UAV one [2]. Let ξ =
[
p⊤b o⊤b q⊤

]⊤
∈ R

N

be the generalized vector of joint positions of the whole system, resulting in a
robot with a total of N = 6 + n = 12 controllable DoFs. The dynamic model’s
compact form can be expressed as

B(ξ)ξ̈ + h(ξ, ξ̇) = u, (2)

where B(ξ) ∈ R
n×n is the inertia matrix; h(ξ, ξ̇) ∈ R

n accounts for the gravita-
tion, centrifugal, and Coriols terms; and u ∈ R

N is the control input vector. The
total input vector stacks the UAV total thrust, uTUAV

∈ R
3, the UAV torques

around the B axes, τUAV ∈ R
3, and the joint torques command, τhy ∈ R

n, that

is u =
[
u⊤TUAV

τ⊤UAV τ⊤hy
]⊤

.

3.2.3. Control Allocation Problem

Considering the aerial platform, the same assumptions as in [52] are consid-
ered to retrieve the system model and solve the control allocation problem. This
last consists in finding the rotors speed ω ∈ R

8 and tilt angles α ∈ R
4 satisfying[

u⊤TUAV
τ⊤UAV

]⊤
= A(α)ω2. In the tilting UAV case, the non-linear mapping

between the control inputs and the rotors’ angular velocities is thus handled by
the allocation matrix A(α) ∈ R

6×8, function of the current tilt angles vector α.
A frame Ri (i = 1, ..., 4), attached to each coaxial rotor group has to be

considered, as in Fig. 3. EachRi will be rotated at an angle αi during the drone’s
flight: in this configuration, the drone can exert thrust along each Cartesian axis.
The thrust magnitude uTk

and the drag torque τk of the k-th rotor (k = 1, ..., 8)
are given by

uTk
= kfω

2
k, τk = kqω

2
k, (3)

with kf , kq > 0 the motors coefficients.
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Figure 5: Omnidirectional tilting UAV scheme: clockwise (CW) and counter-clockwise
(CCW) rotors configuration is depicted. Notable parameters are l, h (the arm’s length and
height, respectively) while αi is the i-th tilting angle.

Such a mapping is linearized defining the vertical, fv,k ∈ R, and lateral,
fl,k ∈ R, forces of the k-th motor as [52, 53]

fv,k = uTk
cos(αi), fl,k = uTk

sin(αi), (4)

where the association between i and k is done according to Fig. 5. With these
considerations, the allocation problem becomes

[
uTUAV

τUAV

]
= Āfdec, fdec =

[
fv,1 fl,1 · · · fv,8 fl,8

]⊤
∈ R

16, (5)

where fdec ∈ R
16 is the vector stacking the forces in (4), and Ā ∈ R

6×16 is the
static allocation matrix:

Ā =




0 − sin(θ1) · · · 0 − sin(θ8)
0 cos(θ1) · · · 0 cos(θ8)
−1 0 · · · −1 0

−l sin(θ1) −h cos(θ1)− c1
kq

kf
sin(θ1) · · · −l sin(θ8) −h cos(θ8)− c8

kq

kf
sin(θ8)

l cos(θ1) c1
kq

kf
cos(θ1)− h sin(θ1) · · · l cos(θ8) c8

kq

kf
cos(θ8)− h sin(θ8)

−c1
kq

kf
lc2(θ1) + ls2(θ1) · · · −c8

kq

kf
lc2(θ8) + ls2(θ8)



. (6)

The static allocation matrix depends on l > 0 and h > 0, the drone arm length
and height respectively, and on θi, the fixed angular position of the i-th propeller
with respect to xB, the body-fixed heading direction.

To minimize the system energy consumption [54], the allocation problem is
solved by computing the Moore-Penrose pseudoinverse of Ā and inverting (5).
Finally, imposing

ωk =

√
1

kf

√
f2v,k + f2l,k, αi = atan2(fl,k, fv,k), (7)

the motor velocities ωk and the tilt angles αi are retrieved and directly used to
actuate the aerial platform.
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Figure 6: Aerial manipulator control scheme: the offline planner or the human operator
guiding the haptic device (in grey) sends inputs to two set-point generators to convert them
in the image space and force set-point. They are sent to an IBVS algorithm (in blue) and a
direct force control algorithm (in orange). An inverse dynamic control scheme (in red) converts
the virtual acceleration in joint torques. The matrices P and P2 select the Cartesian-space
axis to control the motion or the interaction force.

4. UAM Control

The dynamic model described in (2) consists of a set of N coupled nonlin-
ear differential equations. To simplify the problem, we assume quasi-stationary
flight, where the drone maintains a fixed position relative to the marker while
the robotic arm inspects the surface. Figure 6 illustrates the entire aerial manip-
ulator control framework. The subsequent subsections will detail the different
task phases, each corresponding to a distinct control modality.

4.1. Phase 1: Visual Servoing

The first stage of the task involves guiding the UAM to establish contact
with the working surface. Under the assumption of quasi-stationary flight, this
stage can be divided into two sub-tasks. First, the tilting UAV is guided within
the scene using visual information to maintain a fixed distance from the surface.
Concurrently, the manipulator is maneuvered to establish contact with the sur-
face. Both sub-tasks rely on visual feedback and image processing techniques
to extract necessary data from the camera sensor. Exploiting the tilting capa-
bilities, it is possible to avoid the virtual camera model assumption employed
in [25, 26, 27] and effectively control the full 6-D UAV pose in the image space.

A tag is attached to a planar surface whose pose is unknown. Using image
elaboration techniques, the marker is detected and visual features are extracted.
Four feature points coincident with the marker corners are defined based on the
classical pin-hole camera model.

4.1.1. Camera Model

By calibrating the camera sensors and retrieving the related intrinsic and
extrinsic parameters, it will be possible to convert the tag position from the

camera frame to the image plane and vice-versa. Let p̃co =
[
pc

⊤

o 1
]⊤

∈ R
4 be

10



the augmented position vector of the detected marker in C. This point can be
represented in pixels normalized coordinates defining the relative feature point
s ∈ R

2:

pc =



xc

yc

zc


KΠp̃co =



fx 0 cx
0 fy cy
0 0 1





1 0 0 0
0 1 0 0
0 0 1 0


 p̃co ∈ R

3, (8)

s =

[
X

Y

]
=

1

zc

[
xc

yc

]
, (9)

where K is the intrinsic camera parameter matrix [55].

4.1.2. Image Jacobian Matrix

During task execution, the marker’s pose changes relative to the flying plat-
form. To fully describe this pose in the 6D Cartesian space, at least four coplanar
and non-collinear points are used to solve the perspective-n-points (PnP) prob-
lem [55]. These points, corresponding to the marker’s corners, are extracted
and fed back into the visual servoing algorithm. Moreover, the E-E’s position
in the image space is constantly determined by considering four virtual visual
features on its tip and its twist vector in the Cartesian space. These features
correspond to the corners of a square centered on S, with its position in C de-
noted as pcb ∈ R

3. The visual servoing feedback is then composed of two different

feature vectors so =
[
so,1 so,2 so,3 so,4

]⊤
and se =

[
sb,1 sb,2 sb,3 sb,4

]⊤
describing the inspection surface pose and the E–E’s pose in the image space,
respectively. Considering fixed the work surface position, their time variations
are only functions of the camera motion and the arm motion in C, respectively:

ṡo =




Lo,1

Lo,2

Lo,3

Lo,4


Γ−1(pco)v

c, ṡe =




Lb,1

Lb,2

Lb,3

Lb,4


Γ−1(pcb)v

c
b , (10)

where vc, vcb ∈ R
6 are the Cartesian velocity of the UAV and of the arm oppor-

tunely referred to C; Γ(·) =

[
−I3 (̂·)
03 −I3

]
∈ R

6×6 and (̂·) is the skew transfor-

mation matrix operator. This mapping is obtained through the image jacobian
Jimgj

= LjΓ
−1(pcj,i) where

Lj,i =

[
− 1

zc
j,i

0
Xj,i

zc
j,i

Xj,iYj,i −1−X2
j,i Yj,i

0 − 1
zc
j,i

Yj,i

zc
j,i

1 + Y 2
j,i −Xj,iYj,i Xj,i

]
, (11)

is the i-th row of the interaction matrix of a set of i points: in the examined
case the whole matrix will be Lj ∈ R

8×6.

4.1.3. Image-Based Visual Servoing

Building on the theory in Sections 4.1.1 and 4.1.2, the UAM has to detect
markers on the inspection surface and nullify the relative image-space position

11



error exploiting a purely image-based visual servoing algorithm. The proposed
control law took inspiration from [52], with several modifications to perform
computations directly in the image space.

Let sd ∈ R
8 be the desired feature vector representing the drone goal position

in the camera frame and ṡd its time derivative. These coordinates represent the
tag corners’ position in normalized pixel coordinates and their variation with
respect to the camera movement. The controller’s goal is to nullify the following
errors

es(t) = sd − so(t), ės(t) = −ṡo(t). (12)

To ensure null error and preserve the steady state during the next control phases
(e.g., the forces on the arm should push away the platform during the interac-
tion) an image space integral error is added in the controller formulation:

ei(t) =

∫
es(t)dt. (13)

A standard proportional-integral-derivative (PID) controller characterize the
retrieved image-space controller:

uc = KPimg
es +KDimg

ės +KIimg
ei, (14)

where KPimg
, KDimg

and KIimg
∈ R

8×8 are the proportional, derivative, and
integral gains matrices, respectively, and uc represents the desired accelerations
computed in the image space. To complete control law and compensate also for
the dynamic effects, they need to be referred to B:

u = Ad[Tc](LcΓ
−1(pco))

−1uc ∈ R
6, (15)

with Tc indicating the transformation matrix from C to B and Jimg = LcΓ
−1 ∈

R
n×n being the image Jacobian. The result is then used in an inverse dynamic

control law to compute the desired thrusts uTUAV
and torques τUAV while com-

pensating the UAV dynamics:

uTUAV
= R⊤

b (−mg +m



u1
u2
u3


) ∈ R

3, (16)

τUAV = R⊤
b (ω × Jω + J



u4
u5
u6


) ∈ R

3. (17)

The control input vector is then converted in rotors speed and tilt angles in-
verting (5).

Given that the presented IBVS algorithm addresses a regulation problem,
it is crucial to prevent excessively high acceleration when the UAM is distant
from the marker. Therefore, the IBVS algorithm is only activated after an initial
position-based visual servoing step. In this preliminary step, the drone follows
a desired Cartesian trajectory computed online by detecting the marker at the
beginning of the task.

12



4.2. Phase 2: Parallel Force/Vision Controller

Once the errors in (12) fall within a specified threshold, and while the UAM
continues to minimize these errors, the robotic manipulator can start and com-
plete the inspection task on the detected surface. The E–E motion and interac-
tion force with the environment are effectively controlled by integrating visual
feedback with force sensor measurements in a novel parallel control. Through-
out the task execution, the controller described in Section 4.1.3 remains active
to maintain a constant distance between the flying platform and the interaction
surface.

The controller in Fig. 6 combines an image-space inverse dynamic controller
and a direct force controller. Like in [34], the factor 0 ≤ λ ≤ 1 is introduced to
represent the transition between contact-less (λ = 0) and contact-based motion
(λ = 1). A cosine step function interpolated between 0 and 1 is used to smooth
the transition between these two modalities [30]. When this transition is needed,
direct force control can track the desired force reference along some directions
while the IBVS controller tracks the E–E position along the other axes. The
force controller performances are related to the tracking precision. If the image
space position error is beyond the given threshold, the priority is given to the
tracking task, and then the force control is triggered again. The matrix P

performs the analyzed selection:

P =

[
I3×3 03×3

03×3 P̄

]
∈ R

6×6, with P̄ =



1 0 0
0 1 0
0 0 1− λ


 ∈ R

3×3. (18)

The matrix is used in the following proportional-integral (PI) control scheme [34]
to track the force reference fdes(t) ∈ R

3 while nullifying the force error ef (t) =[
0⊤3

f(t)⊤ − fdes(t)
⊤

]
∈ R

6 through

τfc = J⊤
b (q)Λ(q)(I6 − P )

(
−

[
03

fdes(t)

]
+KPF

ef (t) +KIF

∫
eF (t̃)dt̃

)
, (19)

where Λ(q) = J
#⊤

b (q)B(q)J#
b (q) is the inertia matrix in S, Jb = AdT b

s
−1 [J(q)] is

the body Jacobian [51], KPF
,KIF ∈ R

6×6 are positive definite gains matrices.
The force error eF is proven to converge to zero for positive definite gains in [51].

The control scheme is completed with the design of an image space motion
controller. Taking into account (2), the manipulator joint torques are computed
choosing a properly virtual control input q̈ = uv ∈ R

n. Being seD the desired
E–E position in the image space, it is then possible to impose

uv = J−1
(
P2AdT c

s
ũv − J̇(q, q̇)q̇

)
, (20)

where
ũv = (LeΓ(p

c
e)

−1)−1(KPe
ese +KDe

ėse), (21)
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with KPe
,KDe

∈ R
8×8 positive definite symmetric matrices to ensure the con-

troller stability (see Appendix A) and ese = seD − se and ėse = −ṡe the
position and velocity errors, respectively. The selection matrix P partitions the
6-D space into torques that address the motion control task and torques that
address the force control task. It is opportunely rotated in the case of image
space control (motion) and Cartesian space control (interaction force).

To conclude, the parallel force/vision controller is

τhy = B(q)uv + h(q, q̇) + τfc. (22)

The two control actions are decoupled by the orthogonal projections P2 =
AdT c

s
P and I6 − P and inherit the error dynamics and stability analyses of

the individual controllers on their respective subspaces [51]. Notice that when
λ = 0, the controller (22) is a pure IBVS controller.

4.3. Teleoperation Controller

A human operator can enter the control loop using a 3-D haptic controller
device designed to provide high-fidelity kinesthetic feedback.

In the examined case, the device has to control the drone’s manipulator
sending set-points to the already analyzed hybrid controller (see Fig. 2). It is
possible to map the movement along the device xF , yF -axes as the desired E–E
position in the image space controlling the sliding on the surface, or map the
movement along its zF -axis in force set-point while pushing on it.

The movements are mapped only if the user presses the central button, while
the haptic feedback is always present. The haptic feedback makes the user an
active part of the task. The user can feel the wall resistance while pushing and
a repulsive effect that forces him to stay inside the camera field of view (FoW)
as explained in the following.

In the control loop, the handle’s position pf =
[
pfx pfy pfz

]⊤
∈ R

3 is
used to retrieve the handle velocity ṗf ∈ R

3 by time deriving two successive
position measures. As in Section 4.1.3, these quantities are computed in C and
translated into the image space. The haptic device image space velocity ṡf is
then added to the E–E IBVS setpoint through

ṡeDN
= ṡeD + ṡf , seDN

= seD + ṡf ts, (23)

with ts > 0 the controller sample time.
Additionally, the third haptic device linear DoF is used to reconstruct a force

set-point for the interaction controller. The E–E force reference is recursively
updated by employing the concept of the admittance filter [55]:

fdes = fdes +mnf p̈fz + dnf ṗfz + knfpfz ∈ R. (24)

The Falcon position pfz and the velocity ṗfz are reconstructed from the user
movements and used to increase or decrease the desired force reference fdes.
mnf , dnf , knf ∈ R are positive definite gains to tune the filter defining a mass-
damper-spring behavior. In the examined case, no acceleration p̈fz is considered
(mnf = 0).

14



4.3.1. Haptic Feedback

While imposing a new set-point, the user can feel different forces in feedback
to the haptic device. While pushing a scaled force

FrepN
= σfdes (25)

is applied to feel the sense of touch. In the meantime, other repulsive forces
are computed to guide the use in the task execution. A non-experienced user
can fail the task execution going for example outside the field of view, or by
occluding the vision and losing the only available source of information. Four
forces are computed by measuring the minimum distance between the E–E and
the camera borders, and the same concerning the tag. These forces have an
exponential shape designed to be null at the image center and the maximum
value on the image space borders

Frepi
= (−1)iρe−εdmin(i)dmin(i)

−β , (26)

where ρ, ε, β > 0 are constants that characterize the evolution of the exponential
function and dmin(i) > 0 is the distance from the i-th border (i = 1, ..., 4).

Equation (26) is the vector stacking two opposite couples of vertical or hor-
izontal repulsive forces. The two horizontal forces, as the vertical ones, are
summed resulting in null at the center of the camera field and increasing while
moving along the 2-D space. Combining (25) and (26) yields

Frep =
[
Frep1

+ Frep2
Frep3

+ Frep4
FrepN

]⊤
∈ R

3. (27)

The closer will be the user to one of those bounds and the more interaction force
will be commanded, the greater will be the repulsive forces. The idea is to help
the user by preventing the constraints violations during the task execution.

5. Case Studies

The case studies focus on a push–and–slide task, comparing autonomous
execution with a teleoperated modality. The task is performed in a virtual en-
vironment using a physical simulator described in Section 5.1. This environment
(see Fig. 7) consists of a concrete surface marked with an AprilTag [56] and a
triangular shape, which serves as a guide for the push–and–slide task execution.
The visual sensor detects the AprilTag and adjusts the relative position between
the aerial platform and the surface. After adjusting the interaction force, the
three points of interest highlighted in green on the triangular shape are tracked
by visual control.

In the autonomous case, interpolation evaluates the set-points in image
space. The task is completed when the E–E returns to its starting position
without losing contact with the surface (see Fig.7.b).

In the teleoperated mode, the user must connect the three green dots in
Fig. 7.a through the Novint Falcon haptic device [57] in different control modal-
ities and/or control the desired interaction force. An experimental campaign
will evaluate different metrics to determine the most suitable control mode for
completing these semi-autonomous tasks (see Fig.7.c).
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Figure 7: Simulated scenario from the camera point-of-view (PoV). (a) The inspection
surface is detected through an AprilTag [56] extracting four image features (red dots). The task
involves tracking the triangular shapes interpolating the three green dots while interacting.
Comparison is considered between the autonomous control mode (b) and the teleoperated
control mode (c). The vertical red lines represent the E–E out-of-bound conditions along xC .

5.1. Simulation Setup

The proposed aerial robotic manipulation system has been integrated into
the Gazebo simulation environment whose choice is justified in Section 7.1. The
dynamical parameters presented in Table 1 are directly retrieved from the UAM
CAD model, while the camera’s intrinsic parameters are directly retrieved by
the proper ROS topic after the calibration procedure:

K =



476.703 0 400.5

0.0 476.703 300.5
0.0 0.0 1.0


 . (28)

For further details and insights on the presented platform and its mathematical
modeling, please visit the GitHub pages of the project12.

The tests are performed on a standard PC, with an i7-8750H CPU and 32GB
of RAM. The OS chosen is Ubuntu, with its release 22.04 LTS Jammy Jellyfish.
The communication between the software is managed using ROS Noetic Ninje-
mys running in a docker environment. The sampling time is set to ts = 0.01 s,
and the controller gains displayed in Table 2 have been tuned to avoid overshoots
and reach the control goal smoothly. The parameters in Table 3 are heuristically
tuned in a preliminary phase of the experimental campaign to accommodate the
feedback on the device usage experience. Visp [58], an open-source visual ser-
voing platform library, is employed to detect the tag and extract the visual
features.

The goal is to evaluate the performance of a push–and–slide task executed
both fully autonomously (Section 5.2) and via human user semi-autonomous
teleoperation (Section 5.3). Our primary aim is to isolate the effect of each

1https://github.com/prisma-lab/ndt2_arm_control.git
2https://github.com/prisma-lab/ndt2_control.git
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Table 1: Dynamical parameters.

Parameter Value

mass (m) 6.3833 kg
Inertia (I) diag{[0.29163, 0.29163, 0.3527]} kg m2

UAV’s arm length (l) 0.255 m
UAV’s arm height (h) 0.03 m

Table 2: Control gains.

Gains Value

KPimg
15I8×8

KDimg
20I8×8

KIimg
1.5I8×8

KPe
400I8×8

KDe
40I8×8

KPF
1.5I6×6

KIF 4.5I6×6

Table 3: Haptic feedback gains.

Gains Value

dnf 0.045
knf 0.01
σ 0.85

control and feedback modality on task performance and determine which com-
bination leads to the most effective task execution. To achieve this, we created
a simulated environment in which the user performs a push–and–slide task.

The envisioned task consists of the following steps:

1. The UAM approaches the wall employing visual servoing (Section 4.1.3).

2. The arm pushes on the wall employing direct force control (Section 4.2).

3. The arm slides along the wall surface to ideally track a triangular profile
with its E–E, while the drone keeps the distance to the detected tag. The
arm must never occlude the tag to safely accomplish the task.

In the teleoperation mode, the human can command the arm to push on the
wall (P), slide on the wall surface (S), or both (PS). Meanwhile, (s)he can receive
mixed feedback about visual constraints acting on the system, i.e., occlusions
of the tag and field of view, and about the actual force exchanged (VF). We
compared the proposed control/feedback modalities with the full autonomous
task execution (A), which is discussed next. The analysis results are reported
in the accompanying video: https://youtu.be/0AxjhZ2wbbE.

5.2. Case 1: Autonomous Execution

Results from fully autonomous tests will validate the system assessing the
effectiveness of the proposed framework and serve as a benchmark for the up-
coming tests involving human operators.

In the initial approach phase, the drone is guided by a image-space control
strategy. The six controllable degrees of freedom are directed to nullify the po-
sition error in the image plane, which corresponds to a position and attitude
error in Cartesian space. As illustrated in Fig. 8, despite the relatively low gains
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(a) (b)

Figure 8: Autonomous execution. UAV’s image space position errors (a) and velocity errors
(b) in normalized pixel coordinates. The errors are related to each AprilTag detected corner.
The tag corner order here and in the following figures is the same as shown in Fig. 7.

(a) (b)

Figure 9: Autonomous execution. (a) Interaction force error along approaching direction;
(b) Sliding interaction forces.

in (8), the drone effectively cancels the position error relative to the tag and
keeps it during the inspection, despite the external disturbances due to interac-
tion. These disturbances manifest as chattering in the image plane velocity in
the second half of Fig. 8.b.

While maintaining the relative pose as a steady state, the E–E is guided
into contact using (22). The force sensor measures the interaction force and
equation (18) selects the appropriate axis for implementing the parallel con-
troller. An initial pushing step is required to regulate the desired force on the
surfaces while the image-space reference trajectories are computed interpolating
the three vertices of the triangular shape on the surface.

The interaction task is accomplished by regulating the desired force at a
value of fdes = 2 N. This precise control is achieved without overshooting,
thanks to the careful selection of gains in Table 2, which ensures a stable and
responsive system as shown in Fig. 9. During the task execution, it is observed
that the position error increases notably during sliding phases as can be ap-
preciated in Fig. 10.c: the control system needs to prioritize one of the tasks,
either force or position control, at any given time, leading to a trade-off. Fur-
thermore, unmodeled friction between the touching parts introduces additional
disturbances to the manipulator’s performance. Despite these challenges, the
overall error remains impressively low, which is particularly significant given
that the quantities shown are measured in normalized pixel coordinates. This
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(a) (b)

(c) (d)

Figure 10: Autonomous execution. At t = 28 s, the UAV establishes stable contact with
the work surface while keeping the distance to the tag. The E–E virtual corners position (a)
and velocities (b) are depicted while (c)-(d) show the position and velocity norm errors in the
image space. The quantities are expressed in normalized pixel coordinates.

level of accuracy underscores the robustness of the control strategy in handling
unmodeled dynamics and prioritizing task objectives effectively.

5.3. Case 2: Teleoperated Execution

In the teleoperated case study, the control law and gains remain consistent
with the previous case study, but a key difference is the inclusion of the human
operator in the control loop. The operator manages the generation of set-
points in the image plane and the desired force applied to the surface while
receiving feedback on the repulsive forces calculated by the Falcon, as previously
explained. These results will be compared with the previous study to discuss
the overall experimental campaign.

The benefits of teleoperation become apparent in Fig. 11, which presents
the UAV image space regulation results. Here, the position error is lower than
in the previous case, even during interaction. The operator’s skill in balancing
motion and force commands reduces chattering in velocity errors, minimizing
external disturbances on the flying platform during interaction control.

Figure 12 shows the interaction force error, where the human operator gen-
erates the desired interaction force command. The force measurements exhibit
an oscillatory behavior, which is canceled at the steady-state during the sliding
phase.

In the teleoperated scenario, the triangular shape tracking demonstrates
higher precision in positioning and reduced oscillation on the velocities, as il-
lustrated in Fig. 13. The Novint Falcon’s user-friendly design allows users of all
skill levels to participate in the control loop and successfully complete complex
inspection tasks.

19



(a) (b)

Figure 11: Teleoperated execution. UAV’s image space position errors (a) and velocity
errors (b) in normalized pixel coordinates. The errors are related to each tag-detected corner.

(a) (b)

Figure 12: Teleoperated execution. (a) Interaction force error along the approaching direc-
tion; (b) Sliding interaction forces.

Finally, Fig. 14 displays the E–E distances from the camera borders during
task execution and the corresponding repulsive forces computed to provide a
tactile sense while inspecting. These results are relative to one control modality
(PSVF) completed by one of the users involved in the experimental campaign.

6. Human Subjects Study

As mentioned above, semi-autonomous teleoperation can be accomplished in
several ways by mixing user inputs, autonomous control, and feedback modali-
ties. In our case, we are interested in evaluating if some of the envisioned user
input/control/feedback combinations lead to a measurable difference in the task
execution. The scope of this study is to establish how the considered factors are
affecting the envisioned task to concentrate future design efforts on them. We
thus envisioned three user inputs/control modalities that are described in the
following.

• P: the user is in charge of only regulating the pushing force via the haptic
device, the rest is autonomous.

• S: the user is in charge of only regulating the sliding motion via the haptic
device, the rest is autonomous.
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(a) (b)

(c) (d)

Figure 13: Teleoperated execution. At t = 28 s, the UAV establishes stable contact with
the work surface while keeping the distance to the tag. The E–E virtual corners position (a)
and velocities (b) are depicted while (c)-(d) show the position and velocity norm errors in the
image space. The quantities are expressed in normalized pixel coordinates.

• PS: the user is in charge of controlling both the push force and the sliding
motion via the haptic device.

We mix the three control modes P, S, and PS, with the presence/absence of
the feedback modality VF, computed as in described in Section 4.3. Combin-
ing them, we obtain a total of six trials to be performed by each subject. We
recruited a population of 20 human subjects (18 male, 2 female) familiar with
robotics; the group included both expert and non-expert users who had never
used our specific system before. The sequence of trials has been randomized
across subjects to avoid bias in the results caused by the learning curve. We
evaluated both quantitative (data recorded during the experiments) and qual-
itative (user preferences expressed after each trial) metrics. The qualitative
evaluation consisted of a user answering the following two questions for each
tested modality:

1. How satisfied are you with the overall user interface and ease of use of the
application?

2. How satisfied are you with the speed and responsiveness of the application?

The answers were collected via a 5-point Likert scale with the following options:
very satisfied, satisfied, neutral, unsatisfied, and very unsatisfied. In the fol-
lowing, we report only the statistically significant results obtained by means of
ANOVA and running multiple comparisons when statistically significant changes
were detected. Means and standard deviations of the data reporting interest-
ing results are shown in the bar plots contained in Fig. 15 and summarized in
Table 4 where the control modalities comparison is highlighted by the relative
means and standard deviations ((̄·)± σ(·)).
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(a) (b)

(c)

Figure 14: Teleoperated execution. (a) Novint falcon velocity in F . (b-c) Novint falcon
repulsive forces and E–E distance to the camera borders according to (26)-(27).

For the completion time (T ), there is a statistically relevant difference (p <
0.01, F = 8.09) between tests in which the sliding is autonomous (P, PVF)
and tests in which it is not (PS, PSVF, SVF). This is expected as manual
sliding is more challenging and requires more time to be accomplished. This
is also confirmed by the notable trend showing less completion time when only
pushing is manual.

Next, we look into subjective evaluations, more specifically the ease of use (E)
evaluated as answer to the first of the two questions given above, and discovered
a statistically significant difference (p < 0.01, F = 8.63) between the same
modalities, i.e., tests in which the sliding is autonomous (P, PVF) and tests in
which it is not (PS, PSVF, S, SVF). On the same line, this is a clear evidence
that subjects evaluated as easier tests in which sliding is autonomous.

We also evaluated the metric V which contains information about potential
occlusions via the mean of the minimum distance d (in the image space) between
the E–E position and the i−th image border, in formula

V =
1

T

∫ T

0

min
i=1,...,4

(di) dt. (29)

We again discovered a statistically significant (p < 0.05, F = 2.49) difference
between the same modalities, i.e., tests in which the sliding is autonomous (P,
PVF) and tests in which it is not (PS, PSVF, S, SVF). It is worth mention-
ing however that in this case although differences are statistically significant,
multiple comparisons return negative results.

Surprisingly, the autonomous sliding control feature also significantly affects
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Figure 15: Statistically significant metrics plot. T is the completion time, E is the ease of use,
V is the minimum E–E image-space distance to the image border, L is the force error norm,
H is the maximum haptic device commanded velocity and M is the operational smoothness.

the mean of the pushing force error norm (L) evaluated along the trajectory as

L =
1

T

∫ T

0

||Fd − F ||2 dt. (30)

A statistically significant difference (p < 0.01, F = 3.58) in this metric means
that the manual regulation of the sliding makes more/less difficult the regulation
of the pushing force. This time the difference is between the pairs PSVF-S and
PSVF-SVF only. This means that adding force feedback during the manual
regulation of pushing and sliding leads to improvements in terms of force error
compared to the autonomous regulation of pushing force without feedback.

Finally, evaluating the max two norm of the haptic device velocity vh along
the trajectory, i.e.,

H = max
t

||vh(t)||
2, (31)

a statistically significant difference (p < 0.01, F = 9.39) can be found between
the pairs PSVF-PVF, PSVF-S, PSVF-SVF, PSVF-P, and the pairs PS-S. These
differences testify that the simultaneous manual regulation of pushing and slid-
ing leads in general to higher commanded velocities compared to the autonomous
regulation of pushing or sliding alone.

An additional statistically significant difference (p < 0.001, F = 93.85) has
been found in the operational smoothness metric defined as:

M =
1

T

∫ T

0

||a(t)||2 dt, (32)

where a is the arm E-E acceleration during the task execution. The difference
between (P, PS) and (PVF, SVF, PSVF) tells us that the addition of haptic
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Table 4: Statistical analysis results.

Subjects 20 (2 females, 18 males)

Task
Control the teleoperation system to accom-
plish push–and–slide with the UAM E-E.

Conditions Teleoperation

P (teleoperated pushing), S (teleoperated slid-
ing), PS (teleoperated pushing and sliding)

Feedback

VF (haptic feedback),✟✟VF (no haptic feedback)3

Statistical analysis (significant p values, means and standard deviations)

Completion time, T (p < 0.01)

(P, PVF) vs. (SVF, PS, PSVF) 38.36± 1.58 vs. 56.15± 3.05

Ease of use, E (p < 0.01)

(P, PVF) vs. (S, SVF, PS, PSVF) 4.55± 0.0 vs. 3.38± 0.28

Minimum distance from image border, V (p < 0.05)

(P, PVF) vs. (S, SVF, PS, PSVF) 0.36±1.75e−4 vs. 0.34±0.0023

Force error norm, L (p < 0.01)

PSVF vs. (SVF, S) 58.01± 19.24 vs. 56.10± 8.26

Maximum haptic device velocity, H (p < 0.01)

PSVF vs. (P, PVF, SVF, S) 0.037± 0.0 vs. 0.021± 0.0024

Operational smoothness, M (p < 0.01)

(P, PS) vs. (PVF, SVF, PSVF) 3.31± 0.0065 vs. 2.98± 0.47

feedback is beneficial in terms of operational smoothness as it leads to lower
acceleration values.

In addition, it is important to mention that the detachment between the
E–E and the inspection point only appears in one of the considered cases when
pushing was set to manual.

6.1. Additional Comparison

An additional comparison is proposed between the autonomous and the tele-
operated case study. Subsequent to the experimental campaign, we calculated
the average task execution time in the PSVF control modality and consequently
adapted the autonomous push–and–slide task timing to re-assess the perfor-
mance of the autonomous execution. It was verified that the average execution
time was tM = 59.4 s including both the pushing and sliding teleoperated task.

We repeated the fully autonomous case study adding different sources of
noise and disturbances into the system to prove the controller’s robustness and
to get closer to the real-world scenario. In particular, Gaussian noises are applied
to both camera and force sensor feedback. Additional noises are introduced in

3For simplicity, if not stated explicitly, the control mode includes no haptic feedback (e.g.,
PS=PS✟✟VF).
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(a) (b)

(c) (d)

Figure 16: Autonomous task execution matching the teleoperated task timing with added
noises and external disturbances: E-E image space normalized position and velocity (a)-(b)
and the relative norm errors (c)-(d).

(a) (b)

Figure 17: Autonomous task execution matching the teleoperated task timing with added
noises and external disturbances: UAM image space position (a) and velocity errors (b).

the Gazebo model IMU measurements and a plugin simulating the wind effect
in the physics engine is introduced. To conclude we added uncertainty on the
arm dynamical parameters up to 50%.

Compared to the autonomous execution described in Section 5.2, the drone
exhibits bigger oscillations in the velocity error within the image space due
to the faster image space references, as shown in Fig.16.b. These errors are
not fully canceled at a steady state, primarily due to the continuous presence
of external disturbances (e.g., simulated wind) and measurement noise (e.g.,
Gaussian noise on the IMU and sensors). Nevertheless, these low persistent
errors can be canceled easily providing an additional controller tuning step.

In comparison to the fully teleoperated case (PSVF) previously analyzed
(see Section 5.3), this method achieves lower commanded velocities for the ma-
nipulator arm, indicating a more efficient operation. Regarding the remaining
performance indexes, the results of the two approaches are similarly comparable.
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7. Discussion

7.1. Simulated Environment

To prove the system’s performances, we implemented our control framework
in Gazebo, a realistic simulator with embedded physics engines. This is a pow-
erful tool that allows direct communication with ROS/ROS2 nodes. It is fully
customizable permitting the import of custom robots as models.

Unlike numerical simulators (e.g., MATLAB), Gazebo eliminates the need
to implement the system’s mathematical model, focusing solely on the con-
troller design. This approach ensures the simulator’s dynamics differ from the
controller’s assumptions, testing its stability under realistic conditions. Addi-
tionally, it provides a safe environment to validate the framework and enables
training for user studies without risking hardware damage. As cons, the shad-
ows’ absence makes the guided task more challenging removing depth references
for the user. In a real application, the shadows should help the users to identify
the distances directly from the camera PoV making the teleoperated task easier.

Moreover, the Gazebo simulator allows the definition of external distur-
bances on the simulated models and noises on the sensors’ plugins to get closer to
the real scenario. The controller is proven to be robust to both Gaussian noises
on IMU and sensors and wind disturbance as already discussed in Section 6.1.

7.2. Statistical Analysis

As previously explained, the simulation enables us to quickly and safely eval-
uate different control and feedback modalities with multiple users without the
risk of damaging a physical system. Here we delve into the discussion of the
results showcased in the previous section analysing their meaning and relevance.
We addressed the gap evidenced by the literature review about the scarcity of
haptic shared control teleoperation methods for interaction-based tasks with
UAMs. We have shown the possibility of developing an effective framework
making use of visual servoing and hybrid force–motion control to satisfy the
stringent task requirements from industrial tasks. These are the positioning of
the drone, exertion of pushing force, and implementation of sliding behavior,
which are all satisfactorily accomplished with minimal errors (as shown in Sec-
tion 5.2). To the best of authors’ knowledge this was the first time a parallel
force/vision controller with precise force tracking capabilities and positioning
in the image space has been applied to a complex omnidirectional tilting UAM
with an articulated arm.

Besides autonomous executions, the proposed control framework has been
used in teleoperation mode to test the possibility of including a human in the
loop. As can be seen from the experiments, performance in teleoperation mode
depends on the user performing the task, but results have shown satisfactory
behavior demonstrating the effective usability of the framework (as shown in
Sec. 5.3). Lastly, as the system and the task allow multiple aspects to be au-
tonomous or manually operated, we isolated teleoperation features into factors
and ran a human-subject study involving 20 participants. From these we can
assert that most of the statistically significant differences can be evidenced when
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the sliding feature is autonomous, denoting it as the most difficult to be accom-
plished by the user. Surprisingly, the presence of haptic feedback/guidance has
led to no significant differences in performance. The most plausible reason to
explain this is that 1) contact force information is not useful as force control
always keeps the E–E pressing against the wall, and 2) force guidance keeping
the E–E within the image influences a feature that the human can easily con-
trol. In summary, it does not add information about the status of the system
other than the ones that humans can already monitor/control. Future works
may concentrate on tests performed with a real platform on a more challenging
scenario, for instance, the inspection of curved surfaces (e.g. pipes).

7.3. Limitations and Errors Sources

The presented application required the resolution of several limitations high-
lighted in the literature review proposing innovations on both the software and
hardware sides. Some limitations and sources of errors, we tried to improve,
will be analyzed below.

7.3.1. Camera Shake and Platform Dynamics

Standard flat UAVs often rely on the virtual camera frame assumption [25,
26, 27] as already mentioned. It is impossible for them to directly track the
attitude in the image space and avoid disturbances given to the camera shakes
and oscillation. An initial solution could be the use of ad hoc gimbals including
more complexity and controllable DoFs. The proposed system benefits from the
omnidirectional capabilities of the aerial platform, which allow direct attitude
adjustments to maintain the target feature within the camera’s field of view
(FoV). This feature reduces the reliance on mechanical stabilization systems
such as actuated gimbals. However, residual platform oscillations can still affect
the camera feed. To mitigate this, the control architecture incorporates an
attitude stabilization loop, which minimizes vibrations and ensures smoother
visual feedback.

7.3.2. Field of View Limitations

The limited FoV of the onboard camera is a known constraint. To address
this, an image-based visual servoing (IBVS) approach was employed, dynami-
cally adjusting the UAV’s position and orientation to ensure continuous tracking
of the visual target. Predictive feature tracking algorithms further enhance sys-
tem robustness by compensating for scenarios where the target briefly exits the
FoV. This combination of hardware and software strategies minimizes disrup-
tions in visual feedback.

Moreover, an additional safety layer is given by the haptic device itself.
It continuously computes repulsive forces guiding the user to both remain in
the camera FoV and avoid marker occlusion. These repulsive forces physically
constrain the operator to guide the E-E in safe camera space positions.
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7.3.3. Lighting Conditions and the Role of Shadows

Lighting variations in industrial environments pose another significant chal-
lenge. The visual feedback system employs adaptive image preprocessing tech-
niques, such as histogram equalization and filtering, to improve the visibility of
features under varying illumination levels. A noteworthy limitation of the cur-
rent system, however, is the absence of shadows in the simulated environment.
While shadows can introduce noise in some applications, they often provide
valuable depth and orientation cues for operators during teleoperation tasks.
Their absence in the simulation likely increased task difficulty for human par-
ticipants, potentially affecting their performance during sliding tasks. In real
scenarios, shadows can aid in depth perception, potentially reducing such issues.
Nevertheless, the simulation may be slightly conservative in this respect, as our
model includes assumptions of uniform friction and wind conditions, which may
not fully account for every environmental factor in practical deployments.

7.3.4. Future Directions

Despite the measures implemented, the stability of visual feedback remains
an area for further development. Future improvements could include integrating
complementary sensor modalities, such as LiDAR or depth cameras, to provide
additional robustness against environmental variations. Furthermore, leverag-
ing advanced computer vision techniques, such as deep learning-based feature
recognition, could enhance system adaptability to rapidly changing environ-
ments.

By addressing these limitations, the system can be further optimized for real-
world deployment in dynamic industrial scenarios, improving both autonomous
and teleoperated task performance.

8. Conclusions

In the paper, we developed a semi-autonomous teleoperation control archi-
tecture to perform push–and–slide inspection tasks with a UAM, proposing a
parallel force/vision controller working alongside a human operator to ease task
accomplishment. We showcased the performance of our control architecture
during teleoperated and fully autonomous task execution and evaluated notable
metrics from a human-subject study performed with 20 participants, showing
statistically significant differences enabled by the activation of the autonomous
sliding feature. These results provide us with guidelines for the future design of
next-generation shared control teleoperated UAM systems for interaction tasks.

8.1. Future works

Moving forward, the methodology could be extended to enable effective in-
spection and interaction with non-vertical surfaces that are either convex or
non-convex, which are prevalent in real-world industrial environments. Such
tasks require advanced control strategies to maintain stability and precision
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during interaction, particularly when dealing with surfaces that impose vary-
ing normal directions or present complex geometries. This task will require ad
rolling probes and need to re-locate the camera sensor in a new configuration
mimicking the setup in [59].

One promising direction is the exploitation of the redundancy of the UAM
system to improve maneuverability and adaptability in these challenging sce-
narios. This can be achieved by planning in the null space of the UAM’s con-
figuration, allowing the system to prioritize interaction-related objectives while
simultaneously optimizing secondary tasks, such as collision avoidance or mini-
mization of energy consumption.

Additionally, the integration of real-time environment perception through
advanced sensing modalities, such as lidar or stereo cameras, combined with
adaptive motion planning, could enhance the system’s capability to navigate
and interact autonomously with complex geometries. This would be particularly
valuable for extending the proposed framework to autonomous inspection tasks
on irregular structures like turbine blades, curved pipelines, or other non-planar
surfaces.

Finally, incorporating machine learning techniques for adaptive control tun-
ing based on surface characteristics or operator preferences could further en-
hance the system’s usability and efficiency. This would enable a tailored re-
sponse for different industrial scenarios, ensuring that the UAM performs opti-
mally regardless of the task complexity or environmental conditions.

Appendix A. IBVS Stability Analysis

To analyze the stability of the controller in Section 4, we define two Lyapunov
functions V1(ese , ėse) and V2(eF , eIF ) considering that the parallel controller is
decoupled by the selection matrix P .

We want to recall that: ese = seD − se and ėse = ṡeD − ṡe represent the
position and velocity error in the image space; eF = f(t) − fdes(t) and eIF =∫
eF dt are the interaction force error and its integral; finally, K(·) is a symmetric

positive definite weighting matrix. It is possible to prove the stability of the two
controllers individually, neglecting the presence of the selection matrices [51].

Appendix A.1. Lyapunov Function analysis - IBVS stability

V1 =
1

2
e⊤seKPe

ese +
1

2
ė⊤se ėse (A.1)

V̇1 = e⊤s KPe
ės + ė⊤s ës,

ës = s̈D − s̈, and s̈D = 08, s̈ = KPe
es +KDe

ės,

V̇1 = e⊤s KPe
ės + ė⊤s (KPe

es +KDe
ės),

V̇1 = e⊤s KPe
ės − ė⊤s KPe

es︸ ︷︷ ︸
=0

−ė⊤s KDe
ės︸ ︷︷ ︸

≤0 always

.
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Appendix A.1.1. Discussion

We compute the time derivative of V1 = 1
2e

⊤
se
KPe

ese +
1
2 ė

⊤
se
ėse :

V̇1 = e⊤s KPe
ės + ė⊤s ës. (A.2)

Here, ës is the second derivative of the error, which is defined as:

ës = s̈D − s̈, (A.3)

where s̈D = 08 represents the desired acceleration, and s̈ is the actual accel-
eration of the system, retrieved substituting (20) and (21) in the manipulator
dynamics. From the inverse dynamic control algorithm and neglecting the se-
lection matrices P and P2 as already explained:

q̈ = uv → s̈ = KPe
es +KDe

ės.

Substituting this into (A.2) and (A.3), we get:

V̇1 = e⊤s KPe
ės − ė⊤s (KPe

es +KDe
ės). (A.4)

Expanding this expression yields:

V̇1 = e⊤s KPe
ės − ė⊤s KPe

es − ė⊤s KDe
ės = −ė⊤s KDe

ės. (A.5)

The term in the derivative is always non-positive, sinceKDe
is a positive-definite

matrix, and the term ė⊤s KDe
ės represents a quadratic form, always positive.

Thus, the overall derivative of the Lyapunov function V̇1 is guaranteed to be
less than or equal to zero. These conditions ensure that the system’s dynamics
are stable, with the Lyapunov function decreasing over time.

In the same hyperplane, we have ës = 08 → s̈ = 08 considering s̈D = 08.
For the previous proof ės → 08 and the closed loop system 08 = KP es converges
to zero if and only if es → 08. Thus the asymptotical stability is then proved.
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