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Chapter 1

Introduction

One of the earliest manifestations of robotics can be traced back to the 1950s, when Goertz built the first pair of mechanically linked manipulators for humans to handle radioactive material [6]. The mechanical connection between the two systems allowed the operator to naturally transmit her/his motions while receiving forces and vibrations through the connecting structure. Due to the limited distance required by mechanically connected systems, Goertz recognized the value of electrically coupled manipulators and laid the foundations of modern telerobotics and bilateral force-reflecting positional servos [7]. However, some years were needed to stably restore the desirable sense of touch in telerobotic systems, the main problem being the time delay introduced by electrical communication over long distances.

Despite this challenge, remotely operated robots have been used since then in many hazardous and safety-critical environments while their ‘intelligence’ has remained quite limited. On one hand, the reason behind this is the human-in-the-loop that provides the necessary ‘computation’ to effectively carry out the task. On the other hand, autonomously operating robots have not yet reached the level of reliability required by some safety-critical applications. This is the case, for instance, of nuclear environments or surgical settings where failures are not tolerated at all.

While full autonomy is still far from satisfying safety requirements in such robotic applications (especially in unknown environments), huge progress has been made in this field during the last decades. Inspired by these, new approaches fusing human intelligence with the precision and efficiency of autonomous robotic systems in the form of shared-control architectures have risen. Early forms of shared control were reported by Sheridan et al. in the
1960s who formalized a strategy for human operators to perform delayed remote manipulation tasks [8, 9]. Since then, the field has evolved slowly over the years and was established as an independent multi-disciplinary research field in the 1990s.

Despite the large amount of literature about shared control methods, some questions are still to be answered, for instance: Which requirements must a shared control architecture satisfy in order to be efficient in terms of task execution? What sensory feedback modalities can be exploited to let the system be intuitive for the user? How to guarantee the safety of the interacting system not degrading performances? The motivation behind the work presented in this thesis stems from the willingness to answer these questions. As such, the main goal is to develop shared-control methods suitable for safe, intuitive and efficient remote manipulation in hazardous and safety-critical environments.

1.1 Thesis Overview

This thesis presents the development of advanced shared-control methods for remote teleoperation of robotic systems. The proposed methods aim at enhancing the interaction between the human operator and the semi-autonomous robotic system with the ultimate goal of making it safer, more efficient and comfortable for the user.

Autonomous robots have rapidly evolved as a result of advances in hardware capabilities (e.g., more efficient sensors, computational power, etc.) and software architectures (e.g., vision-based/force control, machine learning, artificial intelligence, etc.). However, fully autonomous robots are still missing the robustness and the dependability needed to be reliably adopted in unknown/unstructured environments. As such, safety-critical tasks cannot be accomplished without the superior scene understanding and decision making capabilities of humans. In this scenario, autonomous control can be adopted in many different ways to assist the user instead of providing the robotic system with full autonomy. This is motivated by three main aspects: (i) increasing the efficiency by speeding up the task execution, (ii) ensuring the safety of the system interacting with humans, and (iii) improving the overall operator’s experience by decreasing her/his physical and cognitive workload.

To this end, the work presented in this thesis aims at developing effective semi-autonomous architectures that can assist the human operator in remotely controlling a robotic system which can be cumbersome to manually/directly control. Additionally, it explores different forms of informative feedback tech-
1.2. THESIS STRUCTURE

A brief outline of the thesis is given in the following.

Chapter 2 contains the basic knowledge about the control methodologies used in telerobotics and a general overview of the robotic systems used throughout this thesis as hardware testbeds. A review of the state-of-the-art techniques and shared-control architectures used in robotic teleoperation is given in Chapter 3.

The original contributions of this work, in the context of shared-control methodologies for remote telemanipulation tasks, are grouped into two parts according to the underlying robotic application: Part I contains shared-control methods suitable for remote operations in hazardous (nuclear) industrial environments, while Part II contains shared-control methods developed to operate at different scales in surgical settings.

1.3 Outline of Part 1

In Part I of the thesis, two main contributions are presented.

A shared-control architecture for a dual-arm robotic system is described in Chapter 4. The overall system is partially controlled by a human operator through a haptic device, while some degrees of freedom are autonomously regulated using a vision-based and collision avoidance control architecture. While remotely controlling the system, the user receives haptic cues that help in maintaining her/him motions compatible with the system constraints (collisions, joint limits, and singularities). The control architecture is explained in details, passivity is analyzed through port-Hamiltonian modeling of the system, experiments and a human-subject study are reported to show the performance improvements during a grasping task.

A task-prioritized shared-control architecture for redundant robots is proposed in Chapter 5. This extends the previous work to simultaneous accomplishment of \( n \)-tasks exploiting the robotic system redundancy. In this case, the user commands constitute one of the tasks in a task-prioritized control architecture, while the others are autonomously regulated to achieve a pre-programmed
behavior (supposed to help the operator in accomplishing the task). From a stability point of view, it is shown that conflicting tasks may generate energy in the system, thus proving that the overall bilateral teleoperation architecture may not be passive. An energy-tanks passivity-based controller is developed to render the system stable and thus safe for the user.

1.4 Outline of Part 2

In Part II of the thesis, three other contributions are presented.

An interactive virtual fixtures generation and adaptation method is proposed in Chapter 6. The problem of high task dependency of virtual fixtures is here tackled through the proposed methods. To give the user the possibility of interactively generating virtual fixtures for interaction tasks, a penalized spline regression algorithm is used to fit a set of recorded interaction points. After the generation, virtual fixtures can be semi-autonomously adapted and/or activated/deactivated on demand. These mechanisms result in a robotic system exhibiting variable impedance at the master side that may generate energy. A passivity-based controller exploiting the energy tanks concept is developed to keep the system safe.

A shared-control approach suitable for assisted needle grasping is proposed in Chapter 7. The problem of needle re-grasping in the middle of the suturing is addressed. To reduce the occurrence of this situation, an optimal needle grasping pose, which minimizes the possibility of coming across system constraints along the post-grasping trajectory, is calculated. The user is guided towards the optimal needle grasping pose through assistive haptic forces. Simulated and real experiments are proposed to assess the applicability of the developed method.

In Chapter 8, a novel laparoscopic tool is proposed that allows in-hand needle re-orientation. With respect to a standard tool, an additional degree of freedom introduces redundancy in the system. This can be autonomously exploited giving rise to a shared control architecture that increases the dexterity and helps avoiding the system constraints. Experiments are proposed to validate this idea.
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Chapter 2

Preliminaries

The work presented in this thesis builds upon some consolidated robotic methodologies developed during the last decades. In this chapter, an overview of these methods and theories is given to provide the reader with the necessary technical background to understand the successive chapters. Section 2.1 summarizes the telerobotics paradigm and give some basic definitions that are commonly employed in this field. Section 2.2 provides an overview of the haptics field with particular emphasis on Virtual Fixtures (VF), i.e. virtual constraints used to implement haptic guidance in telerobotic systems. Section 2.3 contains the main definitions and theorems of the passivity-based control approach and its realization through the energy tanks concept. Section 2.4 gives a brief overview of the task-prioritized control architecture for multi-task execution with redundant robots. Ultimately, Section 2.5 describes the hardware platforms and the simulation environments used in the work developed for this thesis.

2.1 Telerobotics

Telerobotics, literally meaning robotics at a distance (tele, which is derived from the Greek, means distant), represents one of the earliest robotics applications [10]. Motivated by the need to accomplish tasks in hazardous or different scale environments, researchers started to devise machines to be operated from remote sides. Initially, these machines were simply articulated mechanisms that physically implemented high-level planning or cognitive decisions made by the human operator. Practically, they were robots whose connection between the perception and action was represented by the user.
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Figure 2.1: Overview of a telerobotic system (adapted from [1]).

Technically speaking, a telerobotic framework is composed of two robotic systems placed on two different sides and connected through a communication channel (Fig. 2.1). The master (local) side is constituted by the human operator who operates the whole system through the master robotic interface, which is used to translate actions in commands and provides different forms of sensory feedback to the user. The slave (remote) side is constituted by the robotic system interacting and performing the task into the environment. As explained above, this separation between the two sides is usually required by environmental constraints, such as hazards or different scales. A mastred-slave system may encompass kinematically equal or dissimilar robots. In the case of kinematically equal robots, these can be connected at the joint level, i.e., each joint at the slave exactly reproduces the movement of the corresponding joint at the master. In this case, the two sides have the same workspace and do not allow clutching (temporary disconnection that allows shifting the two robots configuration). Kinematically dissimilar robots are, instead, commonly coupled at their tip (in the Cartesian space). In this case, inverse kinematics techniques are used to find the joint space configuration corresponding to the desired tip pose of the robotic system at the slave side [11].

The simplest telerobotic control architecture is named direct control in which the slave robot is programmed to follow the motions of the master, which is unilaterally positioned by the user. At the other extreme, the supervisory control architecture requires very high-level user’s commands while the slave robot is endowed with substantial intelligence to fulfill its function semi-autonomously. Between the two cases, lie a variety of shared control architectures, where some degree of autonomy or automated help is available to assist the user in accomplishing the task.

Human operators always require some form of feedback from the slave side to operate the system. Besides the essential visual displays, the most common form of feedback consists in forces rendered to the user through the
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When force feedback is present, the communication becomes fully bidirectional and such telerobotic systems are denoted as bilateral. Feedback signals can be directly measured by the slave robot or calculated by an intelligent algorithm. In the first case, usually, the term telepresence is used to indicate the degree of immersiveness of the operator in the remote environment. In the second case, intelligent algorithms may be employed to calculate and display to the operator some useful information that might help in accomplishing the task. A classical example is constituted by virtual fixtures (presented in Sect. 2.2) or virtual (augmented) reality techniques (an example application is given in Sect. 2.5).

In this thesis, this last design paradigm is highly employed to develop shared-control telerobotic systems that are, at the same time, easy, intuitive and safe for the human operator.

2.2 Haptics and Virtual Fixtures

The word haptics, believed to be derived from the Greek word haptesthai, means related to the sense of touch [12]. In the neuroscience and psychology research, haptics is the study of human sensing through touch, specifically via kinesthetic (force) and cutaneous (tactile) receptors, associated with perception and manipulation. In the robotics and virtual reality literature, haptics is broadly defined as real and simulated touch interactions between robots, humans, and real or simulated environments, in various combinations. To improve the human operator performance in teleoperation scenarios, haptic interfaces seek to re-create the compelling sensation that the operator is directly touching a real environment.

Although sensory feedback from the slave side might be successfully employed to make the operator realistically feel present in the remote environment, abstract perceptual information might be beneficial to carry out the task more successfully. In this respect, the most common methodology is based on the use of Virtual Fixtures (VFs), which generate the abstract perceptual overlay that guides the operator. This stems from the idea that “drawing a line with a ruler is usually straighter and faster and rely less on visual information” [13]. Besides enhancing the task performance, the ruler concept can be generalized and applied to protect against dangerous or destructive failures. In this way, the operator is relieved both mentally and physically in operating the system. Technically speaking, VFs (often also denoted as active constraints) are characterized by the geometry and by a constrain enforcement...
method [14, 15]. The geometry can be any $d-$dimensional ($d = 1, 2, 3$) form such as points, curves, surfaces, volumes. As for the constraint enforcement, it is possible to distinguish Guidance Virtual Fixtures (GVF) and Forbidden-Regions Virtual Fixtures (FRVF). The former help the user to follow a predetermined path (attractive behavior), while, the latter act as barriers (repulsive behavior) to enforce constraints on region of the workspace the user is forbidden to enter.

In this thesis, both GVF and FRVF are employed to provide the users with haptic guidance which enhances their performances and/or prevents coming across dangerous constraints. In Chapter 4 and 5, FRVF are employed to avoid encountering mechanical constraints of the robotic slave manipulator(s), during telerobotic maintenance tasks. In Chapter 6 and 7, GVF are used to perform precise surgical dissection tasks and to aid the needle grasping process, respectively, during robotic surgical procedures. However, it is worth to remark that the term haptic guidance is used to denote computed forces. This is done to make a clear distinction from the haptic feedback case in which forces measured at the slave side are conveyed to the operator.

2.3 Passivity Theory

Passivity-based control techniques became very popular in the last decades to ensure the safe behavior of a telerobotic system. The passivity paradigm is appealing since it allows an intuitive energetic characterization of the state of the system [16]. Practically, a passive system either accumulates or dissipates the energy supplied to it through its interface. This is more rigorously explained by the following definition.

**Definition 1 (Passivity)** A dynamical system

\[
\begin{align*}
\dot{x} &= f(x) + g(x)u \\
y &= p(x)
\end{align*}
\]  

(2.1)

where $x \in \mathcal{X}$ is the state, $u \in \mathcal{U}$ is the input, and $y \in \mathcal{Y}$ is the output of the system, is passive if there exists a continuously differentiable, positive semidefinite (lower bounded) function $V: \mathcal{X} \rightarrow \mathbb{R}^+$ such that

\[
V(x(t)) - V(x_0) \leq \int_0^t y(\tau)^T u(\tau) \, d\tau, 
\]  

(2.2)

or, equivalently, in derivative form

\[
\dot{V}(x(t)) \leq y^T u. 
\]  

(2.3)
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However, being a sufficient condition, sometimes enforcing passivity may result in designing overly conservative systems, while, on the contrary, this provides robustness guarantee with respect to uncertain and unmodelled dynamics. To overcome this limitation, a new control paradigm, denoted as energy-tanks passivity-based control, was more recently introduced [17]: it consists in endowing the system with an additional virtual energy storing element (the tank) that is used to implement the control action without violating the passivity property. This mechanism allows the system to behave less conservatively while assuring a passive and thus a safe behavior. Generally, from a mathematical point of view, the energy tank is associated with a storage function

\[ T(z) = \frac{1}{2} z^2, \]  

and its dynamics is chosen as

\[ \dot{z} = \frac{\phi}{z} L_f V - \frac{\gamma}{z} w, \]  

where \( z \in \mathbb{R} \) is the tank state, \( \phi \) and \( \gamma \) are variables used to enforce an upper bound on the energy stored, \( w = y^T u \) denotes the power associated with the control action \( u \) to be applied to the system in (2.1). The symbol \( L_f V \) denotes the Lie derivative of the function \( V(x) \) along \( f(x) \) direction, and, for physical systems, this represents the energy dissipated by the system. In summary, the tank accumulates the dissipated energy and keeps track of the energy potentially consumed by the control action \( u \). The storage function of the augmented system can be written as

\[ G(x, z) = T(z) + V(x). \]  

If \( y = g^T \frac{\partial V}{\partial x} \), it can be easily shown that the extended system (2.1)–(2.5) is passive with respect to the storage function (2.6) and input-output pair \((u, y)\) with a proper choice of the control variables \( \phi \) and \( \gamma \). Opportunistically choosing these control variables allows enforcing an upper bound of the stored energy. When the tank is depleted, only the actions \( u \) that make the tank energy to increase \((w < 0)\) are implementable on the system. A possible solution is to implement \( \alpha(z, u)u \) instead of \( u \) with \( \alpha(z, u) \) satisfying

\[ \begin{cases} \alpha(z, u) = 0 & \text{if } T(z) = 0 \& w > 0, \\ \alpha(z, u) = 1 & \text{otherwise} \end{cases} \]  

This passivity enforcing mechanism has been opportunely adapted and used throughout the work developed for this thesis.
Another appealing method to analyze the system behavior is to look at its *port-Hamiltonian* model. Formally, given a system, the associated port-Hamiltonian model can be expressed in the form

\[
\begin{aligned}
\dot{x} &= \left[ J(x) - R(x) \right] \frac{\partial V}{\partial x} + g(x) \, u \\
y &= g^T(x) \frac{\partial V}{\partial x}
\end{aligned}
\] (2.8)

where \( x \in \mathbb{R}^n \) represents the system state, \( V(x) : \mathbb{R}^n \to \mathbb{R} \) is the Hamiltonian function, namely the sum of the kinetic and potential energies of the system, \( J(x) = -J(x)^T \) represents the internal interconnection, \( R(x) \geq 0 \) the internal dissipation, \( g(x) \) the input matrix, \( u \) the system input, and \( y \) the system output. It is easy to show that for a port-Hamiltonian system (PHS) the following inequality holds

\[
u^T \dot{y} = \dot{V}(x) - \frac{\partial^T V}{\partial x} R(x) \frac{\partial V}{\partial x} \leq \dot{V}(x).
\] (2.9)

Equation (2.9) establishes the inherent passivity condition of a PHS with respect to the input-output pair \((u, y)\) with storage function \( V(x) \). Practically, when the evolution of the system can be described through a port-Hamiltonian model, the system is inherently passive with respect to the function \( V \) taken as a storage function.

### 2.4 Task Priorities

Consider a serial \( n \)-Degree-of-Freedom (DoF) manipulator. The robot configuration can be expressed by the vector of generalized coordinates \( q \in \mathbb{R}^n \). Consider then the operational (or task) space with coordinates denoted by \( x \in \mathbb{R}^m \). The robot is *redundant*, when \((n > m)\) is satisfied, *i.e.* the robot has more DoFs than the one necessary to perform the task.

A *task* can be expressed by a generic function of the system state \( \sigma(q) : \mathbb{R}^n \to \mathbb{R}^m \) such that \( \dot{\sigma} = J(q) \dot{q} \), with \( J(q) \in \mathbb{R}^{m \times n} \) being the task Jacobian, which maps velocities from joint space to the task space. Accomplishing a task means to bring \( \sigma(q) \) to a desired value \( \sigma^*(q) \). *Set-based tasks* are tasks satisfied in a set of valid values. More specifically, the desired values for \( \sigma(q) \) belong to a set, *i.e.* \( \sigma^* \in \mathcal{D} \). This generalizes *equality tasks* which have a specific valid value, *i.e.* \( \sigma^* = \sigma \). Joint limits and obstacle avoidance are classical examples of set-based tasks.
When the robot is an industrial manipulator, with low-level dynamic control loop faster than the kinematic one, joint velocity can be directly commanded, \( \dot{q} = u_c \). Defining the task error as follows \( \tilde{\sigma}_i = \sigma_i^* - \sigma_i \), and choosing the control input as \( u_c = J_i^\dagger \Lambda_i \tilde{\sigma}_i \), we have
\[
\dot{q} = J_i^\dagger \Lambda_i \tilde{\sigma}_i \tag{2.10}
\]
that lets \( \tilde{\sigma}_i \to 0 \) exponentially with minimum norm joint velocities. In (2.10), the symbol \( J_i^\dagger \in \mathbb{R}^{n \times r} \) denotes the Jacobian right Moore-Penrose pseudoinverse.

When multiple tasks need to be satisfied at the same time, a task-prioritized control architecture can be adopted. This allows accomplishing the primary task while trying to fulfill a number of hierarchically organized secondary tasks. In this case, the velocity control input chosen as \( u_c = \sum_{i \in T} P_{i-1} J_i^\dagger \Lambda_i \tilde{\sigma}_i \) yields
\[
\dot{q} = \sum_{i \in T} P_{i-1} J_i^\dagger \Lambda_i \tilde{\sigma}_i \tag{2.11}
\]
where \( T \) is the stack-of-tasks, i.e. an ordered set of \( r \in \mathbb{N} \) tasks, where the \( i \)-th element has task-space dimension \( r_i \), and \( \Lambda_i \in \mathbb{R}^{r_i \times r_i} \) is the diagonal and positive-definite \( i \)-th task gain matrix, \( \tilde{\sigma}_i \) is the \( i \)-th task space velocity, such that \( \tilde{\sigma}_i = J_i \dot{q} \) where \( J_i \in \mathbb{R}^{r_i \times n} \) denotes the \( i \)-th task Jacobian matrix and \( J_i^\dagger \in \mathbb{R}^{n \times r_i} \) its right Moore-Penrose pseudoinverse, i.e. \( J_i^\dagger = J_i^T (J_i J_i^T)^{-1} \), and \( P_i \in \mathbb{R}^{n \times n} \) is the \( i \)-th null-space projector (with \( P_0 = I_n \) being the \( n \times n \) identity matrix).

The \( i \)-th null space projector \( P_i \) in (2.11) can be computed either by using the augmented Jacobian of all higher priority tasks, i.e.
\[
\bar{J}_i = \begin{bmatrix} J_1 \\ \vdots \\ J_i \end{bmatrix} \quad P_i = \left( I_n - \bar{J}_i^\dagger \bar{J}_i \right), \tag{2.12}
\]
or the successive projection of Jacobians, i.e.
\[
P_i = \left( I_n - J_i^\dagger J_i \right), \quad P_i = P_1 \ldots P_{i-1}. \tag{2.13}
\]
Clearly, the \( i \)-th task is executed as long as the null-space of the \( i - 1 \)-th Jacobian matrix is not empty, i.e. \( \mathcal{N} (J_{i-1}) \neq \emptyset \) and \( P_{i-1} \neq 0 \). When \( \mathcal{N} (J_i) = \emptyset \) the corresponding null-space projector becomes \( P_i = O_{n \times n} \).

Stability properties of the system in (2.11) depend upon the tasks orthogonality/independence and the chosen null-space projection method, i.e. (2.12)
More precisely, two tasks $i$ and $j$ are said to be orthogonal when
\[ J_{s,i} J_{s,j}^\dagger = O_{r_i \times r_i} \]
while they are said to be independent when
\[ \rho(J_{s,i}^\dagger) + \rho(J_{s,j}^\dagger) = \rho\left( J_{s,i}^\dagger J_{s,j}^\dagger \right) \]
where $\rho(\cdot)$ denotes the rank function. Alternatively, it is possible to replace the Jacobian pseudoinverse in (2.12) or (2.13) by its transpose obtaining similar convergence results. A more comprehensive overview of task-prioritized control methods, as well as their stability properties, is given in [18].

When a task-prioritized robotic system interacts with the environment (or a user), the controlled systems in (2.11) becomes
\[
\dot{q} = \sum_{i \in T} P_{i-1} J_{s,i}^\dagger \Lambda_i \hat{\sigma}_i - \dot{q}_e
\]
(2.14)
where $\dot{q}_e$ is the exogenous velocity input due to the interaction, for instance calculated using an admittance control scheme [19].

## 2.5 Hardware and Software

Two robotic systems have been used as hardware testbeds in the work reported in this thesis; correspondingly, simulated scenarios have been realized to develop and test the proposed shared-control algorithms.

The first system, emulating industrial scenarios, is a dual-arm robotic system located at IRISA/INRIA Rennes, France (see Fig. 2.2a). The system is composed of two Adept Viper 6-DoF anthropomorphic robotic manipulators, namely the Adept Viper 650 and the Adept Viper 850, endowed with a camera.
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Figure 2.3: ICAROS Da Vinci Research Kit: (a) real and (b) simulated environments.

Figure 2.4: Master robotic platforms used as haptic interfaces: (a) Haption Virtuose 6D; (b) Force Dimension Omega 6; (c) dVRK Master Tool Manipulator; (d) Geomagic touch.

and a ROBOTIQ 2-finger gripper, respectively. The master-slave telerobotic system is completed by a haptic device that differs depending on the application scenario. More in details, the Haption Virtuose 6D Desktop interface (see Fig. 2.4a) has been used in the work described in Chapter 4 while the Force Dimension OMEGA-6 (see Fig. 2.4b) has been used in Chapter 5. Both haptic devices, used as master robots, provide gravity compensation and a Cartesian space control interface, in the sense that it is possible to read the position and set forces at the tip for haptic rendering. Thus, no kinematic/dynamic models are needed for control purposes. The kinematic model of the two Adept manipulators (see Fig. 2.5) has been used to develop the shared-control algorithms presented in Part I and to build the corresponding simulated environment (see Fig. 2.2b). Denoting with \( \mathbf{q} = [q_1, \ldots, q_6]^T \) the vector of the Viper arm generalized coordinates, the homogeneous transformation matrix\(^1\)

\[^1\text{Hereafter, we use the matrix notation } \mathbf{T}_a^b, \text{ where the superscript } a \text{ denotes the frame in} \]
\( T_\mathcal{E}^B(q) \in SE(3) \), representing the pose of the Adept Viper end-effector frame \( \mathcal{E} : \{O_e; x_e, y_e, z_e\} \) with respect to the base frame \( B : \{O_b; x_b, y_b, z_b\} \), can be easily computed applying the standard Denavit-Hartenberg (DH) convention to the kinematic chain \( \{J_1, \ldots, J_6\} \) of Fig. 2.5. Table 2.1 and 2.2 contain the DH parameters of the Viper 650 and the Viper 850, respectively.

The second system is the da Vinci Research Kit (dVRK) of the University of Naples Federico II, located at the ICAROS Center (see Fig. 2.3a). The dVRK is an open-source robotic platform obtained from the first-generation which vector components are expressed, the subscript \( b \) the current frame (e.g., \( T_\mathcal{E}^B \) denotes the pose of the end-effector frame expressed in the base frame).

### Table 2.1: DH parameters of the Adept Viper 650

<table>
<thead>
<tr>
<th>link</th>
<th>joint</th>
<th>( a_i[m] )</th>
<th>( \alpha_i[\text{rad}] )</th>
<th>( d_i[m] )</th>
<th>( \theta_i[\text{rad}] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>R</td>
<td>0.075</td>
<td>(-\pi/2)</td>
<td>0.335</td>
<td>( q_1 )</td>
</tr>
<tr>
<td>2</td>
<td>R</td>
<td>0.270</td>
<td>0</td>
<td>0</td>
<td>( q_2 )</td>
</tr>
<tr>
<td>3</td>
<td>R</td>
<td>0.90</td>
<td>(-\pi/2)</td>
<td>0</td>
<td>( q_3 + \pi )</td>
</tr>
<tr>
<td>4</td>
<td>R</td>
<td>0</td>
<td>( \pi/2 )</td>
<td>0.295</td>
<td>( q_4 )</td>
</tr>
<tr>
<td>5</td>
<td>R</td>
<td>0</td>
<td>(-\pi/2)</td>
<td>0</td>
<td>( q_5 )</td>
</tr>
<tr>
<td>6</td>
<td>R</td>
<td>0</td>
<td>0</td>
<td>0.08</td>
<td>( q_6 )</td>
</tr>
</tbody>
</table>
Intuitive Surgical System, endowed with open controllers and software developed at Johns Hopkins University LCSR and Worcester Polytechnic Institute AIM Lab [20]. The full dVRK consists of two/three Patient Side Manipulators (PSMs) and one Endoscopic Camera Manipulator (ECM) constituting the slave side, and two Master Tool Manipulators (MTMs) (see Fig. 2.4c), acting as master robots. For the work developed in this thesis, the MTMs use an impedance control interface developed using the robot dynamic parameters identified in [21]. The kinematic model of the slave robots, in the form of DH parameters, is given in Tables 2.3, 2.4 and 2.5. The PSMs are mounted on a Setup Joint (SUJ) that allows manual spatial positioning of PSMs and ECM bases. The SUJ is an articulated structure composed by three or, in the newest versions, four arms. The two PSMs are located at the end of two 6-DoF arms (indicated hereafter as SUJ-PSMs) while the ECM is located at the end of a 4-DoF arm (SUJ-ECM). All the robotic arms in the SUJ are not actuated by motors but it is possible to control breaks in each joint and read the angular position using potentiometers [22]. Denoting with \( q_{sp} = [q_{sp,1}, \ldots, q_{sp,6}] \) the vector of the SUJ-PSMs arms generalized coordinates, the homogeneous transformation matrix \( T_{AP}^{B}(q_{sp}) \in SE(3) \), representing the pose of the SUJ-PSMs end-effector frame \( A_P : \{O_{ap}; x_{ap}, y_{ap}, z_{ap}\} \) with respect to the base frame \( B : \{O_b; x_b, y_b, z_b\} \), can be easily computed applying the standard DH convention to the kinematic chain \( \{J_1, \ldots, J_6\} \) of Fig. 2.6 (see Table 2.3 where \( a_2 = 0.58 \) m, \( a_3 = 0.56 \) m and \( d_4 = 0.425 \) m). Moreover, denoting with \( q_{se} = [q_{se,1}, \ldots, q_{se,4}] \) the vector of the SUJ-ECM arm generalized coordinates, the pose of the SUJ-ECM end-effector frame \( A_E : \{O_{ae}; x_{ae}, y_{ae}, z_{ae}\} \) with respect to the base frame \( B : \{O_b; x_b, y_b, z_b\} \), defined by the homogeneous transformation matrix \( T_{AE}^{B}(q_{se}) \in SE(3) \), can be computed considering only the first four rows of Table 2.3. Notice that, two constant homogeneous transformation matrices \( T_{BP}^{AP} \in SE(3) \) and \( T_{BE}^{AE} \in SE(3) \) must be considered to complete the kinematics description, providing the transfor-

<table>
<thead>
<tr>
<th>link</th>
<th>joint</th>
<th>( a_i [m] )</th>
<th>( \alpha_i [\text{rad}] )</th>
<th>( d_i [m] )</th>
<th>( \theta_i [\text{rad}] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>R</td>
<td>0.075</td>
<td>(-\pi/2)</td>
<td>0.335</td>
<td>( q_1 )</td>
</tr>
<tr>
<td>2</td>
<td>R</td>
<td>0.365</td>
<td>0</td>
<td>0</td>
<td>( q_2 )</td>
</tr>
<tr>
<td>3</td>
<td>R</td>
<td>0.90</td>
<td>(-\pi/2)</td>
<td>0</td>
<td>( q_3 + \pi )</td>
</tr>
<tr>
<td>4</td>
<td>R</td>
<td>0</td>
<td>( \pi/2 )</td>
<td>0.405</td>
<td>( q_4 )</td>
</tr>
<tr>
<td>5</td>
<td>R</td>
<td>0</td>
<td>(-\pi/2)</td>
<td>0</td>
<td>( q_5 )</td>
</tr>
<tr>
<td>6</td>
<td>R</td>
<td>0</td>
<td>0</td>
<td>0.101</td>
<td>( q_6 )</td>
</tr>
</tbody>
</table>
Figure 2.6: SUJ kinematic description.

Each PSM is a 7-DoF actuated arm, which moves a surgical instrument about a Remote Center of Motion (RCM), i.e., a fixed fulcrum point that is invariant with respect to the configuration of the PSM joints [23, 21]. The first 6 DoFs correspond to Revolute (R) or Prismatic (P) joints, combined in a RRPRRR sequence. The last DoF corresponds to the opening and closing motion of the gripper. The homogeneous transformation matrix $T_{BP}^{G}(q) \in SE(3)$ (where $q = [q_{p,1}, \ldots, q_{p,6}]$) is the vector of the PSM generalized co-

<table>
<thead>
<tr>
<th>link</th>
<th>joint</th>
<th>$a_i[m]$</th>
<th>$\alpha_i[rad]$</th>
<th>$d_i[m]$</th>
<th>$\theta_i[rad]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>P</td>
<td>0</td>
<td>0</td>
<td>$q_{se,1}$</td>
<td>$-$</td>
</tr>
<tr>
<td>2</td>
<td>R</td>
<td>$a_2$</td>
<td>0</td>
<td>$-q_{se,2}$</td>
<td>$-$</td>
</tr>
<tr>
<td>3</td>
<td>R</td>
<td>$a_3$</td>
<td>0</td>
<td>$-q_{se,3}$</td>
<td>$-$</td>
</tr>
<tr>
<td>4</td>
<td>R</td>
<td>0</td>
<td>$-\pi/2$</td>
<td>$-d_4$</td>
<td>$q_{se,4}$</td>
</tr>
<tr>
<td>5</td>
<td>R</td>
<td>0</td>
<td>$\pi/2$</td>
<td>$-$</td>
<td>$q_{se,5}$</td>
</tr>
<tr>
<td>6</td>
<td>R</td>
<td>0</td>
<td>0</td>
<td>$-$</td>
<td>$q_{se,6}$</td>
</tr>
</tbody>
</table>
ordinates), representing the pose of the gripper frame $G : \{O_g; x_g, y_g, z_g\}$ with respect to the base frame $BP : \{O_{bp}; x_{bp}, y_{bp}, z_{bp}\}$, can be easily computed by choosing the origin of frame $BP$ in the RCM point and applying the standard DH convention to the kinematic chain $\{J_1, \ldots, J_6\}$ of Fig. 2.7 (see Table 2.4, where $a_5 = 0.0091$ m).

The ECM is a 4-DoF actuated arm, which moves the endoscopic camera about the RCM through revolute and prismatic joints, combined in a RRPR sequence. The homogeneous transformation matrix $T_{BC}^{EC}(q_e) \in SE(3)$ (where $q_e = [q_{e,1}, \ldots, q_{e,4}]$), representing the pose of the camera frame $C = \{O_c; x_c, y_c, z_c\}$ with respect to the base frame $BC = \{O_{bc}; x_{bc}, y_{bc}, z_{bc}\}$, can be easily computed by choosing the origin of frame $CB$ in the RCM point and applying the standard DH convention to the kinematic chain $\{J_1, \ldots, J_4\}$ of Fig. 2.7.

Table 2.4: DH parameters of the PSM

<table>
<thead>
<tr>
<th>link</th>
<th>joint</th>
<th>$a_i [m]$</th>
<th>$\alpha_i [\text{rad}]$</th>
<th>$d_i [m]$</th>
<th>$\theta_i [\text{rad}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>R</td>
<td>0</td>
<td>$-\pi/2$</td>
<td>-</td>
<td>$\theta_{p,1}$</td>
</tr>
<tr>
<td>2</td>
<td>R</td>
<td>0</td>
<td>$-\pi/2$</td>
<td>-</td>
<td>$\theta_{p,2}$</td>
</tr>
<tr>
<td>3</td>
<td>P</td>
<td>0</td>
<td>0</td>
<td>$q_{p,3}$</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>R</td>
<td>0</td>
<td>$\pi/2$</td>
<td>-</td>
<td>$q_{p,4}$</td>
</tr>
<tr>
<td>5</td>
<td>R</td>
<td>$a_5$</td>
<td>$-\pi/2$</td>
<td>-</td>
<td>$\theta_{p,5}$</td>
</tr>
<tr>
<td>6</td>
<td>R</td>
<td>0</td>
<td>$-\pi/2$</td>
<td>-</td>
<td>$\theta_{p,6}$</td>
</tr>
</tbody>
</table>
Both systems have been re-created in simulation using V-Rep (now Coppelia Sim) [24]. V-Rep is a robotic simulator based on a distributed control architecture. Each object/model can be individually controlled via an embedded script, a plugin, a ROS or BlueZero node, a remote API client, or a custom solution. Simulation programs can be written in C/C++, Python, Java, Lua, Matlab or Octave. The development of the simulated environment for the dVRK has been published in [5, 25, 26]. More in details, in [5] the dVRK simulator (illustrated in Fig. 2.3b), was preliminarily presented. The simulated setup includes the kinematic model of the SUJ, PSMs, ECM, the cameras and the interface with the ROS framework. In addition to this, example simulation scenes were proposed to demonstrate the potential bene-

Table 2.5: DH parameters of the ECM

<table>
<thead>
<tr>
<th>link</th>
<th>joint</th>
<th>(a_i) [(m)]</th>
<th>(\alpha_i) [(rad)]</th>
<th>(d_i) [(m)]</th>
<th>(\theta_i) [(rad)]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>R</td>
<td>0</td>
<td>(-\pi/2)</td>
<td>(-\pi/2)</td>
<td>(-\pi/2)</td>
</tr>
<tr>
<td>2</td>
<td>R</td>
<td>0</td>
<td>(-\pi/2)</td>
<td>(-\pi/2)</td>
<td>(-\pi/2)</td>
</tr>
<tr>
<td>3</td>
<td>P</td>
<td>0</td>
<td>0</td>
<td>(q_{e,3})</td>
<td>(q_{e,3})</td>
</tr>
<tr>
<td>4</td>
<td>R</td>
<td>0</td>
<td>0</td>
<td>(d_4)</td>
<td>(q_{e,4})</td>
</tr>
</tbody>
</table>
2.5. HARDWARE AND SOFTWARE

Figure 2.9: Training and suturing scene setup. Two examples of training tasks: (a) peg on board; (b) pick and place. Augmented reality suturing scene: (c) wound registration; (d) stitches planning and execution.

Extended functionalities were provided to the open-source da Vinci simulator in [25]. In particular, a low-cost version of the Master surgeon console was created to teleoperate the simulated robot and immerse the user in the virtual environment. For the purpose, a pair of Geomagic Touch\(^2\) haptic devices and an Oculus Rift\(^3\) virtual reality headset have been employed.

The pair of Geomagic Touch haptic interfaces (see Fig. 2.4d) have been used to emulate the pair of MTMs (see Fig. 2.4c), while the binocular vision

---

\(^2\)https://www.3dsystems.com/haptics-devices/touch

\(^3\)https://www.oculus.com/
is replicated through the use of the Oculus Rift. Aside from teleoperating the
PSMs through the motion of the Geomagic stylus, this setup allows the user
to freely move the Head-Mounted Display (HMD) and to directly control the
ECM through the head movements, with a resulting fully immersive experi-
ence that also extends the capabilities of the real robotic system, as the camera
view changes in a more intuitive way. As a result, the da Vinci Master console
is emulated in a low-cost and easy-to-access fashion, thus realizing a portable
da Vinci simulated system (see Fig. 2.10). For this purpose, pose and velocity
measurements of the Oculus HMD are acquired through the Constellation po-
sitional tracking system, and used to build, through geometric considerations,
the 6D velocity vector $v_C$ of the endoscopic camera in its frame $C$. The corre-
sponding $6 \times 4$ Jacobian matrix $J_C$, reconstructed from the direct kinematics,
is used to map the camera motion to the ECM 4D joint velocity vector $\dot{q}_e$.
However, since the ECM is a 4-DoF RRPR manipulator, only 4 out of the
6 Cartesian velocity space dimensions can be assigned. Therefore, alternate
control of (i) the camera orientation, through the three revolute joints of the
arm and of (ii) the position along the longitudinal axis of the arm, through the prismatic joint of the arm, is implemented.

Analogously, pose and velocity measurements of the Geomagic stylus, held by the user, are retrieved from the joint encoders of the Geomagic device, to build the 6D velocity vector $\dot{v}_G$ of the PSM gripper expressed in its frame $G$, through twist matrix transformations. Each Geomagic Touch device is a 6-DoF haptic interface equipped with joint encoders that measure the full pose of the Haptic Interface Point (HIP) of the stylus held by the user (see Fig. 2.4d). The device also provides force feedback along 3 DoFs to reproduce physical contacts with virtual objects. The corresponding Jacobian matrix $J_G$ is computed in the gripper frame $F_G$, reconstructed from the direct kinematics. Mapping the motion of the gripper to the corresponding PSM joint velocity vector $\dot{q}_p$ is done through Jacobian matrix inversion.

To cope with the geometrical heterogeneity between master and slave robots (see Sect. 2.1), one of the stylus buttons is used to implement a clutch-based mechanism, to enable/disable the teleoperation of the slave with the master device upon the explicit command of the user. This allows relocating the stylus of the Geomagic in a more favorable configuration when the workspace limits of the device are reached. The complete software architecture is shown in Fig. 2.11a. To show the effectiveness of the simulator, a pick-and-place simulated training scenario is developed, considering a set of small rigid objects to be grasped and placed in three different cups on a table, while observing the scene from the endoscopic camera (Fig. 2.11b). Haptic feedback and guidance techniques are implemented to provide the user with environmental contact awareness and to easy the reach-to-grasp phase 2.11c.

This simulator has been also presented to the Maker Faire 2018 of Rome, and has been tested by several non-expert users. A comprehensive video, showing users performing the simulation described above, along with the source code of the simulator, can be found at the following link: http://www.diag.uniroma1.it/~labrob/research/portableDaVinci.html.

Finally, in [26], integration of advanced surgical instruments into the developed dVRK simulator was carried out. More specifically, the MUSHA hand [29, 30] and a novel needle holder with in hand rolling capabilities [31] (presented in Chapter 8) have been integrated. Moreover, simulation of deformable tissue interaction have been realized using the external Bullet dynamic simulation engine$^4$.

$^4$https://pybullet.org/wordpress/
Chapter 3

State-of-art

Every robotic system, even the most autonomous, is operated by humans and/or used to fulfill a certain human need. Hence, the interaction between humans and robots, albeit minimal, is unavoidable. The field of study dedicated to understanding, designing, and evaluating robotic systems for use by or with humans is Human-Robot Interaction (HRI) [32]. A general overview of this field, with particular emphasis on safety and dependability, is given in [33].

Interaction, by definition, requires communication between the machine and its users. Different forms of communication are usable depending on the underlying applications, which may require from social to physical interaction. When dealing with shared-control robots, one is more concerned about physical interaction between a human and a robot. Physical interaction may take several forms and it is denoted as proximate when the human and the robot are in close proximity to each other, otherwise it is denoted as remote.

In shared control applications, autonomy constitutes a mean rather than the goal and its level varies widely from one application to another. Different descriptions of the levels of autonomy were proposed in the literature. The oldest and most widely adopted classification of autonomy levels in robotics is by Ferrell et al. whose scale ranges from the robotic system being fully commanded by an operator to being completely autonomous [34]. While for autonomous vehicles [35] levels of automation for on-road vehicles are well-defined [36], yet no such definitions exist for assistive robots. A taxonomy has recently been published with a special emphasis on the surgical robotics scenario [37]. Surgical robotic systems constitute the most prominent example of shared-control robots that operate in safety-critical environments and may
exhibit different levels of autonomy to actively assist the surgeon. Six levels of autonomy have been identified in the above-mentioned taxonomy, i.e.

- **Level 0**: No autonomy. This level includes teleoperated robots that faithfully respond to and follow the user’s command.

- **Level 1**: Robot assistance. The robot provides some mechanical or virtual guidance during a task while the human has continuous control of the system. Examples include surgical robots with virtual fixtures (or active constraints).

- **Level 2**: Task autonomy. The robot is autonomous for specific tasks initiated by a human. The difference from Level 1 is that the operator has discrete, rather than continuous, control of the system. An example is surgical suturing – the surgeon indicates where a running suture should be placed, and the robot performs the task autonomously while the surgeon monitors and intervenes as needed [38].

- **Level 3**: Conditional autonomy. A system generates task strategies but relies on the human to select from among different strategies or to approve an autonomously selected strategy. This type of robot can perform a task without close oversight.

- **Level 4**: High autonomy. The robot can make decisions but under the supervision of a qualified user. A surgical analogy would be a robotic resident, who performs the surgery under the supervision of an attending surgeon.

- **Level 5**: Full autonomy. At this level, no human is needed.

The choice of the autonomy level depends on the task and on the environment. Safety-critical tasks in unstructured environments require the human to be constantly in control of the system (Level 0 to 2). On the contrary, in a highly-structured environment, the robot may exhibit higher autonomy thus limiting the user interventions (Level 3 to 6).

In some robotics applications, a seamless adaptation of the robot autonomy level is desirable. For instance, in human-robot collaborative scenarios, the robot may vary its impedance accounting for the human operator motion intentions estimation [39]. A review of intent detection, arbitration, and feedback in shared-control scenarios is presented in [40]. Autonomy can be adapted by resorting to a principled human-robot mutual adaptation formalisms [41, 42, 43],
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or by developing mathematical and game-theoretic models of the collaboration [44, 45, 46, 47].

In the next sections, an overview of the related works in different areas involved in remote human-robot interaction is given. In detail, the most widely adopted teleoperation control architectures are summarized in Sect. 3.1. In Sect. 3.2 haptic feedback and guidance methods are reviewed. Stability and passivity enforcing controllers developed in the past are given in Sect. 3.3. Finally, the limitations of the currently adopted methods are analyzed in Sect. 3.4.

3.1 Teleoperation Control Architectures

In remote human-robot interaction applications, commonly denoted as telerobotics, classically the control architectures corresponding to different levels of autonomy have been grouped into three classes: direct control, shared-control and supervisory control [10].

Direct control implies no intelligence or autonomy in the system so that all slave DoFs are directly controlled by the user via the master interface. The first direct control telerobotic system was built by Goertz in the 1950s and was constituted by a pair of mechanically linked manipulators [6]. Electrically coupled manipulators laid the foundations of modern telerobotics and bilateral force-reflecting positional servos [7]. The Central Research Laboratory model M2 of 1982 was the first telerobotic system which realized force feedback while separating master and slave electronics. After that, several systems were developed mostly driven by nuclear [48] and space applications [49]. Throughout the 1980s and 1990s, as nuclear power activities began to decline, interests expanded into new areas including minimally invasive surgery [50, 51, 52, 53, 54], and undersea operations [55, 56, 57, 58, 59]. At the beginning of the 1960s the effects of time delay on bilateral teleoperation started to become a topic of research [8, 60]. To cope with this problem the concept of supervisory control was introduced [34] combining local sensory feedback, predictive displays, and teleoperation [61] and inspired the next years of development in the field.

In supervisory control, the user commands and feedback occur at a higher level [62, 63]. The connection is looser and the slave has to rely on a stronger local autonomy to refine and execute tasks. In general, supervisory control techniques focus on shifting more and more autonomy and intelligence to the robotic system. Supervisory control has been used in space applications with
large communication delays giving rise to the telesensor programming approach, characterized as a task-level programming technique, and simulation-based teaching by showing approaches [64, 65]. In essence, the operators interact with a complex simulation of the robot and remote environment, in which they can test and adjust tasks. The tasks, consisting of robot and environment signals and configuration parameters, are then uploaded to the remote site where the robot performs.

*Shared control* is comprehensive of all the intermediate levels in which the slave motion is controlled by a combination of direct user commands and local sensory feedback or autonomy [66]. It tries to combine the basic reliability and sense of presence achievable by direct control with the intelligence and possible safety guarantees of autonomous control [67, 68]. This may occur in various forms. For example, the slave robot may need to correct motion commands, regulate subsets of joints or subtasks, or overlay additional commands. One may also want the slave to assume control of subtasks, such as maintaining a grasp over long periods of time [69]. In robotic surgery applications, shared control has been proposed to compensate for beating heart movements. The sensed heart motion is overlaid on the user commands, so the surgeon can operate on a virtually stabilized patient [70]. In [71], a formal analysis of human-robot cooperative load transportation is presented. Three different possibilities for the assignment of the task effort are proposed.

Shared control architectures have been developed for teleoperation of multi-robot systems where the level of complexity demands designing intuitive and effective interaction interfaces. In [72] a survey about advances in human-robot team interaction with special attention devoted to control sharing methodologies is presented. Control sharing design, human behavior modeling, level of autonomy and human-machine interfaces are identified. Several architectures have been proposed in the past following this paradigm [73, 74, 75, 76, 77, 78, 79].

More recently, machine learning and intention estimation-based methods have allowed the development of new forms of control sharing [80]. Rakita et al. proposed a control method that moves a bimanual robotic system to mimic the operators arm movements, providing on-the-fly assistance to help the user complete tasks more easily [81]. Learning from demonstration can be used to learn models of the task and to provide contextualized assistance to the operator in a structured manner [82, 83, 84]. This mechanism can be used to online determine the level of autonomy by evaluating the confidence of the automation and of the user [85, 86].
The communication between the human operator and the telerobotic system is a crucial aspect when designing a shared control system. Communication can occur at several levels. The most used form of communication in telerobotics is haptics where the exchange of forces can provide the user with useful information about the status of the robotic system. Besides informing about the system status, haptic guidance can be used to create expert-in-the-loop telerobotic surgical training systems [87]. Shared control using haptic communication has largely demonstrated to be effective for performance enhancement and training in virtual environments [88]. However, it must be properly designed and tuned to be effectively exploited [89, 90, 91].

3.2 Haptic Feedback and Guidance

In telerobotics, haptic feedback is provided to the human operator through kinesthetic and cutaneous stimuli. Kinesthetic stimuli provide humans with information about the applied forces and torques at the slave side sensed through appropriate sensors. Cutaneous stimuli are felt by mechanoreceptors in the skin and provide the user with information about the local properties of objects such as shape, edges, and texture [92, 93]. A wide variety of haptic devices have been proposed over the years for providing the user with the desired haptic experience of the remote environment. They range from the more conventional kinesthetic and cutaneous devices [94] to the less popular touchable [95] or even ultrasound [96] variations. In addition to information feedback, virtual stimuli, in the form of haptic guidance, are renderable through haptic interfaces.

A particular implementation of haptic guidance-based shared-control architectures is the use of VFs [13, 15, 14]. Virtual elements, such as virtual surfaces, virtual velocity fields, guide tubes, or other appropriate objects, are superimposed to provide contextualized assistance for the user. These fixtures can help the operator to perform tasks by restricting the movement into predefined regions and/or along desired paths. Control is thus shared at the master side, taking advantage of pre-knowledge of the system or of the task to modify the user’s commands and/or to combine them with autonomously generated signals [88].

Technically, a VF is described by the geometry and the constraint enforcement method (as explained in Sect. 2.2). The design of effective VFs requires information about the task and the environment in which the task must be performed. This information can be retrieved through vision-based
techniques, force sensors or using a combination of both [97, 98, 99, 100, 101, 102, 103, 104, 105, 106]. One of the greatest limitation of VFs is that they are highly task-dependent and typically inflexible to changes in the environment. This motivated research in the direction of VFs adaptation mechanisms [107, 108, 109]. A novel dynamic virtual fixture to enhance the surgical operation accuracy of admittance-type medical robotics in the deforming environment is proposed in [110]. Additionally, virtual constraints have usually been rendered through spring-like forces that accumulate potential energy when the constraint is violated. To prevent the sudden release of such energy, some studies have focused on the development of frictional constraints [111, 112, 113, 109]. Other approaches exist to virtual fixtures rendering, such as hierarchical optimization [114].

In robotic surgery, a robot embedding VFs control (ACROBOT) has been used to accurately machine knee bones to allow the fitting of prosthetic knee implants [115]. On this line, several other works tried to extend the use of this guidance modality to more sophisticated tasks/environments, such as percutaneous needle insertion or suturing, by integrating collision avoidance, anatomy-based constraints and joint limits [116, 117, 118, 119]. The implementation of the virtual fixture assistance on a dVRK and the results of a user study to compare the performance of VFs assistance and freehand teleoperation in both needle passing and knot tying suturing sub-tasks is given in [120]. VFs have been used to construct expertise-oriented training platforms for robotic-assisted minimally invasive robotic surgery [121, 122] or to create virtually stabilized environments for robotic beating heart surgery [123, 124]. Several recent studies highlighted the challenges and the benefits of the use of haptics in robotic surgery [125, 126, 127, 128] and its implications on human factors relevant to cooperative scenarios [129].

Current work is going in the direction of human-robot cooperative control combining features such as active constraints, machine learning and automated movements [84, 130, 131, 132, 133, 134, 135]. The development of advanced sensors that can retrieve environmental information, such as anatomical constraints, has opened the possibility of online interactive VFs generation and control [105, 136, 137, 138, 139].

### 3.3 Stability and Passivity-based Control

The main issue when designing bilateral teleoperation architectures is the stability of the closed-loop system. In designing the bilateral controller, a classic
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Engineering trade-off between transparency and stability is unavoidable, since transparency must often be reduced in order to guarantee stable operation in the wide range of environment impedances [140, 141]. Enforcing stability has actually motivated the development of many different control schemes over the past decades, especially to overcome the time delay problem [142]. A thorough survey of control solutions proposed in the literature to counteract these issues is available in [143].

Among others, the passivity-based control paradigm has been widely adopted to design stable teleoperators [144]. Passivity-based control has been used in various forms to guarantee the safe behavior of telerobotic systems. Example of applications include multi-robot systems with multi-task specifications controlled by a human operator [145], variable impedance controllers [146], contact adaptation in unknown environments [147]. Scattering-based controllers render passive the communication channel by emulating the behavior of an electrical lossless transmission line [148, 149]. Several variations of this scheme have been proposed in the literature, e.g. adding energy balance monitoring [150]. Damping injection is an essential component in passivity-based control of manipulators that allows obtaining asymptotic stability [151]. However, enforcing a passive behavior may result in over-conservative control design since the closed-loop performance depends on the knowledge of model parameters, whose values are needed in order to find the added damping value.

To overcome this limitation, the energy tanks-based control approach (see Sect. 2.3) has been proposed and adopted in several applications [152, 78, 153, 154]. The goal is to achieve maximal system performance and simultaneously show passive behavior regardless of the operating conditions and uncertainties. To achieve this, the amount of dissipated energy accumulated over time is stored and reused to implement potential passivity violating actions. Based on this concept, the two-layer approach [155] guarantees stable behavior of bilateral teleoperation systems splitting the control architecture into two hierarchical layers: the top layer is used to implement a strategy that addresses the desired transparency, and the lower layer ensures that no virtual energy is generated.

The Passive-Set-Position-Modulation (PSPM) framework is another notable approach that enables to connect the robot position to a sequence of slowly updating/sparse set-position signal via the simple spring coupling with damping injection, while enforcing passivity of the closed-loop robotic system [156]. The PSPM modulates the original set-position signal in such a way
that the modulated signal is as close to the original signal as possible (i.e.,
maximum information recovery for better performance), yet only to the extent
permissible by the available energy in the system (i.e., passivity constraints).

Another approach to enforcing a passive behavior of the teleoperation sys-
tem while keeping desired system performances is the time domain passivity
control approach [157, 158, 159, 160]. The method injects variable damping
without any knowledge of model information to reduce conservatism. This
idea has been extended via dissipative energy redirection to increase assistive
control fidelity [161].

3.4 Limitations

Despite the large number of solutions proposed in the past, to develop a nat-
ural and efficient, yet safe and dependable, human-robot interface for shared-
control systems is nontrivial.

The key problem in the design of shared-control architectures is the high
task dependence: shared-control strategies are usually specific to the appli-
cation domain and require an accurate model of the task to be performed.
Being model-based techniques, changes in the task to be performed require
substantial strategy modifications leading to interruptions and tedious setting
up times. As such, the development of general sensor-based control methods
and algorithms, combining several features, or allowing human-driven strat-
ey correction is highly desired. For this reason, the design of shared control
strategies is still an active research field whose aim is the development of the
next generation collaborative robotic systems.

Moreover, the challenge of combining the strengths of a human operator
(perception, situational awareness, experience, judgment) with the strengths
of automation (accuracy, speed, inexhaustibility) requires new interfaces with
intuitive communication between humans and robots. Haptic guidance con-
stitutes one of the most promising communication means, however it must
be properly designed and tuned to be effectively exploited. In the past, re-
searchers have rarely addressed the evaluation of the user’s comfort when op-
erating haptic-based shared-control robots. In this view, how to design an in-
tuitive and efficient assistive haptic interface is still an open question in many
shared control applications.

As advanced shared control techniques are being developed, these require
novel control methodologies that assure a safe behavior of the system. For in-
stance, the availability of datasets and the leveraging of machine learning tech-
niques will enable, in the near future, enhanced flexibility of shared-control systems that will be capable of providing contextual or personalized assistance and seamless adaption of the autonomy level. However, this desirable trend raises new challenges for safety and stability certification of shared-control robotic systems, thus requiring new advanced control methods to safely implement the continuously evolving division of roles.
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Shared Control Methods for Industrial Scenarios
Chapter 4

Shared Control Architectures for Dual-Arm Robotic Systems

In this chapter, novel haptic guidance methods for a dual-arm telerobotic manipulation system are proposed. These methods inform the user about several different constraints, such as collisions, joint limits, and singularities of the teleoperated system. Haptic guidance is implemented within a shared-control framework for autonomous orientation control and collision avoidance meant to further simplify the execution of grasping tasks. The stability of the overall system in various control modalities is analyzed via passivity arguments. In addition, a human subject study is carried out both in simulated and real scenarios to assess the effectiveness and applicability of the developed control approaches. Results show that the proposed haptic-enabled shared-control methods significantly improve the performance of grasping tasks with respect to the use of classic teleoperation with neither haptic guidance nor shared control.

4.1 Introduction

Over the last few years remote telemanipulation has shown significant advancements and promising results have been achieved in several fields such as minimally-invasive robotic surgery [162], sort and segregation of nuclear waste [2, 163], telemaintenance [164], and micromanipulation [165, 166]. Indeed, being able to remotely, intuitively, and easily manipulate objects in difficult or hazardous scenarios brings a wide range of benefits. In this respect, the nuclear industry is one of the most exciting fields of application for robotic
telemanipulation, where several tasks, such as sort and segregation of nuclear waste, can clearly benefit from advanced telemanipulation techniques. Current telerobotic systems designed for such tasks provide teleoperation capabilities through extremely primitive master consoles \(e.g.,\) passive joystick or teach pendants, making these operations prohibitively slow to process large amounts of material in a reasonable time. Besides being time demanding, these tasks usually require highly-skilled human operators. Indeed, steering a remote manipulator toward a desired grasping pose is a quite complex task for an operator directly controlling the 6-DoF pose of a manipulator end-effector. This is due to \(i\) the complexity of regulating both the position and the orientation at the same time and \(ii\) the presence of several constraints \(e.g.,\) collisions, joint limits, singularities that further limit the operator’s maneuvering dexterity (but of which the operator has no direct or intuitive awareness). To overcome these limitations, the user needs to constantly pay close attention to the status of the robotic system, which can be sometimes difficult and cognitively demanding \(e.g.,\) for singularity or joints limit avoidance. A possible way to reduce the operator cognitive and physical workload is to exploit the sensory information collected at the slave side to design novel haptic-guided and shared control-enabled teleoperation systems.

Kinematic limitations avoidance has recently been applied to collaborative robots to improve the performance and the intuitiveness of physical human-robot interaction [167]. In robotic teleoperation this approach can be implemented through haptic guidance methods: instead of providing a high-fidelity haptic feedback, reflecting the actual physical contacts between a slave manipulator and the environment, the human operator is provided with an interface which informs her/him about proximity to constraints. Proposed solutions to this problem are based on potential fields [168], virtual spring-damper systems [169], and/or virtual fixtures [100, 101]. When the slave side is a complex robotic system \(e.g.,\) dual-arm, highly redundant or environmental obstacles are present, \(self\)-collision avoidance methods need to be considered. In the past, several collision avoidance algorithms have been developed to implement reactive control strategies or to plan collision-free paths for redundant robots [170, 171, 172, 173]. In this regard, self-collisions and joint limits have been used as criteria to find optimal inverse kinematic solutions for robotic manipulators [174, 175]. The idea of combining kinematic constraints and self-collision avoidance to create safe and intuitive haptic-guided telerobotic system has been preliminarily introduced in [176].

On the other hand, several shared-control techniques for telerobotic sys-
tems have been proposed in the past [177, 178, 179]. For instance, in [2], a sensory-based shared-control architecture for remote manipulation is presented: a visual-based autonomous algorithm regulates a subset of the gripper’s DoFs to ease the approach toward an object to grasp. At the same time, the operator has control over the remaining null-space motions w.r.t. the primary (autonomous) task and is informed about possible constraints of the single-slave robotic system through haptic cues. However, all these previous works consider one slave arm operating in a static obstacle-free environment.

In this work, the case of a dual-arm robotic system is considered: one robot is (partially) teleoperated by a human, while the other autonomously executes a task in the same workspace. Similar scenarios are considered in [180, 80], where an operator teleoperates a robotic arm while a camera, mounted on a second manipulator, keeps the scene visible. In [180], an occlusion-avoidance algorithm controls the manipulator with the camera and keeps a target object in the field of view. No haptic guidance is considered. In [80], users are provided with haptic feedback about proximity to kinematic constraints of the manipulator they are controlling. However, the two manipulators are far enough to prevent any interference between them.

In this work, two manipulators (one of which is controlled by the operator) have independent and sometimes conflicting tasks with potential overlapping. Moreover, they share a limited workspace, risking dangerous collisions. The primary goal of this paper is to define and assess a suitable haptic shared-control interface for this system which facilitates the operator’s task and decrease her/his mental workload in avoiding system constraints. To this end, the approaches presented in [2] and in [176] are here adapted and improved, combining their features, extending their capabilities, and providing a novel, extensive human subject evaluation and results analysis. Specifically,

- the shared-control approach [2] is improved by (i) dividing the approach-to-grasp phase into multiple parts, according to the gripper distance from the target object, and (ii) devising different, optimized strategies for each of these parts;

- the self-collision-aware approach presented in [176] is improved by (i) also considering collisions with the surrounding environment and (ii) replacing the convex meshes collision model of the robot with discretized sphere volumes;

- the proposed, new above-mentioned techniques are combined to create a novel shared-control framework able to manage a dual-arm system,
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Figure 4.1: System architecture and main reference frames attached to the gripper and the object to be grasped.

where one robot is (partially) controlled by the operator and the other one autonomously performs a task in the same environment;

• a port-Hamiltonian model of the overall system subject to various control modalities is derived, proving the passivity of the system w.r.t. the operator actions;

• an extensive human subject evaluation in simulated and real environments is carried out, enrolling a total of 20 participants.

4.2 System Architecture

The considered telemanipulation system consists of two serial manipulators sharing a workspace in an industrial setting. One of the manipulators is performing an independent fully-autonomous task (in this case, a visual inspection with an onboard camera), while the second manipulator is (partially) teleoperated by a human operator whose aim is to grasp a target object (see Fig. 4.1). The operator faces a number of constraints while controlling such a system: kinematic/workspace constraints for the manipulator she/he is directly controlling, as well as possible interferences with the task performed by the fully-autonomous arm. As explained, the purpose here is to detail and assess a suitable shared-control interface to facilitate the operator’s task and decrease her/his mental workload.
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4.2.1 System Modeling

With reference to Fig. 4.1, the slave system consists of two 6-DoF velocity-controlled manipulator arms, A and B, with joint configurations $q_A \in \mathbb{R}^6$ and $q_B \in \mathbb{R}^6$, respectively. Manipulator A is (partially) controlled by a human operator, while manipulator B autonomously performs a visual task with a potential overlap with the workspace of manipulator A.

Let

$$u_A = \begin{bmatrix} v_A \\ \omega_A \end{bmatrix} = J_A \dot{q}_A, \quad u_B = \begin{bmatrix} v_B \\ \omega_B \end{bmatrix} = J_B \dot{q}_B \quad (4.1)$$

be the Cartesian linear/angular velocities of the gripper (for manipulator A) and of the camera (for manipulator B) in their respective frames, and $(J_A, J_B)$ the associated geometric Jacobians. In the following, we will equivalently consider joint velocities $(\dot{q}_A, \dot{q}_B)$ or Cartesian velocities $(u_A, u_B)$ as available control inputs, depending on the context.

The master device is, instead, modeled as a generic, gravity pre-compensated, mechanical system

$$M_m(x_m) \ddot{u}_m + C_m(x_m, u_m)u_m + B_mu_m = f_m + f_h \quad (4.2)$$

where $x_m \in \mathbb{R}^6$ represents the device pose in Cartesian space and $u_m \in \mathbb{R}^6$ the associated linear/angular velocity, $M_m(x_m) \in \mathbb{R}^{6 \times 6}$ is the positive-definite and symmetric inertia matrix, $C_m(x_m, u_m) \in \mathbb{R}^{6 \times 6}$ consists of the Coriolis/centrifugal terms, $B_m$ accounts for the friction term, and $f_m, f_h \in \mathbb{R}^6$ are the control and human forces, respectively. The control forces $f_m$ will be exploited to provide force cues to the user meant to inform of the feasibility of her/his commands against the constraints of the slave system (see Sect. 4.2.4).

4.2.2 Constraints on the Slave Side

Constraints at the slave side are encoded in a suitable cost function $H(q_A, q_B)$, whose gradient w.r.t. the joint configuration vectors will be exploited to generate force cues $f_m$ provided to the operator and to implement the reactive behavior of manipulator B (see Sect. 4.2.3). As many constraints are considered, $H(q_A, q_B)$ would be a sum of many cost functions $h$. The particular choice of the cost function $h$ is inspired by the work in [174]. A function whose derivative is arbitrarily small when its variable is large and grows to infinity when its variable approaches zero is sought. Among the many
possibilities, the chosen function is in the form

\[ h(x) = \rho e^{-\alpha x} x^{-\beta}. \]  

which allows finer tuning and more flexibility with respect to the commonly-employed polynomial or exponential functions, combining their advantages. By using this function one can separately control the rate of decay and the amplitude near the constraint (in this case \( x = 0 \)) as well as the point at which the cost function becomes flat (\textit{i.e.}, the function derivative vanishes) by opportune selecting the parameters \((\alpha, \beta, \rho)\). In Fig. 4.2, the qualitative behavior of the function for several values of the parameters \((\rho, \alpha, \beta)\) is shown.

\[ h \]

Figure 4.2: Plot of the cost functions and their trends by varying the \(\rho\) (4.2a), \(\alpha\) (4.2b) and \(\beta\) (4.2c) parameters. The black line represents the solution for \(\rho = 10, \alpha = 20, \beta = 0.01\).

**Joint Limits**

As customary, the fact that both manipulator arms are subject to joint limits is considered. Among many possibilities, the following cost function to encode proximity to joint limits is adopted

\[ h_J(q) = \rho_J \sum_{i=1}^{6} \left( e^{-\alpha_J (q_{i,\text{max}} - q_i)} (q_{i,\text{max}} - q_i)^{-\beta_J} + e^{-\alpha_J (q_i - q_{i,\text{min}})} (q_i - q_{i,\text{min}})^{-\beta_J} \right), \]  

where \(q\) is the configuration vector of one of one slave arm, \((q_{i,\text{min}}, q_{i,\text{max}})\) the \(i\)-th min/max joint limits, and \((\rho_J, \alpha_J, \beta_J)\) are scalar positive constants. The function \(h_J(q)\) has a minimum at the center of the joint range and grows to infinity as one of the joint approaches its limits.
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Singularities

As second constraint, singularities are considered. This constraint is encoded by the cost function [174],

\[ h_S(q) = \rho_S e^{-\alpha_S \det(\Gamma J(q))} (\det(\Gamma J(q)))^{-\beta_S}, \]  

(4.5)

where, again, \((\rho_S, \alpha_S, \beta_S)\) are scalar positive constants, and \(q\) and \(J\) stand for the joint vector and Jacobian of the manipulator \(A\) or \(B\), and \(\Gamma\) is a diagonal and positive-definite weight matrix that accounts for non-homogeneous physical dimensions of the Jacobian entries, namely, rotations and translations. The function \(h_S(q)\) grows to infinity as \(\det(J(q)) \rightarrow 0\) and it vanishes exponentially as \(\det(J(q)) \rightarrow \infty\).

Collisions

As final constraint, collisions between the two slave manipulators are considered. Any cost function encoding the collision avoidance constraint needs to exploit some measure of the minimum distance between the two arms. In order to facilitate the computation of the minimum distance between two bodies, we take inspiration from the line sphere-swept model [181] (see Fig. 4.3a). However, as well known, the minimum distance between two (also convex) bounding volumes can have a discontinuous gradient when the pair of closest points on the two shapes suddenly jumps due to small perturbations of the shape locations. Therefore, the proposed solution consists in discretizing the bounding volumes with a finite number of spheres, and exploiting all the possible inter-sphere distances to build the cost function associated to the collision avoidance (see Fig. 4.3b).

An illustrative example of the resulting collision model is given in Fig. 4.3e, where one can appreciate how the adopted discretized-sphere model represents a fairly good approximation of the manipulator original and convex mesh models (Figs. 4.3c-4.3d).

Let then \(d_{ij}(q_A, q_B)\) represent the minimum distance between the \(i\)-th sphere on manipulator \(A\) and the \(j\)-th sphere on manipulator \(B\). The collision avoidance cost function is defined as

\[ h_C(q_A, q_B) = \rho_C \sum_{i=1}^{S_A} \sum_{j=1}^{S_B} e^{-\alpha_C d_{ij}} d_{ij}^{-\beta_C}, \]  

(4.6)

where \(S_A\) and \(S_B\) are the number of spheres used for discretizing the bodies of manipulators \(A\) and \(B\), and \((\rho_C, \alpha_C, \beta_C)\) are scalar positive constants. One
can easily verify that $h_C(q_A, q_B) \to \infty$ as any of the inter-sphere distances vanishes while $h_C(q_A, q_B) \to 0$ as all the inter-sphere distances become large enough.

**Total Cost Function**

Finally, the total cost function accounting for all the above mentioned constraints is

$$\mathcal{H}(q_A, q_B) = h_J(q_A) + h_J(q_B) + h_S(q_A) + h_S(q_B) + h_C(q_A, q_B). \quad (4.7)$$

As explained, the gradient of $\mathcal{H}(q_A, q_B)$ w.r.t. the joint vector $q_A$ can be used for cueing the operator about the feasibility of her/his commands against the constraints of the slave side, while the gradient of $\mathcal{H}(q_A, q_B)$ w.r.t. the
joint vector $q_B$ can be used for implementing a reactive behavior in manipulator $B$ for avoiding possible collisions with manipulator $A$ (see Sect. 4.2.3). Note that these two actions (force cues and reactive behavior) are potentially coupled because of the mixed term $h_C(q_A, q_B)$. 

### 4.2.3 Slave Control

The control architecture of manipulator $B$ is here detailed. Manipulator $B$ performs an autonomous visual task to keep an object of interest in visibility during the operation.

Let $s \in \mathbb{R}^2$ represent the image plane location of a representative point on the target object (see Fig. 4.1), $s_d$ a desired value for $s$, and $L_s \in \mathbb{R}^{2 \times 6}$ the associated point feature interaction matrix [182], such that $\dot{s} = L_s J_B q_B$. Manipulator $B$ is then controlled by employing the usual projected gradient control [183] (hereafter we use $\mathcal{H}$ to indicate $\mathcal{H}(q_A, q_B)$)

$$
\dot{q}_B = k_{B1} \begin{pmatrix} (L_s J_B)^\dagger (s_d - s) \\
\end{pmatrix} - k_{B2} \begin{pmatrix} (I - (L_s J_B)^\dagger (L_s J_B)) \nabla q \mathcal{H} \\
\end{pmatrix}
$$

with $k_{B1} > 0$ and $k_{B2} \geq 0$. The primary task consists in the regulation of $s$ toward $s_d$. Its null-space is then exploited for the secondary task of minimizing the constraint cost function $\mathcal{H}$ in (4.7). This null-space action will keep manipulator $B$ away from its singularities and joint limits, as well as maintain a safe distance from manipulator $A$. This action can be deactivated by setting $k_{B2} = 0$, asking manipulator $B$ to carry out only the primary visual servoing task.

For manipulator $A$, instead, two possible control modalities are considered, i.e., **Full Teleoperation** and **Shared Control**.

### Full Teleoperation

In this modality, the user is given full control over the 6-DoF pose of the gripper on manipulator $A$. This is achieved by simply setting

$$
u_A = k_A u_m, \quad k_A > 0 \quad (4.9)
$$

thereby implementing a classic velocity-velocity coupling between master and slave gripper linear/angular velocities.
Shared Control

The shared-control modality is meant to facilitate the user’s operation in approaching the object to be grasped by letting an autonomous algorithm control a suitable subset of the gripper pose. This modality is split into two phases depending on the distance between the gripper and the object. With reference to Fig. 4.1, consider the frames $F_O : \{O_O; X_O, Y_O, Z_O\}$ attached to the object to be grasped and $F_G : \{O_G; X_G, Y_G, Z_G\}$ attached to the gripper of manipulator $A$, let $^GP_O$ represent the object position in the gripper frame and $d = \|^GP_O\|$ the gripper/object distance. When $d < d_{th}$ (threshold value), the shared-control strategy described in [2] is adopted, whose aim is to autonomously keep the pointing direction toward the object

$$p = \frac{^GP_O}{\|^GP_O\|} \in S^2 \quad (4.10)$$

always aligned with the gripper approaching direction $p_d = Z_G$, while the operator is in control of the remaining DoFs in the null-space of this primary task. By doing so, the gripper is always oriented toward the object, thus helping the user in completing the task.

This behavior is obtained as follows: defining $P_p = I - pp^T$, $[\cdot] \times$ the usual skew-symmetric operator, and

$$L_p = \begin{bmatrix} -\frac{1}{d}P_p & [p] \times \end{bmatrix} \in \mathbb{R}^{3 \times 6} \quad (4.11)$$

the interaction matrix associated to the task (4.10) (such that $\dot{p} = L_p u_A$), the following controller is implemented on manipulator $A$

$$u_A = k_{A1} L_p (p_d - p) + k_{A2} N \Lambda u_m \quad (4.12)$$

with $k_{A1} \geq 0$ and $k_{A2} > 0$. Here, $N = [n_1 \ldots n_4] \in \mathbb{R}^{6 \times 4}$ collects the four null-space directions

$$n_1 = \begin{bmatrix} p \\ O \end{bmatrix}, n_2 = \begin{bmatrix} O \\ p \end{bmatrix}, n_3 = \begin{bmatrix} -[p] \times e_y \\ -P_p e_y / d \end{bmatrix}, n_4 = \begin{bmatrix} [p] \times e_x \\ P_p e_x / d \end{bmatrix} \quad (4.13)$$

with $e_x = [1 0 0]^T$ and $e_y = [0 1 0]^T$, which represent a basis of the four-dimensional null-space of the primary task, and $\Lambda \in \mathbb{R}^{4 \times 6}$ is a selection matrix for extracting four components$^1$ of $u_m$ used by the operator for commanding a ‘velocity’ along the four motion directions spanned by $N$. Figure 4.4 provides a visual illustration of the four null-space motion directions associated to (4.13), while further details can be found in [2].

$^1$In this case, it is assumed that the motion of the master device is blocked (via software) along the two non-selected components.
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Figure 4.4: A visualization of the four null-space directions defined in (4.13).

On the other hand, when $d \geq d_{th}$, the gripper is not constrained to be oriented toward the object, since, when far from the target object, it would unnecessarily limit the slave maneuverability. Therefore, when $d \geq d_{th}$, the shared-control algorithm switches to a modality in which the operator has control over the translational motion of the slave gripper, while the gripper orientation is autonomously controlled so as to minimize the cost function $\mathcal{H}$ and, thus, stay away as much as possible from the system constraints. This is obtained by replacing (4.12) with

$$u_A = k_{A1} Su_m - k_{A2} Z J_A^T \nabla q_A \mathcal{H},$$

(4.14)

where

$$Z = \begin{bmatrix} O & O \\ O & I_3 \end{bmatrix}, \quad S = \begin{bmatrix} I_3 & O \\ O & O \end{bmatrix} \in \mathbb{R}^{6 \times 6}$$

(4.15)

are selection matrices. The controller (4.14) is indeed able to minimize $\mathcal{H}$ when $Su_m = 0$ (i.e., in free translational motion) by acting on the angular velocity of manipulator $A$. This can be easily shown as follows: by considering variations w.r.t. $q_A$ ($q_B$ is taken care of by (4.8)), one has $\dot{\mathcal{H}} = \frac{\partial^T \mathcal{H} \dot{q}_A}{\partial q_A} = \frac{\partial^T \mathcal{H}}{\partial q_A} \dot{J}_A^T \dot{u}_A$. By applying (4.14) when $v_m = O$, one has

$$\dot{\mathcal{H}} = -k_{A2} \frac{\partial^T \mathcal{H}}{\partial q_A} \dot{J}_A^T Z (J_A^T) \frac{\partial \mathcal{H}}{\partial q_A},$$

which is a negative semi-definite quadratic form, therefore resulting in $\dot{\mathcal{H}} \leq 0$ as claimed.
4.2.4 Haptic Guidance

As mentioned before, the control forces \( f_m \) on the master side (4.2) are exploited to inform the operator about the feasibility of her/his commands against the system constraints, encoded in the cost function \( H \). This is obtained as follows, depending on the control modality considered for manipulator \( A \):

**Full Teleoperation**

In this case, manipulator \( A \) is controlled by (4.9), and the force cues are generated as

\[
    f_m = -k_M J_A^T \nabla q_A H, \quad k_M > 0,
\]

the rationale being that (4.16) provides the force that, when applied to all the master device DoFs, would make the master move so as to minimize \( H \) at the slave side. Therefore, cues (4.16) provide the human operator with information about where to move in order to stay away from the constraints.

**Shared Control**

When manipulator \( A \) is close enough to the object \( (d < d_{th}) \), its behavior is controlled by (4.12). In this case, the force cues are generated as

\[
    f_m = -k_M \Lambda^T N^T J_A^T \nabla q_A H, \quad k_M > 0.
\]

Similarly to the previous case, cues (4.17) represent the forces that should be applied to the free directions of the master device for letting the manipulator \( A \) minimize \( H \) along the null-space directions spanned by \( N \) (where the operator can act). When manipulator \( A \) is instead far from the object \( (d \geq d_{th}) \), its behavior is regulated by (4.14), and the force cues are

\[
    f_m = -k_M S J_A^T \nabla q_A H, \quad k_M > 0,
\]

with again the idea of providing a force feedback that, when applied to the free master DoF (i.e., the translational ones in this case), would make manipulator \( A \) move so as to minimize \( H \).

4.3 Passivity Analysis

Enforcing passivity is very important when dealing with teleoperation systems in order to guarantee a stable closed-loop behavior. Passivity has been extensively studied and applied to haptic feedback teleoperation systems, especially
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when time delays are present [143]. This section aims to analyze the passivity of the considered teleoperation system subject to the control modalities introduced in Sects. 4.2.3 and 4.2.4.

By considering the two velocity-controlled robots as simple integrators, the total energy of the system can be written as

\[
V(p_m, q_A, q_B) = \frac{1}{2} p_m^T M^{-1} p_m + H(q_A, q_B)
\]  \hspace{1cm} (4.19)

where \( p_m = M_m u_m \) is the haptic device momentum, \( q_A, q_B \in \mathbb{R}^6 \) are the generalized coordinates of the two slave manipulators, respectively, and \( H(q_A, q_B) \), introduced in (4.7), is the potential energy associated with the system constraints.

Passivity can thus be analyzed by showing that the closed-loop system equations can be put in port-Hamiltonian form (see Sect. 2.3). In the following, is shown that the three control modalities described in Sect. 4.2 lead to a closed-loop PHS formulation. For the analysis, we consider the primary task in (4.8) and (4.12) to have reached a steady state (\( s \to s_d \) and \( p \to p_d \)).

Full teleoperation

Setting \( k_M = k_A = k \), the closed-loop system can be written as follows

\[
\begin{bmatrix}
\dot{p}_m \\
\dot{q}_A \\
\dot{q}_B
\end{bmatrix} = \begin{bmatrix}
0 & -k J_A^T & 0 \\
k J_A^{-1} & 0 & 0 \\
0 & 0 & 0
\end{bmatrix} + \begin{bmatrix}
\nabla p_m \\
\nabla q_A \\
\nabla q_B
\end{bmatrix} V + \begin{bmatrix} 1 \\ 0 \end{bmatrix} f_h. \hspace{1cm} (4.20)
\]

Shared control \((d < d_{th})\)

Setting \( k_M = k_{A^2} = k \), the closed-loop system can be written as follows

\[
\begin{bmatrix}
\dot{p}_m \\
\dot{q}_A \\
\dot{q}_B
\end{bmatrix} = \begin{bmatrix}
0 & -k \Lambda^T N^T J_A^T & 0 \\
k J_A^{-1} N \Lambda & 0 & 0 \\
0 & 0 & 0
\end{bmatrix} + \begin{bmatrix}
\nabla p_m \\
\nabla q_A \\
\nabla q_B
\end{bmatrix} V + \begin{bmatrix} 1 \\ 0 \end{bmatrix} f_h. \hspace{1cm} (4.21)
\]
Shared control ($d \geq d_{th}$)

Setting $k_M = k_{A1} = k$, the closed-loop system can be written as follows

\[
\begin{bmatrix}
\dot{p}_m \\
\dot{q}_A \\
\dot{q}_B
\end{bmatrix} = \begin{bmatrix}
0 & -kSJ_A^{-T} & 0 \\
kJ_A^{-1}S_T & 0 & 0 \\
0 & 0 & 0
\end{bmatrix} + \begin{bmatrix}
\nabla p_m V \\
\nabla q_A V \\
\nabla q_B V
\end{bmatrix}
+ f_h, \tag{4.22}
\]

where $P = \left( I - (L_sJ_B)^T(L_sJ_B) \right)$ is a null-space projector such that $P = P^T \geq 0$.

Therefore, since in all cases the closed-loop systems can be put in a PHS form (being the resulting interconnection and dissipation matrices always skew-symmetric and positive semi-definite, respectively), one can conclude passivity of the three modalities w.r.t. the pair $(u_m, f_h)$ with energy function $V(p_m, q_A, q_B)$ as sought².

### 4.4 Experiments in Simulation

#### 4.4.1 Experimental Setup, Task, and Participants

The experimental setup is shown in Fig. 4.5. The slave side is simulated using V-REP [24], and it is composed of two velocity-controlled manipulators: an Adept Viper 850, controlled by the human operator (manipulator $A$), and an Adept Viper 650, controlled by an autonomous algorithm (manipulator $B$) (see Sect. 2.5 for their kinematic model). The master side is composed of an Haption Virtuose 6D Desktop interface, which is used to control the Viper 850 robot and provides kinesthetic haptic feedback. Manipulator $A$ is endowed with a ROBOTIQ 2-finger gripper, while manipulator $B$ is equipped with a vision sensor. The remote environment is composed of two objects, a cube and a parallelepiped, placed on a conveyor belt. As detailed in Sect. 4.2, the autonomous manipulator $B$ robot is in charge of tracking the parallelepiped using

²Note that the presented analysis does not account for the controller switching in the shared-control modality when close/far from the target object. If this switch needs to be taken into account because of non-negligible effects on the total energy, one could employ the energy tank machinery for passifying potential instabilities due to the switching mechanism [77]. However, in this case, it was empirically possible to see that the switching has a negligible effect on the system stability during the experiments.
standard visual servoing techniques [28]. On the other hand, participants are required to control the motion of manipulator $A$ to grasp the cube and lift it from the ground, avoiding collisions with the fully-autonomous robot.

The task starts when the manipulator moves for the very first time, and it is considered successfully completed when the object is lifted from the ground. All the control policies described are implemented in MATLAB/SIMULINK and interfaced with V-REP using ROS through the matlab_ros_bridge (https://github.com/lagadic/matlab_ros_bridge). The control loop runs at 100 Hz. A video of the experiment is available as supplemental material and at https://youtu.be/uWzVEGW2i5c.

Fifteen right-handed subjects (average age 25.9, 11 males, 4 females) participated in the study. Four of them had previous experience with haptic interfaces. Each subject spent about ten minutes practicing the control of the telemanipulation system before starting the experiment. Participants were briefed about all the tasks and afterward signed an informed consent, including the declaration of having no conflict of interest. All of them were able to give the consent autonomously. The study was done in accordance with the 1964 Helsinki declaration and its later amendments.
4.4.2 Experimental Conditions

Two different levels of human involvement in the control of manipulator A (teleoperation vs. shared control, T vs. S), two haptic feedback modalities (haptic feedback about the distance from the second robot and workspace/joints constraints vs. no haptic feedback, H vs. H), and two control policies for manipulator B (reactive vs. non-reactive, R vs. R) are considered.

Human Involvement (T vs. S)

In condition T, subjects are able to control all the 6 DoFs of the manipulator A through the grounded master interface (see Sect. 4.2.3). Conversely, in condition S, the orientation of the gripper is controlled by an autonomous algorithm. When the gripper is close to the object to grasp, it is automatically oriented towards it; otherwise, the gripper is oriented to stay as much as possible away from the system constraints (see Sect. 4.2.3).

Haptic Feedback (H vs. H)

When haptic feedback is activated (H), subjects receive haptic stimuli about the feasibility of their commands against system constraints, such as joint limits, singular configurations, and collisions with manipulator B (see Sect. 4.2.4). Conversely, in condition H, subjects do not receive any haptic feedback.

Control of the Fully-Autonomous Manipulator (R vs. R)

Manipulator B always performs an autonomous visual task to keep an object of interest visible.

In condition R, it also uses the null-space of the above-mentioned primary visual task to minimize the constraint cost function $\mathcal{H}(q_A, q_B)$ (see Sect. 4.2.3). Notably, this secondary action will enable manipulator B to keep a safe distance from manipulator A, re-actively moving away when the latter comes too close. Conversely, in R, manipulator B only focuses on the primary visual task, regardless what the other manipulator does. Considering all the possible combinations, we ended up with eight different experimental conditions: THR, THR, THR, THR, SHR, SHR, SHR, SHR. For brevity, from now on the H and R variables will be omitted (e.g., SHR is denoted by S).

The cost functions introduced in Sect. 4.2 include several parameters, which let control the curvature, rate of increase, and proximity to the limits.
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Figure 4.6: Experimental evaluation. Mean and 95% confidence interval of (a) total number of collisions, (b) completion time, (c) linear motion, and (d) perceived effectiveness of the eight feedback conditions are plotted.

of these functions (see Fig. 4.2). The choice of these parameters is challenging, system-dependent, and very delicate, as it must ensure a smooth force feedback. To choose the right parameters for our system and target application, we asked 2 expert operators to repeatedly carry out the task, changing the parameters at runtime (i.e., $\rho_X$, $\alpha_X$, $\beta_X$, $k_{A1}$, $k_{A2}$, $k_{B1}$, $k_{B2}$, $k_M$) to make the teleoperation as intuitive, safe, and comfortable as possible. Finally, we asked them to find a consensus on the parameters’ values and we used those in our implementation.
4.4.3 Results

Average task success rate across conditions was 92.4 ± 6.3%. A Friedman test showed no statistically significant difference between the means of the eight feedback conditions. Figure 4.6a shows the total number of collisions occurred during the experiment between the two manipulators.

To compare other metrics, we ran three-way repeated-measures ANOVA tests on the data. Human involvement in the control (shared control vs. teleoperation, S vs. T), presence of haptic feedback (haptic feedback vs. no haptic feedback, H vs. H), and behavior of the fully-autonomous robot (reactive vs. non-reactive, R vs. R) were treated as within-subject factors. All data passed the Shapiro-Wilk normality test. Sphericity was assumed for all variables, since they all have two levels of repeated measures. Interaction effects between the factors were not statistically significant. Figure 4.6b shows the completion time.

The three-way ANOVA test revealed a statistically significant change in the metric for the human involvement in the control (F(1, 14) = 52.165, p < 0.001, shared control was better) and the control behavior for manipulator B (F(1, 14) = 6.400, p = 0.024, reactive mode was better) variables. Figure 4.6c shows the linear motion covered by the robotic gripper during the task. The three-way ANOVA test revealed a statistically significant change in the metric for the human involvement in the control (F(1, 14) = 13.599, p = 0.002, shared control was better) and the control behavior for the second robot (F(1, 14) = 6.567, p = 0.023, reactive mode was better) variables. Immediately after the experiment, subjects were also asked to report the effectiveness of each feedback condition in completing the given task using bipolar Likert-type twenty-two-point scales. Figure 4.6d shows the perceived effectiveness for the eight experimental conditions. The three-way ANOVA test revealed a statistically significant change in the metric for the human involvement in the control (F(1, 14) = 34.700, p < 0.001), the presence of haptic feedback (F(1, 14) = 33.217, p < 0.001, shared control was better), and the control behavior for the second robot (F(1, 14) = 25.305, p < 0.001, reactive mode was better) variables.

Finally, all fifteen subjects found conditions using the shared-control approach to be the most effective at completing the grasping task. Ten subjects chose SHR as the most effective, three SH, and two SR.
4.5 Experiment in a Real Environment

An experiment in the real environment is also carried out. The setup and task are similar to the simulated scenario of Sect. 4.4. The setup is shown in Fig. 4.1. Five right-handed subjects participated in the study. Three of them had previous experience with haptic interfaces. In this real-world case, control modalities TR, THR, SR, and SHR are implemented, which led to no collisions in Sect. 4.4. Of course, in this real-world case, it is not possible to consider conditions which may lead to a collision between the two manipulators. All subjects successfully completed the task in all conditions and no collisions occurred. All subjects chose SHR to be the most intuitive and effective condition. A video of the experiment in the SHR condition (shared control, haptic feedback, and reactive control of manipulator $B$) is available as supplemental material and at https://youtu.be/uWzVEGW2i5c. A sequence of frames taken from the video is shown in Fig. 4.7, where it is possible to recognize all the relevant phases of the grasping task. In snapshots (a)-(b), it is possible to see the manipulator $B$ reactively avoiding collisions while keeping track of the desired object. In snapshots (c)-(d), the shared-control algorithm is active and automatically orients the gripper of manipulator $A$ toward the object to grasp. From the bottom graphs, we can see that the first half of the experiment is characterized by persistent haptic forces and by a significant reactive velocity of manipulator $B$. In the second half, the risk of collisions is lower and the operator can safely approach the object, aided by the action of the shared-control algorithm.

4.6 Discussion and Conclusion

A shared-control framework with haptic feedback, which enables the intuitive and effective teleoperation of a dual-arm robotic system, is presented in this work. The proposed architecture is tested in simulated and real environments using two 6-DoF robotic manipulators. The human operator controls one arm (manipulator $A$), equipped with a gripper, through a 6-DoF grounded haptic interface. Haptic feedback provides the operator with information about joint and workspace limits as well as about the presence of singular configurations and imminent collisions. The shared-control algorithm autonomously controls 2 DoFs of the robotic manipulator, orienting the gripper toward the object to grasp. The other robotic arm (manipulator $B$) is equipped with a camera, and it moves autonomously to track a second object, placed near the one to grasp.
To demonstrate the feasibility and effectiveness of our methods, a human subject experiment in the simulated scenario was conducted. Fifteen subjects controlled manipulator A to grasp an object placed on a conveyor belt. Eight experimental conditions were tested, considering two levels of human involvement in the control (shared control vs. classic teleoperation, S vs. T), two feedback modalities (haptic feedback about imminent collisions and workspace/joints constraints vs. no haptic feedback, H vs. H), and two control policies for manipulator B (reactively moving away from the other manipulator vs. non-reactive/still, R vs. R). Results proved the effectiveness and viability of our haptic-enabled shared-control approaches. Using shared control (S) on manipulator A and the reactive mode (R) on manipulator B significantly improved the performance in most metrics (completion time, linear motion, perceived effectiveness). Conditions employing shared control were also the most preferred, confirming the all-round viability of such approach. Moreover, as expected, in conditions R, manipulator B was always able to prevent collisions with the other robot by moving away when the latter was approaching. Nonetheless, even in conditions R, repulsive haptic feedback (H) provided when the robots were too close showed good results (only two collisions happened in conditions TH, SH). This result is very promising, as haptic feedback acts only at the master side, leaving the action of manipulator B unaffected. In this respect, it is interesting to notice that, although the applied force $f_m$ should go to infinite as the distance between the two robots goes to zero (see eq. (4.6)), we still experienced two collisions in conditions H. This is due to the limited actuation capabilities of our haptic interface, which is obviously not able to provide arbitrarily high forces. Finally, the experiment in the real scenario confirmed the results obtained with the simulated setup. Haptic guidance effectively steered the user toward the safe zones of the workspace, the reactive behavior enabled a safe interaction between manipulators, and the shared control made the task fast, easy, and intuitive to complete.

The proposed shared-control architecture is independent from the distribution of DoFs between the autonomous controller and the human operator. While having the autonomous controller keep the gripper oriented toward the object seemed a natural choice for this work, the underlying shared-control architecture is independent from the task, the primary task variables, and the level of human involvement. For the future, would be interesting to study how the number of DoFs controlled autonomously affects the task performance, e.g., a system could use a highly-autonomous shared-control approach (i.e., many DoFs managed by the autonomous controller) when it is operated
by novices, while it could implement a lowly-autonomous shared-control approach (i.e., few DoFs managed by the autonomous controller) when it is operated by experts. This flexible approach could be also useful when teaching new operators, employing different levels of autonomy according to the operator’s experience.
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Figure 4.7: Data time history recorded during the real experiments. Upper graph: minimum distance \(d_{\text{min}}\) and collision cost value \(H\); bottom graph: haptic guidance and escaping velocity norms. Upper graph: minimum distance \(d_{\text{min}}\) and collision.
Chapter 5

A Task-Prioritized Shared Control Architecture

Robot teleoperation is widely used for several hazardous applications. To increase teleoperator capabilities shared-control methods can be employed. In this chapter, a passive task-prioritized shared-control method for remote telemanipulation of redundant robots is presented [184]. The proposed method fuses the task-prioritized control architecture with haptic guidance techniques to realize a shared-control framework for teleoperation systems. To preserve the semi-autonomous telerobotic system safety, passivity is analyzed and an energy-tanks passivity-based controller is developed. The proposed theoretical results are validated through experiments involving a real haptic device and a simulated slave robot.

5.1 Introduction

Autonomous robots are still far from being reliably and safely employed in hazardous and/or unstructured environments. Indeed, the current robots level of autonomy is still too low to have them effectively dealing with complex and non-structured situations. A possible solution to this problem is to rely on advanced teleoperation systems that implement shared-control techniques. Shared-control telerobotic systems are those in which a human operator shares the control of the slave robot with an autonomous controller to achieve a common goal. The aim of using an autonomous controller is to reduce the operator physical and mental workload when controlling a complex (e.g., highly redundant) robotic system [185]. In a larger sense, shared control methods try to
combine the intelligence of human operators and their sense of presence with safe and optimized task execution of autonomous control.

When highly redundant robots (e.g., mobile manipulators, dual-arm systems, humanoids) are employed at the remote site, the slave robotic system can ensure the achievement of several additional tasks (possibly having different priorities) which may be autonomously executed. In this case, the most typical choice is to rely on a task-prioritized control architecture [186, 187, 18] and implement null-space projections [188] for the simultaneous execution of multiple hierarchical tasks (see Sect. 2.4). Additionally, it is fundamental for the user to receive an appropriate sensory feedback informing about the feasibility of her/his commands against the slave system constraints. To achieve this, a haptic guidance method, which informs the operator about constraints acting on the teleoperation system, needs to be designed.

For such a devised system, it is of paramount importance to guarantee a passive behaviour even during the autonomous regulation of different priority tasks. Enforcing passivity is equivalent to guarantee that the energy accumulated in the system is never larger than the power supplied through the interaction over time plus any initial stored energy (see Sect. 2.3). Classical passivity-based control approaches allow enforcing a passive behavior but they can result in an overly conservative control system design. To overcome this limitation, a less restrictive passivity-preserving control method is preferable.

In this chapter, a bilateral teleoperation architecture for a task-prioritized slave robot is presented and the possible loss of passivity that may arise when operating such a system is illustrated. A passivity-based controller built upon the energy-tanks approach [155] is developed and validated through experiments involving a real haptic device and a simulated slave robot.

### 5.2 Related Works

Related works involve two main fields.

**Shared Control**

The idea of shared control in telerobotics has appeared in various forms. For instance, it has been used to compensate for beating heart movements in robotic surgical interventions [189], to effectively avoid system constraints in dual-arm telerobotic systems [180, 190] or to combine decision making capabilities of a human operator with the high flexibility of a robot swarm [76].
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More recently, the shared autonomy paradigm has started to be investigated [191, 192]: optimization techniques are used to infer user’s goals, which are used, in turn, to provide assistance. The problem of semi-autonomous tele-operation of a redundant slave robot has been studied under communication delays in [193, 194]. The authors considered a number of kinematic constraints but only numerical simulations are shown. In this chapter, the aim is to devise a novel shared-control strategy that autonomously regulates a subset of the redundant slave robot DoFs while leaving the user control over the remaining ones. This is accomplished by using the task-prioritized control approach [183] in which the user input constitutes one of the tasks.

Haptic feedback and guidance have been shown to play a significant and promising role in shared-control applications [195, 88]. Haptic cues can be used to increase situation awareness [196] and/or to effectively steer the human operator towards the safe execution of some tasks. A possible choice to generate haptic guidance is to use virtual fixtures, i.e. software generated constraints that help the operator to follow a predefined path and/or avoid forbidden regions [197, 100, 101, 198]. In this chapter, haptic guidance is realized through the Gradient Projection Method [199] of opportune defined scalar cost functions and is used to inform the user about constraints acting on the slave robotic system.

Passivity-based Control

Few authors have investigated stability issues caused by shared-control techniques in telerobotics. Passivity-based approaches consider the system energy flow to derive sufficient but sometimes unnecessary conditions for stability [158]. For this reason, enforcing passivity can result in overly conservative parameters design, leading to degraded performances of the system.

A state-dependent approach based on the concept of energy tanks can be exploited to overcome this limitation [154]. The energy-tanks passivity-based control method has been used to enforce passivity of variable impedance controllers [200, 201], to stably adapt to contacts in unknown environments [147] or to switch the system topology in robot swarms [77]. This approach is particularly suitable for teleoperation since it can activate its passifying action only when necessary, significantly improving the control performance when compared to fixed-structure passivity-enforcing controllers.

In the context of task-prioritized control, the projectors modify the energy flows in the system and destroy the precious and safety-critical property of passivity [202, 203]. Here this property is restored by developing an energy-
tanks-based method suitable for a task-prioritized shared-control teleoperation architecture with haptic guidance.

5.3 System Description

A telemanipulation system, which consists of a master haptic device and a slave robotic manipulator operating in an industrial scenario, is considered. The operator is asked to carry out some tasks by teleoperating the slave robot via the haptic device. A camera is placed at the slave side to provide visual feedback to the operator as well as to recover the object/gripper relative pose. A number of kinematicworkspace constraints acting on the slave side are considered (e.g., joint limits, singularities, collisions) and the operator is provided with haptic guidance to effectively avoid them.

In the following, the master and slave robotic system models as well as their interconnection are described.

5.3.1 Master System

Let \( \mathbf{q}_m \in \mathbb{R}^m \) be the master manipulator generalized coordinates vector and \( m \) denote its dimension. The master is a gravity pre-compensated robotic device with the following joint space dynamics

\[
M_m(\mathbf{q}_m)\ddot{\mathbf{q}}_m + C_m(\mathbf{q}_m, \dot{\mathbf{q}}_m)\dot{\mathbf{q}}_m + B_m\dot{\mathbf{q}}_m = \tau_m + \tau_h, \quad (5.1)
\]

where \( M_m(\mathbf{q}_m) \in \mathbb{R}^{m \times m} \) is the positive-definite and symmetric joint space inertia matrix, \( C_m(\mathbf{q}_m, \dot{\mathbf{q}}_m) \in \mathbb{R}^{m \times m} \) consists of the Coriolis/centrifugal terms, \( B_m \in \mathbb{R}^{m \times m} \) accounts for the friction term, and \( \tau_m, \tau_h \in \mathbb{R}^m \) are the input torques corresponding to master/slave coupling method (see Sect. 5.3.3) and human operator interaction forces, respectively. The control forces \( \tau_m \in \mathbb{R}^m \) are exploited to provide force cues meant to inform the user about the feasibility of her/his commands against slave system constraints.

5.3.2 Slave System

The slave robot is a shared-control manipulator with \( \mathbf{q}_s \in \mathbb{R}^n \) being the \( n \)-dimensional vector of its generalized coordinates. The slave is modeled as an industrial manipulator with a joint velocity interface that allows to directly command \( \dot{\mathbf{q}}_s \in \mathbb{R}^n \). For convenience, these velocity commands are partitioned as follows

\[
\dot{\mathbf{q}}_s = \dot{\mathbf{q}}_{s,a} + \dot{\mathbf{q}}_{s,u} \quad (5.2)
\]
where $\dot{q}_{s,a} \in \mathbb{R}^n$ contains joint velocities corresponding to a certain number of autonomous operational space tasks, and $\dot{q}_{s,u} \in \mathbb{R}^n$ represents joint velocities corresponding to operational space user inputs, respectively.

Let us consider the presence of an autonomous task-prioritized controller that accomplishes the primary task while trying to fulfill a number of secondary tasks. In this case, the autonomous control input can be specified as follows

$$
\dot{q}_{s,a} = \sum_{i=1}^{r} \Lambda_i P_i \dot{J}_{s,i}^T \dot{\sigma}_i
$$

(5.3)

where $\dot{\sigma}_i = \sigma_i^* - \sigma_i \in \mathbb{R}^{r_i}$ is the $i$-th task space error and $r_i$ denotes its dimension, such that $\dot{\sigma}_i = J_{s,i} \dot{q}_s$ where $J_{s,i} \in \mathbb{R}^{r_i \times n}$ denotes the corresponding Jacobian matrix and $J_{s,i}^T \in \mathbb{R}^{n \times r_i}$ its Moore-Penrose pseudoinverse, i.e. $J_{s,i}^T = J_{s,i}^T (J_{s,i} J_{s,i}^T)^{-1}$, $\Lambda_i \in \mathbb{R}^{n \times n}$ is the diagonal and positive-definite $i$-th task gain matrix, $r$ is the number of tasks (autonomously executed) and $P_i \in \mathbb{R}^{n \times n}$ the $i$-th null-space projector (with $P_0 = I_n$ being the $n \times n$ identity matrix). There exist several methods to compute $P_i$: it can be obtained from the augmented Jacobian of all higher priority tasks, i.e.

$$
J_{s,1,\ldots,i} = \begin{bmatrix}
J_{s,1} \\
\vdots \\
J_{s,i}
\end{bmatrix},
$$

$$
P_i = \left( I_n - J_{s,1,\ldots,i} J_{s,1,\ldots,i}^T \right),
$$

(5.4)

or by successive projections, i.e.

$$
P_i = \left( I_n - J_{s,i}^T J_{s,i} \right), \quad P_i = P_1 \ldots P_{i-1}.
$$

(5.5)

A more comprehensive overview of task-prioritized control methods, as well as their stability properties, is given in [18]. Additional details are given in Sect. 2.4.

On the other hand, the user-specified control velocity $\dot{q}_{s,u}$ is given by the master/slave coupling method and is detailed in the following section.

### 5.3.3 Coupling Method

The proposed master/slave bilateral interconnection considers the human operator’s input as an additional task for the slave manipulator while, at the same time, haptic guidance forces are fed back to avoid system constraints. Without loss of generality, in this work is chosen to set the operator ‘task’ as the one with lowest priority. Clearly, other design choices would be possible depending on the role the user input has to play in the overall task accomplishment.
The proposed coupling is realized by connecting the two systems with the following velocity-force interconnection

$$\dot{q}_{s,u} = P_r J_{s,u}^T Z_c R_c \Lambda_m J_m \dot{q}_m,$$  \hspace{1cm} (5.6)

$$\tau_m = -J_{m}^T \Lambda_s R_c^T Z_c^T (J_{s,u}^T)^T P_r^T \nabla H(q_s),$$  \hspace{1cm} (5.7)

where $\Lambda_m \in \mathbb{R}^{6 \times 6}$, $\Lambda_s \in \mathbb{R}^{6 \times 6}$ are diagonal and positive-definite interconnection gain matrices, $J_m \in \mathbb{R}^{6 \times m}$ is the master manipulator Jacobian matrix, $J_{s,u} \in \mathbb{R}^{z \times n}$ is the Jacobian matrix associated with the teleoperation task, $Z_c \in \mathbb{R}^{z \times 6}$ is a selection matrix used to extract $z$ components of the master device output velocity, $R_c \in \mathbb{R}^{6 \times 6}$ is the block-diagonal coupling rotation matrix used to transform velocity commands from the master to the slave end-effector frames, and $H(q_s) : \mathbb{R}^n \rightarrow \mathbb{R} \geq 0$ is a cost function encoding the proximity to slave system constraints. Its gradient $\nabla H \in \mathbb{R}^n$ is used to provide haptic cues (through (5.7)), meant to inform the user where to move in order to effectively avoid system constraints.

Note that, when adding (5.6) to (5.3), the operator’s commands $\dot{q}_m$ are correctly considered as the lowest priority task thanks to the projector $P_r$ in (5.6). Furthermore, the coupling method given by (5.6) and (5.7) represents a power preserving interconnection if we design $\Lambda_m = \Lambda_s$, since it satisfies the relation $\dot{q}_m^T \tau_m + \dot{q}_{s,u}^T \nabla H = 0$. This property will be exploited in the passivity analysis given in the next section.

### 5.4 Passivity Analysis

In this section, the system passivity when subject to the proposed control inputs is analyzed. The standard definition of passivity given in Def. 1 is used. Considering the system described by (5.1), (5.3), (5.6) and (5.7) a possible choice for the storage function is the total energy of the system $\mathcal{V} : \mathbb{R}^m \times \mathbb{R}^n \rightarrow \mathbb{R} \geq 0$, i.e.

$$\mathcal{V}(q_m, q_s) = \frac{1}{2} \dot{q}_m^T M_m q_m + H(q_s) + \frac{1}{2} \sum_{i=1}^r \dot{\sigma}_i^T \dot{\sigma}_i,$$  \hspace{1cm} (5.8)

which accounts for the master kinetic energy (first term) and for the constraint and task error ‘energies’ (second and third terms). The time derivative of $\mathcal{V}$ in (5.8) is given by (assuming $\sigma_i$ constant)

$$\dot{\mathcal{V}} = \dot{q}_m^T M_m q_m + \frac{1}{2} \dot{q}_m^T M_m \dot{q}_m + \dot{q}_s^T \nabla H - \sum_{i=1}^r \dot{\sigma}_i^T \dot{\sigma}_i.$$  \hspace{1cm} (5.9)
Substituting $M_m\dot{q}_m$ from (7.19) and using the usual skew symmetry of the matrix $(M_m - 2C_m)$, we further obtain

$$\dot{V} = -\dot{q}_m^T B_m \dot{q}_m + \dot{q}_m^T (\tau_m + \tau_h) + \dot{q}_s^T \nabla H - \sum_{i=1}^r \dot{\sigma}_i^T \dot{\sigma}_i. \quad (5.10)$$

Exploiting the operational-joint space velocity mapping $\dot{\sigma}_i = J_{s,i} \dot{q}_s$, substituting $\dot{q}_s = \dot{q}_{s,a} + \dot{q}_{s,u}$ from (5.3) and (5.6) we get

$$\dot{V} = -\dot{q}_m^T B_m \dot{q}_m + \dot{q}_m^T \tau_m + \dot{q}_m^T \tau_h + \dot{q}_{s,a}^T \nabla H + \dot{q}_{s,u}^T \nabla H + \sum_{k=1}^r \dot{\sigma}_k J_{s,k} (\dot{q}_{s,a} + \dot{q}_{s,u}). \quad (5.11)$$

Using the power-preserving property of the interconnection (5.6)–(5.7) discussed before, and noting that $\sum_{k=1}^r \dot{\sigma}_k J_{s,k} \dot{q}_{s,u} = 0$ as $\dot{q}_{s,u}$ contains the null-space of all higher priority tasks, we further obtain

$$\dot{V} = -\dot{q}_m^T B_m \dot{q}_m + \dot{q}_m^T \tau_m + \dot{q}_m^T \tau_h + \dot{q}_{s,a}^T \nabla H + \dot{q}_{s,u}^T \nabla H + \sum_{k=1}^r \dot{\sigma}_k J_{s,k} \left( \sum_{i=1}^r \Lambda_i P_{i-1} J_{s,i}^T \dot{\sigma}_i \right) \nabla H + \sum_{i=1}^r \dot{\sigma}_i^T \dot{\sigma}_i. \quad (5.12)$$

Referring to (5.12), the term $\dot{q}_m^T B_m \dot{q}_m$ is positive-definite and represents the power dissipated by the system; $\dot{q}_m^T \tau_h$ is the input-output variables product and represents the power injected into or extracted from the system by the human operator interaction; the last term can be shown to be positive semi-definite (see [18]) by assuming that the tasks in (5.3) are orthogonal, i.e. $J_{s,i} J_{s,j}^T = O_{r_i \times r_j}$ $\forall j > i \in \{1, \ldots, r\}$ (for the successive projection method given by (5.5)), or at least linear independent, i.e. not orthogonal but such that $\rho(J_{s,i}^T) + \rho(J_{s,j}^T) = \rho([J_{s,i}^T, J_{s,j}^T])$ $\forall i, j \in \{1, \ldots, r\}$ (for the augmented inverse-based Jacobian approach given by (5.4)) and gains matrices are positive definite.

The second term on the right-hand side of (5.12) can be compactly written as

$$w = \sum_{i=1}^r w_i, \quad w_i = \dot{\sigma}_i^T (J_{s,i}^T P_{i-1}^T \Lambda_i) \nabla H. \quad (5.13)$$
Each $w_i$ represents the energetic coupling between the $i$-th autonomously regulated task and the constraints cost function $\mathcal{H}(q_s)$. In general, the sign of each $w_i$ cannot be determined a priori, since it depends on the effect that the regulation of the $i$-th task would make on $\mathcal{H}(q_s)$ (increase or decrease). For instance, the regulation of a task could make the slave robot moving closer to a joint limit/singularity, thereby increasing $\mathcal{H}(q_s)$ or vice versa. As a consequence, passivity of the system (that in our case would imply $\dot{V} \leq \dot{q}_m^T \tau_h$) cannot be easily guaranteed because of the arbitrary sign of the overall term $w = \sum w_i$, and closed-loop stability of the proposed teleoperation system could be threaten at runtime. The next section will then detail a suitable passivation strategy able to deal with this shortcoming.

5.5 Passivity Enforcing Via Energy Tanks

The energy tank machinery is employed to prevent a potential loss of passivity due to the $w$ term in (5.12). More specifically, we add to the system dynamics an energy storing element whose aim is to recover the system dissipated energy and to use it to implement potentially ‘active’ actions (induced by the terms $w_i > 0$ in (5.12)) while preserving the system passivity. In more details, the tank element has the following storage function

$$\mathcal{T}(z) = \frac{1}{2} z^2,$$

(5.14)

with $z \in \mathbb{R}$ being the state of the tank whose dynamics is chosen as

$$\dot{z} = \frac{\varphi}{z} \dot{P}_d - \frac{1}{z} \sum_{i=1}^{r} \gamma_i w_i,$$

(5.15)

where $P_d = \dot{q}_m^T B_m \dot{q}_m \geq 0$ represents the power dissipated by the system, $w_i$ can have any sign and represents the power extracted/injected by potential passivity violating actions, and $\varphi$ and $\gamma_1, \ldots, \gamma_r \in [0, 1]$ are binary variables meant to guarantee a finite upper bound for the energy stored in the tank (see also [156]). With the choice in (5.15) the time derivative of (5.14) is given by

$$\dot{\mathcal{T}} = z \dot{z} = \varphi \dot{P}_d - \sum_{i=1}^{r} \gamma_i w_i.$$

(5.16)

The tank action on the slave side dynamics is implemented through a set of variables $\alpha_1, \ldots, \alpha_r \in [0, 1]$ used to activate or deactivate tasks based on the
energy available in the tank. This mechanism is obtained by replacing (5.2–5.3) with
\[
\dot{q}_s = \dot{q}_{s,a}^\alpha + \dot{q}_{s,u} = \sum_{i=1}^{r} \alpha_i \Lambda_i \dot{q}_{s,i}^\alpha, \quad (5.17)
\]
that is, by weighting each term in \(\dot{q}_{s,a}^\alpha\) by the activation parameter \(\alpha_i\). The associated power balance then becomes
\[
\dot{\mathcal{V}} = -\dot{q}_m^T B_m q_m + \dot{q}_m^T \tau_h + \sum_{i=1}^{r} \alpha_i w_i - \sum_{k=1}^{r} \tilde{\sigma}_k J_{s,k} \dot{q}_{s,a}^\alpha. \quad (5.18)
\]
The extended system energy function is expressed by \(\mathcal{G} = \mathcal{V} + \mathcal{T}\) and its time derivative takes the form (using (5.16-5.18))
\[
\dot{\mathcal{G}} = \dot{\mathcal{V}} + \dot{\mathcal{T}} = -(1-\varphi) \dot{q}_m^T B_m q_m + \dot{q}_m^T \tau_h + \sum_{i=1}^{r} (\alpha_i - \gamma_i) w_i - \sum_{k=1}^{r} \tilde{\sigma}_k J_{s,k} \dot{q}_{s,a}^\alpha \quad (5.19)
\]
where \(\dot{q}_{s,a}^\alpha\) is given in (5.17). By denoting with \(\bar{T}\) and \(\bar{\mathcal{T}}\) the tank energy upper and lower thresholds, respectively, we define \(\forall i \in 1, \ldots, r\) the following switching policy for \(\varphi, \gamma_i\)
\[
\varphi = \begin{cases} 
1 & \text{if } T < \bar{T} \\
0 & \text{otherwise}
\end{cases} \quad \gamma_i = \begin{cases} 
0 & \text{if } T \geq \bar{T} & \& w_i < 0 \\
\alpha_i & \text{otherwise}
\end{cases}. \quad (5.20)
\]
At this point, \(\alpha_i\) can be chosen as any sufficiently smooth function\(^1\) of the tank state \(\mathcal{T}\) and of the input power \(w_i\) that satisfies \(\alpha_i = 0\) if \(\mathcal{T} \leq \bar{T}\) and \(w_i > 0\), and \(\alpha_i = 1\) when \(\mathcal{T} = \bar{T}\). In this work, this mechanism is implemented by choosing
\[
\alpha_i = f (\mathcal{T}, \mathcal{T}, \bar{\mathcal{T}}) g (w_i, w_i) + (1 - g (w_i, w_i)), \quad (5.21)
\]
where
\[
f (\mathcal{T}, \mathcal{T}, \bar{\mathcal{T}}) = \frac{1}{2} \left( 1 - \cos \left( \frac{\pi}{\bar{\mathcal{T}} - \mathcal{T}} \right) \right)
g (w_i, w_i) = \begin{cases} 
0 & \text{if } w_i \leq w_i, \\
1 & \text{if } w_i > 0, \\
f(w_i, 0) & \text{otherwise}
\end{cases}. \quad (5.22)
\]
and \(w_i < 0\) is a threshold on input power. With the choice in (5.20), (5.21) and (5.22), the extended system described by (5.1), (5.6), (5.7), (5.15) and (5.17) is
\(^1\) Continuity of each \(\alpha_i\) w.r.t. its arguments is, indeed, needed for preserving continuity of the joint velocity command \(\dot{q}_{s,a}^\alpha\) in (5.17).
passive w.r.t. the input-output pair \((\tau_h, \dot{q}_m)\) with storage function \(G = V + T\). It is possible to verify that (5.19) satisfies (2.3) in all conditions that can occur when implementing (5.20–5.21). Indeed, the term \((\alpha_i - \gamma_i)\) that multiplies \(w_i\) in (5.19) is always null for \(w_i > 0\) regardless of the tank state. Furthermore, the only case in which \(\alpha_i \neq 0\) and \(\gamma_i = 0\) occurs when \(w_i < 0\) and is used to guarantee the energy upper bound limitation. In all other cases, the choices in (5.20) allow implementing potentially non-passive actions using the energy stored in the tank while enforcing its upper (\(\bar{T}\)) and lower (\(\underline{T}\)) bounds.

5.6 Experiments

5.6.1 Experimental Setup

A telemanipulation system consisting of a haptic device and a 6-DoF serial manipulator in an industrial scenario endowed with a camera is considered (Fig. 5.1). An operator is asked to grasp an object by teleoperating the task-prioritized shared-control arm through the master system. The camera, placed at the slave side in a calibrated eye-to-hand configuration, provides visual feedback to the operator as well as the object pose in the robot base frame through standard vision-based techniques [28]. The considered tasks are:

- autonomous regulation of \(y\) coordinate of the robot end-effector frame \((F_g)\) to \(y_d\) corresponding to the \(y\) object position \((F_o)\) in the robot base frame \((F_b)\) (1 DoF);
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- autonomous orientation control around a sphere centered in the object (2 DoFs) plus alignment of the \( y \) axis between \( \mathcal{F}_g \) and \( \mathcal{F}_o \) (1 DoF). The approach is taken from [2].

The user input along the remaining directions (2 DoFs) constitutes the additional lowest priority task.

The experimental setup is composed of a simulated Adept Viper 850 (see Sect. 2.5 for its kinematic model) equipped with a Robotiq 2-finger gripper as end-effector. The master is a Force Dimension Omega 6 in which only 2 linear DoFs of the device are used to control the slave manipulator end-effector position (2 DoFs). In all the experiments, we use the successive projection method and numerically verify the successive tasks orthogonality.

Any constraint of the system can be modeled through the function \( \mathcal{H} \). Without loss of generality, here joint limits and singularities at the slave side are considered and haptic guidance is provided to the operator to effectively avoid them. Constraints are encoded through the following functions (see [190, 176] for more details)

\[
\mathcal{H}(q_s) = \mathcal{H}_j(q_s) + \mathcal{H}_s(q_s) \tag{5.23}
\]

\[
\mathcal{H}_j(q_s) = \sum_{i=1}^{n} \frac{1}{\lambda} \left( \frac{q_{s,i}^+ - q_{s,i}^-}{q_{s,i}^+ - q_{s,i}^-} \right)^2 \tag{5.24}
\]

\[
\mathcal{H}_s(q_s) = \rho e^{-\varepsilon \det(J(q_s))} \left( \det(J_s(q_s)) \right)^{-\beta}, \tag{5.25}
\]

where \( \lambda, \rho, \varepsilon \) and \( \beta \) are scalar constants, \( q_{s,i} \) is the \( i \)–th joint coordinate, \( q_{s,i}^+ \) and \( q_{s,i}^- \) are the upper and the lower limits, respectively. The corresponding gradients have been calculated symbolically using the MATLAB Symbolic Toolbox. All the parameters used in the following experiments are listed in Tab. 7.1 while joint limits are given in Tab. 7.2.

The object position is retrieved through the blob tracker and planar homography functionalities provided by ViSP software library [28]. The control loop runs at 200 Hz.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Lambda_1 )</td>
<td>diag(0.5)</td>
<td>( \Lambda_2 )</td>
<td>diag(2.0)</td>
</tr>
<tr>
<td>( \Lambda_m )</td>
<td>diag(0.7)</td>
<td>( \Lambda_s )</td>
<td>diag(0.7)</td>
</tr>
<tr>
<td>( T )</td>
<td>0.2</td>
<td>( T )</td>
<td>0.02</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>50</td>
<td>( \rho )</td>
<td>0.0005</td>
</tr>
<tr>
<td>( \epsilon )</td>
<td>1.0</td>
<td>( \beta )</td>
<td>2.0</td>
</tr>
<tr>
<td>( M_m )</td>
<td>diag(0.4171)</td>
<td>( B_m )</td>
<td>diag(2.0)</td>
</tr>
</tbody>
</table>
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Figure 5.2: Autonomous task regulation experiment. (a) Initial system configuration and (b) final robot configurations without and (c) with the energy-tanks passivity-based control.

5.6.2 Results

First the system evolution when the shared control is activated without any user input (i.e., $\dot{q}_m = 0$, $\tau_m = 0$) is shown and the system responses with and without the passivity-based control action are compared. The slave robot autonomously executes the two above-mentioned tasks. Figure 5.2 contains snapshots of the slave robot initial and final configurations from the proposed experiment. The response of the system in terms of energies, task errors, control variables and forces that would have been fed back to the user, is shown in Fig. 5.3 with (right column) and without (left column) the energy-tanks passivity-based control.

As it can be noticed from the upper graph, when passivity control is not activated, the system undergoes an active time period (yellow shaded area) in which the total energy (given by (5.8)) increases. The task errors $\tilde{\sigma}_i, i = 1, 2$ (on the second row) are brought to zero but the forces $f_m = (J_m^T)\tau_m$ that the user would have experienced if the bilateral teleoperation were activated (third row) reach a peak around 3s corresponding to a maximum value of 34.02 N along the $y$ direction. Such an intensive force can cause abrupt user’s move-

<table>
<thead>
<tr>
<th>Joint #</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q^+$</td>
<td>170</td>
<td>120</td>
<td>120</td>
<td>170</td>
<td>120</td>
<td>170</td>
</tr>
<tr>
<td>$q^-$</td>
<td>-170</td>
<td>-120</td>
<td>-120</td>
<td>-170</td>
<td>-120</td>
<td>-170</td>
</tr>
</tbody>
</table>
ments that may guide the slave robot to encounter severe collisions or other dangerous configurations leading, eventually, to unstable behaviours.

On the other hand, the energy-tanks passivity-based control establishes a passive behavior of the system (total energy always decreasing in the upper graph), at the expense of larger errors in the tasks regulation (second row). Indeed, the tasks executions are stopped when the energy tank gets discharged according to the control laws in (5.20) and (5.21). The corresponding force intensities (third row) are overall bounded by lower and more acceptable values (in this case ±5 N). The last row of Fig. 5.3 contains the plots of $\alpha_i$ and $w_i$ recorded during the experiment.

Then, a bilateral teleoperation experimental test is performed using the presented haptic shared-control architecture. In this experiment the energy-tanks passivity-based control is always active. Figure 5.4 shows the most significant instants of the experiment while Figure 5.5 contains the time history of relevant quantities.

The experiment starts with the autonomous controller regulating the two higher priority tasks as in the previous case (Fig. 5.4a). Looking at the graphs in Fig. 5.5, autonomous actions increase the constraints cost function while the tank level drops down (analogously to the previous experiment). More specifically, this is caused by the second task driving the fifth slave robot joint towards its upper limit. The user experiences haptic guidance forces that try to keep the slave robot away from its constraints. The errors tend to zero during the subsequent time period.

The experiment continues with the user driving the slave robot toward the target object (Fig. 5.4b). The damping acting on the system makes the tank energy increase towards its upper bound. Around 20 s the slave robot approaches the object in a configuration close to the third joint lower limit. A similar situation happens around 32 s, when the operator moves around the object before grasping it. In these cases, the cost function increases but the first two tasks have reached steady-state, thus the system is passive with respect to the user actions. This leaves the tank energy level unchanged. Haptic guidance forces help the operator to correct the slave robot configuration around the grasping point.

To further demonstrate the capabilities of the proposed method, the target object is moved along the $y$ direction by activating the conveyor belt around 38 s (Fig. 5.4c). Correspondingly, an increase in the second task error norm is registered (red shaded area in Fig. 5.5). The tank energy level drops down again and the second task execution is slowed down. The user starts again tele-
operating and, following the haptic guidance forces, drives the robot towards the new object position. The energy tank gets replenished by both the dissipated power and passive actions while the second task error approaches zero around 41 s. The grasping task is successfully accomplished around 63 s as shown in Fig. 5.4d.

Both experiments are also shown in the following video: https://youtu.be/abzHTFRjISQ.

5.7 Conclusions

In this chapter the concept of task-prioritized shared-control for remote teleoperation of redundant robots is introduced. The proposed method is endowed with haptic guidance used to steer the slave manipulator away from its kinematic constraints. A power-preserving coupling is designed, teleoperation system passivity analysis is provided and a passification strategy using energy-tanks passivity-based control is proposed. The passivity control action dynamically stops the tasks that drive the slave robot in dangerous workspace configurations, thus preventing the user from feeling large/abrupt haptic forces. The system is evaluated in remote manipulation experiments performed with a real haptic device and a simulated slave robot. Results show that the methodology effectively lets the operator accomplishing the task while ensuring safety of the telerobotic systems.

As future works the aim is to endow the method with task priority switching capabilities that can make the teleoperation system even more flexible and performing.
Figure 5.3: Comparison of energies, error norms, forces and control variables during the autonomous tasks regulation without (left) and with energy-tanks (right). The yellow shaded area indicates the active time period.
Figure 5.4: Shared-control teleoperation experiment. (a) Initial system configuration; (b) robot approaching the object; (c) object moving; (d) robot grasping the object.
Figure 5.5: Time evolution of system energies, error norms, haptic guidance forces, relevant control quantities and joint velocities during the shared-control teleoperation experiment. The red shaded area indicates the time slot in which the object is moved.
Part II

Shared Control Methods for Surgical Scenarios
Chapter 6

Virtual Fixtures-based Shared Control Methods

During robot-aided surgical interventions, the surgeon can benefit from the application of Virtual Fixtures (VF). Though very effective, this technique is very often not practicable in unstructured surgical environments. In order to comply with the environmental deformation, both the VFs geometry and the constraint enforcement parameters need to be online defined/adapted. This paper proposes a strategy for an effective use of VF assistance in minimally invasive robotic surgical tasks. An online VF generation technique based on interaction force measurements is presented. Pose and geometry adaptations of the VF are considered. Passivity of the overall system is guaranteed by using energy tanks passivity-based control. The proposed method is validated through experiments on the da Vinci Research Kit [204].

6.1 Introduction

Robot-aided surgery permits filtering the surgeon's hand tremors and scaling down motions in order to make highly precise and dexterous movements inside the patient's body. This allows reducing trauma and postoperative pains which, in turn, results in significantly faster recovery time for patients.

In recent years, the application of shared-control techniques to robotic surgical interventions started to be investigated. Among these techniques, the use of virtual fixtures (VFs) has been identified as one of the most promising approaches [125]. VFs are software generated constraints which restrict the motion of a robotic manipulator into predefined regions or constrain it to move
along a preplanned path [14] (see Sect. 2.2). This allows improving the operator’s performance by reducing the mental workload, increasing the precision and/or decreasing the task completion time.

A wide variety of surgical tasks can benefit from the use of VFs, such as percutaneous needle insertion [205], femur cutting for prosthetic implant [206], suturing [207, 208]. However, the main drawback of this methodology is the strong task dependency: switching among even structured tasks would require interruptions and reprogramming of the system. Moreover, unstructured environments pose additional challenges to the VFs application. For instance, in minimally invasive robotic surgery the environment is deformable due to the flexibility of the organs and this makes the precomputed VF techniques hardly practicable.

### 6.1.1 Problem statement

Automatic VF generation/adaptation can be performed by exploiting vision-based techniques [100, 101]. Vision systems allow tracking organs as they move or deform. However, this can be a demanding task, particularly in cases where surgical targets have few structural features for tracking. Alternatively, force controlled exploration of patient-specific anatomy can be a time-consuming procedure and thus not practicable in some surgical interventions [177]. Whatever method is used to generate them, to be effective in the surgical scenario, VFs must be adapted online as the environment moves or deforms, i.e. they must be repositioned and/or opportunely refined in order to reflect the different environmental configuration. Very few papers make a significant consideration of *adaptive* VF, where the constraint geometry (semi-)autonomously moves as a result of environmental changes [209].

On the other hand, guaranteeing a stable behavior of the robot endowed with adaptive VF control is of a paramount importance in robotic surgery. Interactive VF application results in variable impedance controllers that could threaten the stability of the robotic system [200, 201]. The analysis of the system behavior is complicated by the interaction with the user which further contributes to the overall system impedance parameters variation. Thus, passivity-based control techniques need to be exploited in order to ensure the safe use of the system for every change in the impedance parameters.
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6.1.2 Related Works

Related works in this field can be separated into two main topics: 1) adaptive virtual fixtures, 2) passivity-based control.

Adaptive virtual fixtures

Historically, robotic teleoperation systems have made use of VF as a perceptual overlay to enhance the human experience in performing remote manipulation tasks. Rosenberg pioneered VF in his work [13]. Since then, renewed interest has been shown in their use for robotic surgical procedures. In [210] the first attempt to transfer VF to the operating room is shown. The authors used VF generated from preoperative computed tomography images and constrained the motions of a surgical robot to a predefined path during the dissection of the internal mammary artery. Interactive generation of VF in surgical applications has been addressed in [117] where constrained optimization is used to enforce the VF constraint with objective function derived by user inputs.

More recently, it has been shown that VF can be opportely generated using scans of the area of interest [97, 117]. A dynamic VF technique to enhance the surgical operation accuracy of admittance-type medical robots in deforming environments is presented in [110]: the target deformation is tracked actively and the proxy motion is constrained on a deforming sphere to simulate the beating heart surgery environment. One of the major obstacles in implementing vision generated VF in surgical applications is the organs displacement and deformation: whether the constraint geometry is defined preoperatively or intraoperatively, it must be mapped correctly to the organs as they move or deform.

Alternatively, VF may be opportely adapted according to the currently being executed task or on the estimation of surgeon’s skills. Learning from demonstration has been used for task dependent VFs application in [107], whereas adaptive VFs, based on the surgeon’s level of expertise, are shown in [122]. An algorithm to select an appropriate admittance ratio based on the nature of the task was developed in [129]: automatic admittance ratio tuning is recommended for an efficient use of VFs. A method for online task tracking and on the use of adaptive VFs that can cope with their inherent inflexibility is presented in [108].
Passivity-based control

Few authors have addressed the stability issues caused by VF adaptation as this can threaten the system stability. In [211] the authors applied and experimentally validated a non-energy-storing class of dynamic guidance VFs that do not suffer from internal energy accumulation. Using a friction model to enforce constraints ensures that energy is never accumulated into the system [111]. However, frictional constraints suffer from problems related to forbidden regions replication. Redirection of VF forces in surgical robotics based on a passivity preserving condition has been presented in [212]. Stability of the closed-loop system can be investigated using the small-gain theorem: a sufficient condition, that guarantees stability in the presence of time-varying communication delay, is derived in [121]. Variable impedance/admittance control of robotic manipulators makes largely use of passivity-based control techniques to stabilize the system. An interesting approach relies on the concept of energy tanks and has been effectively used in [200, 201, 213]. The energy tanks approach is particularly suitable for the teleoperation, where large damping factors may degrade the transparency of the bilateral telerobotic system.

6.1.3 Contribution

This chapter presents a methodology for online interactive generation and passive adaptation of VF for robotic assisted surgical interventions. More specifically, this work proposes:

- a VF pose and geometry adaptation strategy that uses a human-in-the-loop VF generation technique;

- an energy tanks passivity-based control method that ensures a stable system behavior.

The developed methodologies are validated through experiments performed on the da Vinci Research Kit (dVRK) [214], in which surgical dissection tasks have been considered.

The remainder of the chapter is organized as follows: in Sect. 6.2 preliminary methods used for VFs implementation are presented; Section 6.3 contains VF generation and adaptation techniques; Section 6.4 shows the energy tanks passivity-based control; Section 6.5 contains the performed experiments and results alongside a discussion; Section 6.6 concludes the chapter.
6.2 Preliminaries

In this section, the methods used for the implementation of VFs to generic teleoperated robotic systems are illustrated.

6.2.1 Robot Impedance Control

A very common practice in robotic teleoperation is to have an admittance/impedance controlled master robot. Considering a \( n \)-DoF manipulator and defining a task space vector \( x \in \mathbb{R}^r \), with \( r \leq n \), the following impedance dynamics can be achieved through control

\[
M \ddot{x} + D \dot{x} = f_{h,A} + f_{vf}(\cdot),
\]

(6.1)

where \( \ddot{x} = x_d - x \), with \( x_d \) being the desired value for the robot task space variable, \( M \in \mathbb{R}^{r \times r} \) and \( D \in \mathbb{R}^{r \times r} \) are inertia and damping matrices respectively, usually designed to be fixed, diagonal and positive definite. \( f_h \in \mathbb{R}^r \) is the vector of the external forces applied by an interacting user and \( f_{vf}(\cdot) \) is the additional force due to the possible presence of VFs. The above dynamics can be obtained by setting the torque control input \( \tau \in \mathbb{R}^n \) of the master robot as (see [11] for more details)

\[
\tau = B(q)v + N(q, \dot{q}) + J_T(q)f_h
\]

(6.2)

\[
v = J_{A}^{-1}(q)M^{-1}(M \ddot{x}_d + D \dot{x} - MJ_A(q, \dot{q}) \dot{q} - f_{h,A} - f_{vf}(\cdot)),
\]

(6.3)

where \( B(q) \in \mathbb{R}^{n \times n} \) is the joint space inertia matrix, \( J(q), J_A(q) \in \mathbb{R}^{r \times n} \) are the geometric and the analytical Jacobians, respectively, and

\[
N(q, \dot{q}) = C(q, \dot{q})\dot{q} + g(q) + h(q, \dot{q})
\]

(6.4)

accounts for Coriolis and centrifugal contributions \( C(q, \dot{q})\dot{q} \), gravity \( g(q) \), friction and other disturbance torques \( h(q, \dot{q}) \). Notice that the term \( f_{h,A} \) differs from \( f_h \) by a mapping, depending on the orientation representation.

6.2.2 External Force Estimation

Equation (6.2) requires the measurement of the external forces \( f_h \). When they are not directly measurable, force estimation could be performed by resorting to a nonlinear dynamic observer [215, 216]. This method allows the estimation
of unknown external forces without the need of measuring the usually noisy acceleration signal.

In greater details, considering the measured torque vector \( \tau_r \in \mathbb{R}^n \), a residual vector can be defined as follows

\[
\mathbf{r}(t) = K_I \left( B(q) \dot{q} - \int_0^t \left( \mathbf{r}(\sigma) + \tau_r + \tilde{N}(q, \dot{q}) d\sigma \right) \right),
\]

where \( K_I \) is a diagonal and positive definite gain matrix and

\[
\tilde{N}(q, \dot{q}) = C^T(q, \dot{q}) \dot{q} - g(q) - h(q, \dot{q}).
\]

Hence, the estimated external forces \( \hat{f}_h \) can computed using the following equality

\[
\hat{f}_h = J^{-T}(q) \mathbf{r},
\]

where \( J^{-T}(q) \) denotes the generalized inverse of the robot Jacobian transpose. Hereafter, we will consider \( f_h = \hat{f}_h \).

### 6.2.3 Virtual Fixtures

VFVs can be classified into two main classes: Forbidden-Region Virtual Fixtures (FRVF) and Guidance Virtual Fixtures (GVF) [14]. Generally speaking, FRVF are suitable for simulating barriers, constraining surfaces or delicate regions that the user should be forbidden to enter. In contrast, a GVF has an attractive behavior that pulls the robot end-effector towards a desired path (see Fig. 6.1).

In this work, the focus on the latter VF type (hereafter, we will refer to GVF simply as VF). Two quantities are essential to describe a VF: its geometry and the constraint enforcement method.

#### VF geometry model

A simple, yet general, way of geometrically formulating a smooth continuous VF is through parametric curves. Without loss of generality, we adopt cubic splines. In its 1-dimensional form, a cubic spline is defined by

\[
\Gamma_i(s) = C_0 + C_1 (s - x_i) + C_2 (s - x_i)^2 + C_3 (s - x_i)^3
\]

where \( \Gamma_i(s) \) denotes the curve in its \( i \)-th interval \([x_i, x_{i+1}]\), \( s \in [0, 1] \) is the curve parameter, \( C_0, C_1, C_2, C_3 \) are constants determined by imposing four conditions (usually being boundary constraints \( \Gamma_i(0), \Gamma_i(1), \Gamma'_i(0), \Gamma'_i(1) \)), where \( \Gamma'_i(\cdot) \) denotes the curve derivative w.r.t. the parameter \( s \). As explained
later in this work (Sect. 6.3), we build the spline geometry by fitting a set of recorded interaction points. For this purpose, we use parabolically terminated splines.

**VF constraint enforcement**

A GVF exhibits attractive behavior towards the desired path. The simplest constraint enforcement method consists in applying a spring-damper like force. In the linear case this can be defined as follows

\[
 f_{\text{vf}}(\bar{x}, \dot{\bar{x}}) = -K_{\text{vf}}\bar{x} - D_{\text{vf}}\dot{\bar{x}},
\]

(6.9)

where \( K_{\text{vf}} \in \mathbb{R}^{r \times r} \) and \( D_{\text{vf}} \in \mathbb{R}^{r \times r} \) are properly designed diagonal and positive definite matrices and \( x_d \) is the set-point belonging to the constraint geometry having minimum distance from \( \bar{x} \) (see Fig. 6.1). An impedance controlled manipulator (7.22), endowed with VF control forces defined in (6.9), exhibits a closed-loop behavior that can be described by

\[
 M\ddot{\bar{x}} + \dot{\bar{x}} + K_{\text{vf}}\bar{x} = f_{h,A},
\]

(6.10)

where \( \dot{\bar{D}} = D + D_{\text{vf}} \) contains the damping assigned both by the impedance control and the VF constraint enforcement method. The desired dynamics (6.10) can be easily obtained by adding the elastic and damping contributions shown in the right-hand side of (6.9) to the control input defined in (6.3).

### 6.2.4 Minimum Distance

For cubic splines, described by (6.8), there does not exist an analytical solution to the problem of minimum Euclidean distance computation. However, this problem can be tackled by resorting to iterative methods, such as Newton-Raphson (NR). This represents a general method of finding the extrema (minima or maxima) of a given function in an iterative manner. Our goal is to find the spline parameter \( \bar{s} \) corresponding to the minimum distance point \( x_d = \Gamma(\bar{s}) \). For this purpose, starting from a generic initial condition \( s_0 \in [0, 1] \), we use the customary NR update law

\[
 s_{k+1} = s_k + \frac{\delta(x, s_k)}{\delta'(x, s_k)},
\]

(6.11)

where \( \delta(x, s) : \mathbb{R}^r \times \mathbb{R} \to \mathbb{R} \) is the distance function between a point \( x \) and the spline \( \Gamma(s) \), that is given by

\[
 \delta(x, s) = \sqrt{(x - \Gamma(s))^T(x - \Gamma(s))}
\]

(6.12)
Figure 6.1: Example of Guidance Virtual Fixture (GVF) spline geometry and minimum distance from the robot tool central point \( x \). \( \mathbf{t} \) and \( \mathbf{n} \) denote the tangent and the normal directions, respectively, with origin in \( x_d \), i.e., the \( x \) nearest point on the curve. \( \mathcal{F}_i : \{O_i; x_i, y_i, z_i\} = \) inertial frame, \( \mathcal{F}_{\text{vf}} : \{O_{\text{vf}}; x_{\text{vf}}, y_{\text{vf}}, z_{\text{vf}}\} = \) virtual fixture frame.

\[ \delta'(x, s_k) \] denotes the derivative at \( s_k \) of (6.12) with respect to the curve parameter \( s \).

### 6.3 Virtual Fixture Generation and Adaptation

In this section, the VF generation technique and the adaptation strategies are described.

#### 6.3.1 VF Generation

The aim is to let the user interactively program VFs for interaction tasks (e.g., surgical dissections). Among many other choices, the policy of recording a set of interaction points that are then used to build the VF geometry is adopted. In this way, the surgeon is given the ability to program the VF geometric path by simply interacting with the environment. Interaction detection is possible by

---

1Although computationally very efficient, NR method can converge to local maxima/minima. To tackle this problem, the previously determined \( \tilde{s} \) is used as initial guess for the next minimum distance query. This method was empirically found to be effective for the scope of this work.
measuring forces at the slave side. Recorded points are then fitted through a penalized regression spline fitting algorithm in which coefficients of (6.8) are obtained by minimizing the sum of least squares plus a penalty function which suppresses nonlinearity and controls the curve smoothing. Mathematically, the problem is described by

$$\Gamma (s) = \arg \min_{\Gamma(s)} \left( \sum_i (y_i - \Gamma(s_i))^2 + \lambda \int (\Gamma''(s))^2 ds \right)$$

(6.13)

where $\lambda$ is the regularization parameter that penalizes nonlinearities in the path, $y_i$ is the $i$-th recorded interaction point and $\Gamma''(s)$ is the curve second derivative of $\Gamma(s)$ with respect to its parameter $s$.

Alternatively, the VFs geometry can be created via specific control points obtained directly from images of the surgical scene and can be updated accordingly by the vision algorithm as demonstrated in [217].

6.3.2 VF Adaptation

To adapt a VF preserving the proposed human-in-the-loop approach, a non-linear and time varying stiffness profile is adopted for $K_{vf}$ in (6.10). This is used to both limit the spatial and the temporal influence of a VF. More specifically, we design each non-zero entry of the stiffness matrix to be

$$k_{vf,ii}(\tilde{x}, t) = \beta(\tilde{x}, t)K_{max} \quad \forall i = 1, \ldots, r$$

(6.14)

where $k_{vf,ii}$ is the $(i,i)$ entry of the $K_{vf}$ matrix, $\beta(\tilde{x}, t)$ is an impedance shaping function, $\tilde{x}$ is the $i$-th component of the vector $\tilde{x}$, $t$ denotes time and $K_{max}$ is the maximum stiffness value adopted. The definition of $\beta(\tilde{x}, t)$ allows realizing different adaptation strategies as detailed in the following two sections.

Pose Adaptation

The pose adaptation strategy consists in positioning a predefined VF geometry into a desired location. With reference to Fig. 6.1 the problem is to define a desired reference frame $\mathcal{F}_{vf,d} : \{O_{vf,d}; x_{vf,d}, y_{vf,d}, z_{vf,d}\}$ to which the current VF reference frame $\mathcal{F}_{vf} : \{O_{vf}; x_{vf}, y_{vf}, z_{vf}\}$ must converge to. As explained, to make this procedure interactive for the user, the adopted policy consists in recording a set of slave robot interaction points with the environment that are then used to fit the predefined geometry. To allow the user to freely record new interaction points, it is convenient to limit the spatial influence of the current VF
adopting the $\beta(\tilde{x})$ function qualitatively depicted in Fig. 6.2: this function allows the operator to easily exit the VF constraining zone and freely record new interaction points as sought. For each task space variable $\beta(\tilde{x})$ is mathematically described by

$$
\beta(\tilde{x}) = \begin{cases} 
0 & \text{if } |\tilde{x}| \geq l \\
\frac{1}{2} \left(1 + \cos \left(\frac{\pi (|\tilde{x}| - d)}{l - d}\right)\right) & \text{otherwise} \\
1 & \text{if } |\tilde{x}| \leq d
\end{cases}
$$

(6.15)

where $l$ is the distance at which the VF attractive action vanishes completely and $d$ is the threshold distance value inside which the stiffness perceived is $K_{\text{max}}$. Once a set of recorded interaction points is available, the classical least-squares minimization method is used to fit the predefined geometry onto it. This gives the desired VF pose that minimizes the sum of squared residuals between the VF from the point set, i.e. $F_{\text{vf},d}$. This pose is then tracked online by suitably defining the pose error between $F_{\text{vf},d}$ and $F_{\text{vf}}$ frames. Indicating with $R = [n, s, a]$ and $R_d = [n_d, s_d, a_d]$ the rotation matrices associated with $F_{\text{vf}}$ and $F_{\text{vf},d}$, respectively, the error can be written as follows (see [11])

$$
e = \begin{bmatrix} e_P \\ e_O \end{bmatrix} = \frac{1}{2} \begin{bmatrix} O_{\text{vf},d} - O_{\text{vf}} \\ (n \times n_d + s \times s_d + a \times a_d) \end{bmatrix},
$$

(6.16)

where $O_{\text{vf},d}$ and $O_{\text{vf}} \in \mathbb{R}^3$ denote the desired and current frame origins, respectively. A simple proportional control law defined on the error in (6.16) allows it to asymptotically converge to zero guaranteeing a smooth regulation behavior. The resulting error dynamics can be written as follows

$$
\dot{e} + \Lambda_p e = 0 \quad \Lambda_p > 0,
$$

(6.17)

where $\Lambda_p$ is a positive definite diagonal matrix containing control gains that are numerically different to account the non-homogeneous dimensions of the error blocks.

**Geometry Adaptation**

The geometry adaptation strategy consists in transforming the current VF geometry into a desired one.

Suppose that the user is performing a task aided by the currently active VF and necessarily needs to deviate, e.g. to comply with the environment deformation. The same interaction points fitting strategy used for the VF generation
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Figure 6.2: VF impedance shaping function \( \beta(\tilde{x}) \) used to limit the VF spatial influence. \( \tilde{x} \) denotes the difference between the desired and current value or the master task space variable.

(see Sect. 6.3.1) can be used to define a new desired geometry. In this case, the user may want to completely deactivate the current VF to freely record new interaction points. To let the impedance parameters of the former VF to gradually vanish, we use the following temporal variation of the stiffness

\[
\beta(t) = \frac{1}{2} \left( 1 + \cos \left( \frac{\pi (t - t_s)}{t_i - t_s} \right) \right) \quad t_s < t < t_i \tag{6.18}
\]

where \( t_s, t_i \) are the starting and final instant of the stiffness variation time interval. Once a new desired geometry has been defined, the problem is to redirect the robot tool central point \( x \) towards the new VF.

To achieve a smooth behavior of the system, the impedance parameters must gradually materialize. This is realized by the following temporal stiffness variation

\[
\beta(t) = \frac{1}{2} \left( 1 - \cos \left( \frac{\pi (t - t_i)}{t_f - t_i} \right) \right) \quad t_i < t < t_f \tag{6.19}
\]

where \( t_i, t_f \) are initial and final instants of the positive impedance variation, respectively. To activate/deactivate the VF according to the stiffness variation laws (6.18) and (6.19), different strategies can be adopted. In this work, this functionality is associated to the pressing of a dVRK console foot pedal.

It is worth noting that the proposed impedance variation strategy can be also employed to smoothly apply a VF or switch between two of them: switching the attraction point \( x_d \) from one VF to another, when the stiffness reaches zero, guarantees a smooth transition of the system. From a passivity point of view this translates in not generating additional energy into the system.
6.4 Energy Tanks Passivity-Based Control

In this section, the system passivity when subject to the proposed impedance variations is analyzed (see Sect. 6.3.2). The definition of passivity given in Def. 1 is used.

It can be easily noted that the model in (6.10) is not guaranteed to be passive w.r.t. the input-output pair \((f_h, \dot{x})\) if we consider as storage function the system energy

\[
H(x, \dot{x}) = \frac{1}{2} \dot{x}^T M \dot{x} + \frac{1}{2} x^T K_{vf} x,
\]

where \(M\), and \(K_{vf}\) have been defined in Sect. 6.2. Indeed, the time derivative of (6.20) (assuming that \(M\) remains constant over time) can be written as follows (omitting arguments of \(H(x, \dot{x})\))

\[
\dot{H} = \dot{x}^T f_h - \dot{x}^T \hat{D} \dot{x} + \frac{1}{2} \dot{x}^T K_{vf} \dot{x}.
\]

Since \(\dot{K}_{vf}\) can have both positive and negative eigenvalues, a sufficient, yet conservative, condition to satisfy (2.3) is to have a negative semidefinite \(\dot{K}_{vf}\) in (6.22).

A possible solution to this problem is to design a passivity preserving controller that tracks the desired stiffness profile while limiting its change when condition (2.3) is violated. To this end, the concept of energy tanks, introduced in [218], is exploited. It aims at recovering the dissipated energy of the system to implement a less conservative impedance variation without violating the overall passivity of the system. To this end, the master side manipulator is endowed with an energy storing element having the following storage function

\[
T(z) = \frac{1}{2} z^2,
\]

whose dynamics is described by the following equation

\[
\dot{z} = \frac{\phi}{z} \dot{x}^T \hat{D} \dot{x} - \gamma \frac{1}{z} \dot{x}^T K_{vf} \dot{x},
\]

with \(z \in \mathbb{R}\) being the state of the tank and \(\phi, \gamma \in \{0, 1\}\) are parameters used to enforce the upper bound limitation \(\bar{T}\) for the energy stored in the tank [156].
Note that (6.24) is singular for \( z = 0 \), thus a lower threshold \( \varepsilon \) for the tank energy must also be set.

Thus, the extended dynamics can be rewritten as follows

\[
\begin{align*}
M \ddot{\tilde{x}} + \dot{D} \tilde{x} + K_{vf} \tilde{x} &= f_h \\
\dot{K}_{vf} &= \alpha \left( A_k (K_{vf,d} - K_{vf}) + \dot{K}_{vf,d} \right) \\
\dot{z} &= \frac{\varphi}{z} \tilde{x}^T \dot{D} \tilde{x} - \frac{\gamma}{2} \tilde{x}^T K_{vf} \tilde{x}
\end{align*}
\] (6.25)

where \( A_k \in \mathbb{R}^{r \times r} \) is a diagonal and positive definite matrix containing the stiffness tracking control parameter and \( \alpha \in \{0, 1\} \) is a variable used to activate/deactivate the stiffness variation in case of passivity violation. The master system, endowed with the energy tank, has the following energy function

\[
\mathcal{H} = H + T = \frac{1}{2} \tilde{x}^T M \tilde{x} + \frac{1}{2} \tilde{x}^T K_{vf} \tilde{x} + \frac{1}{2} z^2,
\] (6.26)

whose time derivative is given by

\[
\dot{\mathcal{H}} = \dot{H} + \dot{T} = \dot{x}^T M \dot{x} + \dot{x}^T K_{vf} \dot{x} + \frac{1}{2} \dot{x}^T \dot{K}_{vf} \dot{x} + z \dot{z}
\] (6.27)

which, evaluated along the system trajectories, becomes

\[
\dot{\mathcal{H}} = \dot{x}^T f_h - (1 - \varphi) \dot{x}^T \dot{D} \dot{x} + (1 - \gamma) \frac{1}{2} \dot{x}^T \dot{K}_{vf} \dot{x}.
\] (6.28)

By defining the following control laws for \( \alpha, \varphi \) and \( \gamma \)

\[
\begin{align*}
\alpha &= \begin{cases} 
0 & \text{if } T \leq \varepsilon \text{ & } K_{vf} > 0 \\
1 & \text{otherwise}
\end{cases} \\
\gamma &= \begin{cases} 
\varphi & \text{if } K_{vf} < 0 \\
1 & \text{otherwise}
\end{cases} \\
\varphi &= \begin{cases} 
1 & \text{if } T \leq \bar{T} \\
0 & \text{otherwise}
\end{cases}
\] (6.29)

the system in (6.25) is passive with respect to the input-output pair \((f_h, \dot{x})\) with storage function (6.26). Indeed, it can be easily verified that (6.28) always satisfies the condition (2.3).

## 6.5 Experiments and Results

In this section, the experimental setup is described and the VF pose and geometry adaptation experiments are presented.
6.5.1 Experimental Setup

The experiments have been performed on the dVRK platform. The robot has been used in teleoperation mode, with one Patient Side Manipulator (PSM) commanded by one Master Tool Manipulator (MTM). The MTM has been controlled using impedance control inputs described in Sect. 6.2.1 with $m_{ii} = 1.5$, $d_{ii} = 0$ being the $(i,i)$ entries of the matrices $M$ and $D$, respectively. The dVRK dynamic parameters used in (6.2) had been previously identified in [21]. The application of torque inputs has been possible thanks to the open-source hardware and software architecture developed by [214]. Given the discrete-time implementation and in order to have a critically damped system behavior, the $D_{vf}$ has been adapted according to the stiffness variation such that $d_{vf,ii} = 2\sqrt{m_{ii}k_{vf,ii}}$ where $d_{vf,ii}$ and $k_{vf,ii}$ are the $(i,i)$ entries of the matrices $D_{vf}$ and $K_{vf}$, respectively. Forces at the slave side have been measured making use of the dVRK trocar force sensor developed in [219]. The object used for experiments is a silicon rubber phantom commonly used by surgeons for training. It has been placed on a plastic 3D printed support. The fitting algorithm described by (6.13) has been implemented using the ALGLIB library [220]. The values of the $\beta$ function limits in (6.15) have been fixed to $d = 0.005\, \text{m}$ and $l = 0.02\, \text{m}$, while $t_i = t_f = 2.5\, \text{s}$ in (6.18) and (6.19). The maximum stiffness has been fixed to $K_{vf,\text{max}} = 600\, \text{N/m}$.

The energy tank upper threshold has been chosen as $\bar{T} = 0.01\, \text{J}$ while the lower threshold, has been set to $\varepsilon = 0.002\, \text{J}$. The gap between these two
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quantities has been designed according to the maximum potential energy that is possible to store using the proposed $\beta(\tilde{x})$ function (see Fig. 6.2), i.e. $E_{p,\text{max}} = 1/2K_{vf,\text{max}}d^2$. The VF control loop runs at 5 ms while the teleoperation loop at 1 ms.

6.5.2 Pose Adaptation Experiment

The pose adaptation strategy (introduced in Sect. 6.3.2) is evaluated in multiple dissection tasks executed in spatially separated regions. Without loss of generality, the geometry of the VF is fixed to be a spline representing a straight line in this experiment. This particular choice is made to present clearer and more intuitive results of the pose adaptation. In this case, the fitting strategy for the VF geometry reduces to a linear regression problem where the desired $y_{vf,d}$ axis of the $\mathcal{F}_{vf,d}$ reference frame is fitted using the last $n_p = 50$ recorded interaction poses of the slave robot with the environment. In addition, the human operator is left free to move in the direction orthogonal to the phantom (see Fig. 6.3a). Every dissection task requires multiple interaction phases with the environment in which points are recorded. The VF pose is continuously updated by fitting these recorded points. With reference to Fig. 6.4 the experiment starts with the VF approximatively placed on the first dissection line. As soon as the robot starts interacting with the environment, the desired stiffness reaches the $K_{\text{max}}$ value and the user is aided in accomplishing the first task by complying with the VF geometry. Around 20s the user switch to another task by exiting the current VF influence area ($|\tilde{x}| > l$). This can be seen in Fig. 6.4(e) in which we register a peak in the estimated force at the master side ($\approx 5$ N) when the stiffness starts to decrease. Notice that this exiting is made possible by the $\beta(\tilde{x})$ function chosen in (6.15). During the subsequent time period, the user moves in free motion, i.e. $f_h \approx 0$ as it can be seen in Fig. 6.4(e) (time interval $[20,25]$s). A new interaction phase takes place in a spatially separated region at 25s. The new desired VF pose is calculated and the VF is updated following the method described in Sect. 6.3.2.

Figure 6.4(d) shows the interaction force norm recorded at the slave side together with the chosen threshold $\delta = 0.5$ N. This has been used to discriminate between interaction and free motion during the acquisition of points for the VF generation. Also note that, upon the starting of a new task, $x_{vf,d}$ changes significantly. However, the user does not experience guidance forces until the VF reaches the proximity of the master robot position. Indeed, only when $|\tilde{x}| < l$ the stiffness is increased. This effect is again produced by the chosen $\beta(\tilde{x})$ function (6.15). As mentioned in Sect. 6.4, the change in stiff-
ness threatens the system passivity. The energy tank passivity-based control ensures a passive behavior by implementing the change in stiffness only when sufficient tank energy is at disposal. This is evident looking at Figs. 6.4(b) and 6.4(c). In particular, it is possible to note that the stiffness is kept constant (i.e. $\dot{K}_{vf} = 0$) when the tank is at its lower threshold until it gets replenished, thus not introducing discontinuities. This is made possible through the use of control laws given in (6.25) and (6.29). Figure 6.4(b) contains a focus around 50 s that emphasizes this behavior.

Finally, looking at the estimated forces in Fig. 6.4(e), it can be noticed that relatively high forces ($\approx 5$ N) are only applied at the task switching.

### 6.5.3 Geometry Adaptation Experiment

The geometry adaptation experiment consists in the refinement of a VF geometry to comply with a possible environmental change. A simple yet effective method to perform the VF geometry adaptation respecting the human-in-the-loop paradigm is sought. This resulted in a procedure composed by the following steps: (i) the user can generate the desired VF geometry using the proposed interactive generation method presented in Sect. 6.3.1; (ii) the user can activate the VF by pressing a foot pedal and start performing the task; (iii) the user may want to deviate from the previously defined path to comply with the environment/plan change; thus she/he can deactivate the current VF and freely record new interaction points for generating a new VF path; (iv) the user can activate the latest generated VF by releasing the foot pedal and be aided during the task completion. An experiment involving the above defined steps has been performed. Referring to Fig. 6.5, the experiment starts with the first VF generation (time interval $[0, 13]$ s) in which interaction points are recorded and the path is generated by the fitting algorithm\(^2\). The resulting VF geometry is shown in Fig. 6.5(a) as a solid red line, together with the corresponding interaction points (in pink). Subsequently, the VF is activated and the dissection task is started (time interval $[13, 32]$ s). During the task the surgeon decides to change the previously defined VF geometry to comply with a possible plan/environmental change. First, the current VF is deactivated and a new VF generation phase is undertaken (time interval $[32, 51]$ s). To deactivate the current VF the impedance is brought to zero following the variation law presented in (6.18) by pressing a foot pedal. Newly recorded points are fitted

\(^2\)We note that the VF generation time is negligible with respect to recording phase, thus we can assume it is an instantaneous process.
as explained in Sect. 6.3.1 to generate a new VF. The resulting VF geometry is represented in Fig. 6.5(b) as a solid red line together with interaction points in gray. The VF is then activated to complete the task (time interval [51, 70] s). Figure 6.5(c) contains the time history of the desired stiffness variation according to the laws (6.18) and (6.19). Even in this case, the passivity of the system is preserved by means of the energy tanks passivity-based control described in Sect. 6.4. Figure 6.5(d) contains the time evolution of the tank energy used to implement the stiffness variation. The effect of the passivity-based control action is evident in Fig. 6.5(c) (around time 51 s) where the tank is discharged and the stiffness is kept constant until it gets replenished. Finally, Figure 6.5(e) shows human operator’s estimated forces on the master side during the task execution: it can be seen that when the VF is activated the user is aided by guidance forces in performing the task. A video showing both real and simulated experiments [5] is available at: https://youtu.be/AnwzTuVuLAE.

6.5.4 Discussion

When the impedance variation profile is known in advance, a state-independent stability constraint can be imposed [146]. However, this would imply the application of a fixed damping parameter on the system (opportune defined on the basis of the maximum stiffness variation, i.e. worst case design) which degrades the system transparency when the bilateral teleoperation is enabled. The same applies to other passivity-based control techniques, such as the time domain passivity-based control approach [157]: here, the control action in the form of a dissipative element that absorbs the energy generated by the system causes, in general, the presence of higher damping on the system. These considerations motivated the use of the energy tanks passivity-based control approach.

Also, the proposed VF path generation, that uses interaction points recording, constitutes a simple yet effective method of programming a VF path in real-time. This can be used whenever the desired path is not definable pre-operatively. For instance, tumor resections are some of the most critical and precision demanding procedures that might benefit from the proposed approach. However, this can sometimes be time consuming and/or not very effective when large environmental deformations occur during the surgical procedure. In this case, vision systems might be adopted to increase the efficacy of the proposed method [100]. They can also be useful for the constraint enforcement definition: for instance, to estimate a complex surface normal direction to be left free. In any case, aside the methodology used for VF generation/update,
the developed passivity-based control technique can be equally applied.

6.6 Conclusions and Future Works

In this work, a methodology to generate and adapt VF pose and geometry in robot-aided minimally invasive surgical tasks has been introduced and experimentally validated. The methodology relies on a VF generation strategy in which recorded interaction points are used to create the constraint geometry. Pose and geometry adaptation strategies have been developed to allow flexible use of VF assistance. Energy tanks passivity-based control has been proposed to guarantee a stable behavior of the system. The devised strategies have been validated through experiments on the dVRK and have demonstrated stable and smooth behaviors.

The aim for the future is to combine the proposed adaptation strategies with task encoding [221, 222] and/or vision-based tracking methods for automatic VF switching/update. A human-subject evaluation involving novice and expert surgeons will be conducted to assess the effectiveness of our method. Ultimately, the generalization to other robotic surgical tasks will be considered, such as suturing [31]. It is believed that the proposed methodology may leverage the development of next generation assistive surgical systems that enable more precise and safer interventions.
Figure 6.4: VF pose adaptation experiment. Time histories of: (a) VF and tool central point pose along the $x$ direction; (b) stiffness; (c) energy tank level; (d) slave interaction force; (e) human operator force on the master side.
Figure 6.5: Geometry adaptation experiment. (a) First VF geometry generated by the recorded interaction points. (b) Second VF geometry. (c-e) Time histories of: (c) stiffness; (d) tank energy level; (e) human operator estimated force on the master side.
Chapter 7

Shared Control for Needle Grasping Optimization

During suturing tasks performed with minimally invasive surgical robots, configuration singularities and joint limits often force surgeons to interrupt the task and re-grasp the needle using dual-arm movements. This yields an increased operator’s cognitive load, time-to-completion and performance degradation. In this chapter, a haptic-guided shared control method for grasping the needle with the Patient Side Manipulator (PSM) of the da Vinci robot avoiding such issues is proposed. A cost function consisting of (i) the distance from robot joint limits and (ii) the task-oriented manipulability along the suturing trajectory is suggested. Evaluating the cost and its gradient on the needle grasping manifold allows obtaining the optimal grasping pose for joint-limit and singularity free robot movements during suturing. Force cues are computed and displayed through the Master Tool Manipulator (MTM) to guide the surgeon towards the optimal grasp. As such, the proposed system helps the operator to choose a grasping configuration that allows the robot to avoid joint limits and singularities during post-grasp suturing movements. The effectiveness of the proposed haptic-guided shared control method is shown during suturing using both simulated and real experiments. The results illustrate that the approach significantly improves the performance in terms of needle re-grasping [223].

7.1 Introduction

Autonomous control methods are not yet sufficiently trusted in robotic surgery because of safety-critical and high-consequence tasks to perform. On the other
hand, remote teleoperation of surgical robotic systems imposes extreme cognitive loading to the human operator, causing severe fatigue and, consequently, a progressive degeneration in performance. However, patients are highly conservative and trust more a surgeon who remotely teleoperates the robotic system within the patient’s body through a master console as in the da Vinci robot (see Fig. 7.1).

Haptic-guided shared control is a promising approach to reduce the human operator’s cognitive load during teleoperation. This improves performance by providing haptic cues that guide the operator in carrying out safe and effective actions. For instance, Ghalamzan et al. in [163] showed that haptic cues, guiding the human operator based on a predictive cost of avoiding singularities during the teleoperation task, drastically improve the manipulation performance.

In da Vinci-like surgical systems, while tremor filtering and motion scaling enhance the movements precision, the robot mechanical structure also imposes some constraints. In particular, joint limits and singularities are common issues that, for example, force the surgeon to re-grasp the needle in the middle of the suturing task. As such, surgeons waste a considerable amount of time re-configuring the robot during interventions despite the substantial training they undergo. Fontanelli et al. in [31] noticed that the suturing task, performed by a surgeon using a da Vinci robot, requires several hand-off movements using both arms to re-orient the needle before each stitch. This results in longer procedural time, increased fatigue, higher cognitive loading and degenerating performance.

This chapter proposes a haptic-guided shared control system that assists the surgeon in avoiding such problems during suturing tasks performed with a da Vinci robot. The proposed approach ‘guides’ the operator during the reach-to-grasp phase to choose a needle grasping configuration that results in neither joint limits nor singularities in the course of suturing. The chosen grasping pose allows starting the suturing procedure immediately with no need for re-configurations during post-grasp manipulative movements, i.e. over the course of the suturing trajectory. While the haptic-guided shared control system informs the user about the optimal grasping configuration, it allows the operator to ultimately choose the grasp making a trade-off between the computed cost and other non-modeled objectives.

The rest of this chapter is structured as follows. Section 7.2 describes the related work in robotic grasping and manipulation, needle grasping and haptic-guided shared control fields. Section 7.3 formulates the problem. Needle grasping optimization and haptic guidance are described in Section 7.4.
7.2 Related Work

Performing a successful robotic manipulation task involves: robot approaching an object \( (g_0: \text{reach-to-grasp}) \); making stable contacts on the object surface \( (g_1: \text{grasping}) \); and moving the object to perform the task \( (g_2: \text{post-grasp}) \). Figures 7.2a-7.2b-7.2c and 7.2d-7.2e-7.2f, illustrate \( g_0 \) and \( g_1 \) phases for grasping a needle in simulated and real experiments, respectively. State-of-the-art approaches are able to efficiently computing stable grasp configurations \( (g_1) \) from a point cloud of a scene with high success rate \( (e.g. \text{using probabilistic learning algorithms [224]} \) or artificial neural networks [225, 226]).

In the robotic surgery domain, D’Etortro et al. proposed in [227] a vision-guided method for autonomous needle grasping which allows the surgeon to immediately start suturing. Nevertheless, the authors only focused on planning the success of \( g_0 \) and \( g_1 \). For manipulation tasks, planning \( g_1 \) and \( g_2 \) cannot be performed in isolation as a chosen grasping configuration may lead to encounter system constraints during \( g_2 \): although the obtained needle grasping yields stable contacts, it may be impossible for the robot arm to deliver the entire intended suturing movement.

Autonomously performing \( g_0 - g_1 - g_2 \) is not sufficiently trusted by conservative industries in safety-critical tasks, such as robotic surgery. However,
Figure 7.2: Grasping a needle using the PSM in a simulated ((a), (b) and (c)) and a real ((d), (e) and (f)) environment: our proposed haptic-guided shared control system generates force cues guiding the operator to choose a grasping configuration yielding neither joint limits nor singularities during suturing movements.
there exist efficient approaches to autonomously perform $g_2$. For instance, motion planning algorithms, such as learning from demonstration [228], generalize demonstrated motions to new knot tying examples using a da Vinci robot [229]. The generalized motions are known before $g_0 - g_1$, thus allowing the computation of limitations the robot will face during $g_2$ given a certain grasp. Some $g_2$ objectives relevant to $g_0 - g_1$ may include the object affordance [230], mass distribution [231] and collisions with the environment [232]. In contrast, a human operator is not able to foresee these issues during the future movements resulting in several cycles of (i) planning, (ii) executing part of the planned motions, (iii) facing a limitation and (iv) re-planning.

By inspecting the JIGSAW dataset [233], Fontanelli et al. noted that the occurrence of hand-off movements during surgical sub-tasks is significant and yields an increased procedural time [31]. They proposed to use an additional DoF in the surgical robotic tool allowing in-hand needle re-orientation. Sen et al. proposed in [234] a mechanical device designed to align and hold the needle in a known orientation. The authors’ aim was that of improving needle pose tracking capabilities of a computer vision software for automating multi-throw surgical suturing. However, these approaches require substantial modification of the robot mechanical structure that are not always practically feasible.

On the other hand, an operator can be successfully guided towards an optimal grasping configuration. To this end, haptic guidance was used to avoid constraints during $g_0$ and $g_2$ in [190, 235, 163]. These works reported significant performance improvement compared to direct teleoperation. However, they were only developed to grasp and manipulate simple objects whereas they did not account for the particular object shape. In this case, force cues, which continuously attract the operator’s towards optimal grasping poses, may have non-intuitive components pushing away from the object shape.

Liu et al. presented in [236, 4] an offline optimization-based solution to needle grasping and robotic instruments entry ports selection. An exhaustive search method was used to find the optimal needle grasping and entry ports poses. However, this method cannot be utilized for real time implementation of haptic-guided shared-control systems due to the high computation time.

In this chapter, a haptic-guided shared control method for suturing tasks with a da Vinci robot to assist the operator during $g_0$ is proposed. A cost function which is comprised of two terms is used: (i) joint limits and (ii) task-oriented velocity (TOV) manipulability$^1$. In contrast to previous works [163, 236, 4] used the classical manipulability measure. The superiority of TOV over classical manipulability in manipulation tasks is discussed in [163].

$^1$
the shape of the object to be grasped, *i.e.* the needle, is known. To eliminate the force cues non-intuitive components, the cost is computed and its gradient is projected onto the space of feasible grasping pose (*grasping manifold*). Hence, the non-intuitive components are eliminated and force cues always attract the operator’s hand towards the needle shape.

### 7.3 Problem Formulation

Let us consider the Patient Side Manipulator (PSM) of a da Vinci surgical robot performing a suturing task (Fig. 7.1b). The PSM is a 6-DoF manipulator with $q_s \in \mathbb{R}^6$ being the set of its generalized coordinates (see [5] for a detailed PSM kinematic description). An operator commands the PSM through the da Vinci Master Tool Manipulator (MTM)(Fig. 7.1a) to grasp a needle (Fig. 7.1c) and performing a suturing task. Stitching trajectories can be computed based on the desired needle insertion and extraction points and include approaching the insertion point on a tissue, piercing, reaching the desired extraction point, piercing and pushing the needle out of the tissue [3]. We assume that the needle trajectory necessary to perform the stitching is given (Fig. 7.3) by either a planning algorithm [237] or learning from demonstration [238].

We denote by $F_n : \{O_n; x_n, y_n, z_n\}$ a local frame attached to the needle and with $F_r : \{O_r; x_r, y_r, z_r\}$ an inertial reference frame. $F_n$ can be expressed in $F_r$ through the transformation matrix\(^2 r T_n \in \text{SE}(3)$

$$
^{r}T_n(t) = \begin{bmatrix} \begin{bmatrix} R_{3 \times 3}(t) & 0_{3 \times 1} \end{bmatrix} \end{bmatrix}_{1 \times 4},
$$

where, as usual, $p \in \mathbb{R}^3$ and $R \in \text{SO}(3)$ are the position and orientation of any point in Cartesian space. We denote by $F_t : \{O_t; x_t, y_t, z_t\}$ a reference frame attached to the needle tip. The trajectory to be followed by the needle implies that $F_t$ matches a sequence of planned stitching poses (see Fig. 7.3)

$$
F_p(t) = \zeta(t) \quad t \in [0, T],
$$

where $\zeta$ is the stitching trajectory, $t$ denotes the time and $T$ is the total time to complete the stitching. In other words, $F_p(t)$ determines a complete object pose (position and orientation) at every time $t$ along the trajectory $\zeta$.

Let us denote a local frame attached to the PSM end-effector by $F_e : \{O_e; x_e, y_e, z_e\}$. Let also $F_g : \{O_g; x_g, y_g, z_g\}$ be a local reference frame.

\(^2\text{In general, }^{b}T_a \in \text{SE}(3)\text{ denotes a homogeneous transformation matrix representing the pose of local frame } a \text{ into local frame } b.\)
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Figure 7.3: A schematic surgical setting during the suturing task: \( \mathcal{F}_r, \mathcal{F}_e, \mathcal{F}_n \) and \( \mathcal{F}_t \) denote the inertial, the end-effector, the needle center and the needle tip reference frames, respectively. Furthermore, \( \mathcal{F}_g \) represents a frame attached to the needle corresponding to a generic desired grasping pose for the robot end-effector. The needle tip trajectory (dashed black curve) from the insertion point (rightmost) to the exit point (leftmost) is assumed to be given by motion planning or learning by demonstration techniques. \( \mathcal{F}_p \) denotes a generic needle-tip trajectory pose, i.e. position and orientation.

attached to the needle shape which serves as a grasping pose candidate for the robot end-effector. Since the needle is not deformable and the PSM end-effector forms stable contacts on the needle surface, the PSM end-effector pose \( \mathcal{F}_g \) becomes equal to \( \mathcal{F}_e \) once contacts are made. As such, \( \mathcal{F}_g \) can be fully expressed at all time by a fixed transformation matrix, namely \( n^T g \) w.r.t. needle local frame \( \mathcal{F}_n \). The PSM end-effector trajectory during suturing can be derived given the planned needle trajectory \( \zeta \) in (7.2) as follows

\[
^r T_g(t) = \{^r T_u(t)n^T g : 0 \leq t \leq T}\].

(7.3)

Finally, the post-grasp joint configuration trajectory corresponding to a given grasping \( ^r T_e(t) = ^r T_g(t) \), can be computed as follows

\[
\dot{q}_g(t) = \text{IK} \left( ^r T_g(t) \right)
\]

(7.4)

where IK (\( \cdot \)) is the PSM inverse kinematics function which computes the joint space trajectory \( \dot{q}_g(t) \) corresponding to the grasping frame trajectory \( \mathcal{F}_g \). The problem is to find \( n^T g \) in (7.3) and thus \( \dot{q}_g(t) \) in (7.4) which yields no singularities or joint limits along \( \zeta \) in (7.2).
7.4 Needle Grasping

To successfully perform a suturing task without hands-off movements, we guide the human operator towards a grasping pose which yields no singularities or joint limits during the post-grasping suturing trajectory. In contrast to previous studies [163, 190], here the geometrical shape of the object to be grasped is known. To obtain consistent results, one should account for the needle geometry in the problem formulation and optimize in the space of feasible grasping poses. In Sect. 7.4.1, parameterization of needle grasping poses is discussed while in Sect. 7.4.2 the joint limits and singularities cost function and the grasping manifold optimization method are proposed.

7.4.1 Grasp Manifold Parametrization

To grasp a curved needle with the PSM gripper, it is necessary to align the \( y_e \)-axis of \( F_e \) (green axis in Fig. 7.3)\(^3\) with the needle tangent (this results in a 2-DoF rotational constraint). In addition, grasping requires the gripper position to belong to the needle shape (additional 2-DoF linear constraint) [4]. The remaining subspace of possible grasping configurations (2-DoF) can be conveniently parametrized using the needle curvilinear abscissa \( n \in [0, n^\ast] \) and the angle around the needle tangent \( \alpha \in [\alpha^-, \alpha^+] \) (see Fig. 7.4). Let us denote by \( z = [n, \alpha]^T \) the vector identifying any point in the considered subspace \( Z \) denoting the needle grasping manifold (locally \( Z \subseteq \mathbb{R}^2 \)). Hence, \( F_e \) can be explicitly expressed as function of \( z \) at grasping through (7.3) with \( n^T g \) being

\[
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & s(n\pi) & c(n\pi) & -r(c(n\pi)) \\
0 & -c(n\pi) & s(n\pi) & -r(s(n\pi)) \\
0 & 0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
c(\alpha) \\
0 \\
1 \\
0
\end{pmatrix}
\begin{pmatrix}
s(\alpha) \\
c(\alpha)
\end{pmatrix}
\begin{pmatrix}
0 \\
0 \\
0 \\
1
\end{pmatrix}
\]

(7.5)

where \( c(\cdot) \) and \( s(\cdot) \) are shorthand notations for the \( \cos(\cdot) \) and \( \sin(\cdot) \) functions, \( r \) is the needle radius and \( n, \alpha \) have been introduced above. Denoting with \( \dot{x}_e = [\dot{p}^T, \omega^T]^T \) the stacked vector of the PSM linear (\( \dot{p} \in \mathbb{R}^3 \)) and angular (\( \omega \in \mathbb{R}^3 \)) velocities at grasping it yields

\[
\begin{pmatrix}
\dot{r} \\
\dot{n} \\
\dot{\alpha}
\end{pmatrix} = \begin{pmatrix}
r R_n \dot{n} J_g(z) \dot{z} \\
0 \\
0
\end{pmatrix}, \quad \begin{pmatrix}
r R_n \\
O \\
O
\end{pmatrix}
\]

(7.6)

\(^3\)Subscript \( ^e \) refers to the end-effector during reach-to-grasp whereas \( ^g \) refers to the end-effector after making stable contacts between the end-effector and the needle.
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Figure 7.4: Grasp parameterization: grasping configurations can be parametrized by $\alpha$, representing the angle around the needle tangent, and $n$, representing the needle curvilinear abscissa (see also [3, 4]).

where $r \bar{R}_n \in \mathbb{R}^{6 \times 6}$ transforms the twist $\dot{x}_g$ from $\mathcal{F}_n$ to $\mathcal{F}_r$. $J_g(z) \in \mathbb{R}^{6 \times 2}$ is the grasp Jacobian specific to the object shape and the choice of grasping parameters, and mapping the grasping manifold velocities $\dot{z}$ into $n \dot{x}_g$. Combining the PSM differential forward kinematics, i.e. $\dot{x}_e = J_s(q_s) \dot{q}_s$ (where $J_s$ is the conventional PSM geometric Jacobian), and (7.5)-(7.6) yields

$$\dot{q}_s = J_s^\dagger(q_s)r \bar{R}_n J_g(z) \dot{z},$$

(7.7)

where $J_s^\dagger$ denotes the usual $J_s$ Moore-Penrose pseudoinverse. Equation (7.7) will be exploited in the following Section to optimize the needle grasping pose.

7.4.2 Optimal Grasping Pose Selection

As previously explained, the interest is to avoid joint limits and singularities during post-grasp movements, i.e. along the suturing trajectory. As such, let us define a cost function accounting for joint limits, i.e.

$$h_j(\dot{q}_g(t)) = \sum_{i=1}^{n} \frac{1}{\lambda} \left( \frac{\dot{q}_g^+ - \dot{q}_g^-}{\dot{q}_g^+ - \dot{q}_g^-(t)} \right)^2,$$

and another accounting for task-oriented manipulability, i.e.

$$h_s(\dot{q}_g(t)) = r x_e^T (J_s(q_g(t))J_s(q_g(t))^T)^{-1} \dot{x}_e,$$

(7.9)

where $\lambda \in \mathbb{R}^+$ is a constant scalar, $\dot{q}_{g,i}(t)$ is the $i^{th}$ joint coordinate at time $t$, $\dot{q}_{g,i}^+$ and $\dot{q}_{g,i}^-$ are its corresponding upper and lower limits, respectively, and
\( r\hat{x}_e = \frac{r\dot{x}_e}{\|r\dot{x}_e\|} \) denotes the velocity direction along which the manipulability is measured. Thus, the total cost is (omitting \( t \) dependence)

\[
h (\hat{q}_g) = h_j (\hat{q}_g) + h_s (\hat{q}_g) . \tag{7.10}
\]

We parametrize the single stitch suturing trajectory (given in (7.2)) with \( s \in [0, s^\star] \) obtaining \( rT_n (s) \). Substituting this in (7.3) and using (7.5) yields \( rT_g (s, z) = rT_n (s)^nT_g (z) \). Thus, given \( rT_g (s, z) \) we can compute \( \hat{q}_g (s, z) \) through (7.4). Hence, the cost function evaluated along the trajectory can be expressed as a function of \( s \) and \( z \) as follows

\[
H (z) = \int_0^{s^\star} h (\hat{q}_g (s, z)) \, ds . \tag{7.11}
\]

The aim is to find the vector \( z \) that minimizes the cost function in (7.11). Mathematically, the problem writes as follows

\[
\begin{align*}
\text{minimize} & \quad H (z) \\
\text{subject to} & \quad \alpha^- \leq \alpha \leq \alpha^+ , \\
& \quad 0 \leq n \leq n^\star.
\end{align*} \tag{7.12}
\]

The problem in (7.12) is clearly non-convex and may have local minima that can be reached through iterative methods. For the purpose, the gradient descent is used, i.e. a first-order iterative optimization algorithm, to find a local minimum of the cost function in (7.11). At each optimization step \( z \) is updated as in the following succession

\[
z_{n+1} = z_n - \gamma \nabla_z H , \tag{7.13}
\]

where \( \gamma \in \mathbb{R}^+ \) represents the step increment and \( \nabla_z H \) the cost function gradient with respect to \( z \). Convergence to a local minimum can be guaranteed and is not problematic for the scope since only a locally optimized solution is sought. Equation (7.13) requires the computation of \( \nabla_z H \). Exploiting Leibniz’s formulas, this can be written as

\[
\nabla_z H = \frac{\partial H}{\partial z} = \int_0^{s^\star} \frac{\partial h}{\partial z} \, ds , \tag{7.14}
\]

and using the chain rule, one can additionally write

\[
\frac{\partial h}{\partial z} = \frac{\partial h}{\partial q_s} \frac{\partial q_s}{\partial z} . \tag{7.15}
\]
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where the term $\partial h/\partial q_s$ is the derivative of the cost function with respect to the generalized coordinates vector of PSM and tells in which joint space direction the cost function increases most. The term $\partial q_s/\partial z$ can be computed from (7.7) as follows

$$\frac{\partial q_s}{\partial z} = J_s^\dagger(q_s)^{\top} \bar{R}_n J_g(z),$$

(7.16)

and depends only upon the robot kinematics and the chosen grasp parametrization. Substituting in (7.15) yields

$$\frac{\partial h}{\partial z} = \frac{\partial h}{\partial q_s} J_s^\dagger(q_s)^{\top} \bar{R}_n J_g(z).$$

(7.17)

The partial derivatives of (7.8) and (7.9) w.r.t. $q_s$ can be easily computed analytically (see [163, 190]) and then plugged in (7.17) to evaluate (7.14), thus finding the optimal grasping parameter vector $z^*$ according to (7.13). The optimal Cartesian pose for the PSM $x_{g,d}$ can be easily calculated from the optimal grasping parameter vector $z^*$ given the needle kinematics (7.5) and its global pose (7.1).

7.5 Haptic Guidance

As discussed above, the purpose of the haptic guidance is to guide the user toward the optimal Cartesian space grasping pose. Let $x_{g,d} = [p_{g,d}^T, \phi_{g,d}^T]^T \in \mathbb{R}^6$ be the optimal desired pose for the PSM end-effector frame $F_e$ with $p_{g,d} \in \mathbb{R}^3$ denoting the position and $\phi_{g,d} \in \mathbb{R}^3$ any parametrization of the orientation, e.g. Euler angles. $x_{g,d}$ can be calculated as discussed in Sect. 7.4.2. The corresponding desired MTM pose $x_{m,d} = [p_{m,d}^T, \phi_{m,d}^T]^T$ can be calculated from $x_{g,d}$ through the following master-slave transformation

$$x_{m,d} = \bar{R}_c x_{g,d} + x_c, \quad \bar{R}_c = \begin{bmatrix} R_c & O \\ O & R_c \end{bmatrix}$$

(7.18)

where $\bar{R}_c \in \mathbb{R}^{6 \times 6}$ is the master-slave coupling rotation matrix and $x_c = [p_c^T, \phi_c^T]^T \in \mathbb{R}^6$ its offset. Given $x_{m,d}$, haptic cues can be displayed on the MTM using impedance control. The MTM is a 7-DoF serial robot arm with $q_m \in \mathbb{R}^7$ denoting the vector of its generalized coordinates. The MTM exhibits the following joint space dynamics

$$M_m(q_m) \ddot{q}_m + C_m(q_m, \dot{q}_m) \dot{q}_m + B_m \dot{q}_m + g_m(q_m) = u_m - J_m^T(q_m) w_h,$$

(7.19)
where \( M_m(q_m) \in \mathbb{R}^{7 \times 7} \) is the symmetric and positive-definite joint space inertia matrix, \( C_m(q_m, \dot{q}_m) \in \mathbb{R}^{7 \times 7} \) consists of the Coriolis/centrifugal terms, \( B_m \in \mathbb{R}^{7 \times 7} \) accounts for the friction term, \( g_m \in \mathbb{R}^7 \) is the gravity term and \( u_m \in \mathbb{R}^7 \) is a vector of control torques used to display haptic guidance forces to the operator. To realize a linear and decoupled Cartesian space impedance control, inputs are designed as follows

\[
    u_m = M_m(q_m) v + C_m(q_m, \dot{q}_m)q_m + g_m(q_m) + J_m^T(q_m) w_h
    \tag{7.20}
\]

\[
    v = J_m^\dagger(q_m) M_m^{-1}(I_m \ddot{x}_d + K_p \dot{x}_m + K_d \dot{x}_m +
    -M_m J_m A(q_m, \dot{q}_m) \dot{q}_m - w_{h,A}),
    \tag{7.21}
\]

where \( \tilde{x}_m = x_{m,d} - x_m \in \mathbb{R}^6 \) with \( x_{m,d} \) given by (7.18). \( J_m(q), \)

\( J_m A(q) \in \mathbb{R}^{6 \times 7} \) are MTM geometric and the analytical Jacobians, respectively, \( K_p, K_d \in \mathbb{R}^{6 \times 6} \) are diagonal and positive-definite gain matrices to be opportunely designed and \( w_h \in \mathbb{R}^6 \) is the vector of the external forces applied by an interacting user. Notice that the term \( w_{h,A} \) differs from \( w_h \) by a mapping depending on the adopted orientation representation. The choice in (7.20) and (7.21) allows realizing the following linear and decoupled Cartesian space impedance

\[
    M_m \ddot{x}_m + K_d \dot{x}_m + K_p \dot{x}_m = w_{h,A},
    \tag{7.22}
\]

which represents the sought haptic-guided shared control system. More details on the use of impedance control for haptic rendering with the dVRK robot are given in [198].

### 7.6 Experiments and Results

#### 7.6.1 Experimental Setup

In this section, experimental results using the dVRK platform (see Fig. 7.1a and 7.1b) are shown. One PSM is commanded by one MTM through the standard dVRK teleoperation architecture. The MTM impedance control was previously developed using the robot dynamic parameters identified in [21]. External force measurement is required by the impedance control laws (7.20) and (7.21). Since forces applied to the MTM are not directly measurable, estimation is performed through the nonlinear dynamic observer developed in [216]. The application of torque inputs is possible thanks to the open-source hardware and software architecture developed in [214]. The complete list of parameters used in this work are shown in Tab. 7.1, while PSM joint limits are given in Tab. 7.2. The needle pose estimation follows the work in [227]
Figure 7.5: The first row ((a)-(b)-(c)) shows the effect of the joint limits occurrence during the suturing trajectory execution: the needle deviates from the desired trajectory when the fourth joint (see [5] for more information on PSM kinematics) reaches its upper limit (c). The second row ((d)-(e)-(f)) shows the singularity occurrence: the needle follows the path accurately but the manipulator undergoes large joint velocities in (e). Snapshot (e) corresponds to $t = 0.3$ s in Fig. 7.6c.
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(see Fig. 7.1c). The PSM inverse kinematics is implemented using the inverse Jacobian Closed Loop Inverse Kinematics Algorithm (CLIK) [11]. The overall pipeline is first tested in simulation using the recently developed dVRK V-REP simulator [5]. The control loop rate is fixed at 5 ms while the lower level teleoperation loop runs at 1 ms.

7.6.2 Results

Three experiments are designed to show that joint limits and singularities create serious issues. The first two experiments demonstrate the occurrence of these constraints during an autonomous suturing trajectory execution. The last experiment shows the effectiveness of our proposed haptic-guided shared control in choosing an optimal needle grasping pose (that yields neither joint limits nor singularities during the suturing task) and in guiding the operator towards it. The experiments are also shown in the accompanying video.

In Experiment 1, a single stitch semi-circular trajectory (see Fig. 7.9) is defined between \( p_i = [-0.08, -0.08, -0.106] \) and \( p_e = [0.14, -0.08, -0.106] \) with center at \( c = [0.03, -0.08, -0.105] \) where \( p_i \), \( p_e \) and \( c \) are insertion point, exit point and the needle center position during stitching, respectively. All the coordinates are expressed in the world reference frame \( F_r \) shown in Fig. 7.3. The needle is grasped at \( z = [0.15, 0.0] \), see Fig. 7.4. This grasping configuration causes the robot to encounter joint limits during the suturing trajectory as shown in Figs. 7.5a-7.5b-7.5c. We apply a saturation policy in the joint values to simulate encountering joint limits. Figures 7.5a-7.5b-7.5c show that the needle tip diverges from the desired suturing trajectory due to the joint limit occurrence. This may be experienced by the surgeon quite often as it is not trivial for her/him to predict the joint limits and avoid them during the reach-to-grasp phase. Fig. 7.9 shows the desired (solid blue line) and the actual (red dashed line) trajectories. Furthermore, Fig. 7.6a shows the PSM joint values during the experiment. The joint limits occurrence time slot is highlighted by the yellow shaded area. The joint exceeding its limit (in particular

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( M_m )</td>
<td>diag(1.5)</td>
<td>( K_p )</td>
<td>diag(100)</td>
</tr>
<tr>
<td>( K_d )</td>
<td>diag(100)</td>
<td>( \dot{x}_d )</td>
<td>( O_{6x1} )</td>
</tr>
<tr>
<td>( \ddot{x}_d )</td>
<td>( O_{6x1} )</td>
<td>( \dot{\alpha} )</td>
<td>( \alpha )</td>
</tr>
<tr>
<td>( \alpha^* )</td>
<td>( \pi/2 )</td>
<td>( n^* )</td>
<td>1.0</td>
</tr>
<tr>
<td>( s^* )</td>
<td>1.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
the fourth joint) is saturated in this region. Thus, the PSM cannot follow the
desired trajectory yielding the Cartesian space error shown in Fig. 7.6b. In real
procedures, this translates into (i) interrupting the task execution, (ii) releasing
the needle and (iii) re-grasping it from a different pose. In Experiment 2, we
have chosen \( p_i = [-0.08, -0.01, -0.106] \) and \( p_e = [0.14, -0.01, -0.106] \)
with center at \( c = [0.03, -0.01, -0.105] \) to stress the issue caused by sin-
gularity during the suturing. Snapshots shown in Figs. 7.5d-7.5e-7.5f illustrates
a sequence of PSM pose during this second trajectory. Although the
trajectory is very similar to the one in Experiment 1, the fast change of joint
configuration (shown in Figs. 7.5d-7.5e-7.5f) occurs due to the proximity to
singularity. Singularities are a common concern in manipulation that causes
dangerous situations and must be avoided. Singularity occurrence translates
into high joint velocities generated for small commanded Cartesian space dis-
placements. Fig. 7.6c shows that joint velocities of the PSM reach a large value
during the second trajectory execution.

In Experiment 3, we consider again the suturing trajectory of experiment
1. The optimal grasping pose \( x_{s,d}(z^* = [0, -0.138]) \) is obtained through the
above-explained optimization method (see Sect. 7.4.2) using as initial con-
dition \( z_0 = [0, 0] \). This choice is supported by real suturing procedures
observations: surgeons often grasp the needle towards its tail (to favor nee-
dle insertion), normal to the needle sagittal plane (to minimize collisions be-
tween the tool and patient’s anatomy). Fig. 7.7 shows the evolution of the
cost function \( H \) (given by (7.11)) and \( z \) during the optimization routine. The
optimization problem can be solved relatively fast with the proposed gradi-
ent descent method. A non-optimized version of the code, over 1000 queries,
takes on average \( \mu_t = 1.0395 \text{ s} \) for each optimization step, with a variance of
\( \sigma^2 = 2.6046 \times 10^{-4} \text{ s}. \)

The obtained grasping pose is used to generate force cues and inform a
human operator during the reach-to-grasp phase. The operator feels the haptic
cues, shown in Fig. 7.7c, during the real experiment shown in Fig. 7.2.
The force cues intensity decreases by the closeness to the optimal grasping
pose. Finally, Figs. 7.8a, 7.8b and 7.8c show the corresponding post-grasp
joint positions, Cartesian space errors, and joint velocities that are obtained

<table>
<thead>
<tr>
<th>Joint #</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>( q^+ )</td>
<td>60</td>
<td>90</td>
<td>0.25</td>
<td>180</td>
<td>90</td>
<td>90</td>
</tr>
<tr>
<td>( q^- )</td>
<td>-60</td>
<td>-90</td>
<td>0.05</td>
<td>-180</td>
<td>-90</td>
<td>-90</td>
</tr>
</tbody>
</table>
using the optimal grasping configuration during the suturing tasks execution. These figures demonstrate that the obtained grasping configuration allows simultaneously avoiding issues encountered in Experiment 1 and 2. Hence, the proposed haptic-guided shared control method helps the operator to avoid joint limits and singularities that translate in significant Cartesian space errors and high joint velocities respectively during the suturing task execution.

7.7 Conclusions

In this work, a novel haptic-guided shared control method for the da Vinci robot which assists the surgeon in grasping the needle in an optimal configuration is devised. The approach helps the surgeon to grasp the needle such that the robot does not face joint limits and singularities during the post-grasping suturing movements. To achieve this, the joint limits and singularities cost is optimized by evaluating its gradient on the needle grasping manifold. This allows computing the optimal grasping pose and, sequentially, force cues (exerted via the MTM) attracting the operator’s hand towards it. Although haptic guidance forces inform the surgeon about the optimal needle grasping, the operator ultimately controls the system and decides which grasping pose to choose, thus taking into account other non-modelled objectives. The effectiveness of the proposed approach for optimal needle grasping is illustrated using a real MTM and both simulated and real PSMs. The results show that the proposed haptic-guided shared control system significantly improves the performance during suturing in terms of distance from joint limits and singularities.
Figure 7.6: Experiment 1: (a) shows joint values reaching joint limits and saturated within the yellow shaded area; (b) shows the task space tracking error along the suturing path, i.e. $p_d - p$ in Fig. 7.9. Experiment 2: (c) shows the manipulator undergoing high joint velocities value during the suturing path. This corresponds to small TOV manipulability at that part of the path.
Figure 7.7: Experiment 3: (a) and (b) show the evolution of the cost and parameters values during the execution of the optimization routine; (c) shows haptic guidance force felt by the operator during the haptic-guided shared control grasping experiment. Higher forces are felt in the initial part of the experiment when the operator is far from the optimal grasping pose.
Figure 7.8: Experiment 3: (a) shows optimal joint values, far from reaching joint limits; (b) shows the Cartesian space tracking error along the suturing path, i.e. $p_d - p$; (c) shows that minimizing the cost of TOV manipulability results in reduced joint velocities (one order of magnitude smaller than those in experiment 2, shown in Fig. 7.6c).
Figure 7.9: Desired path $p_d$ (defined between $p_i = [-0.08, -0.08, -0.106]$ and $p_e = [0.14, -0.08, -0.106]$ with center at $c = [0.03, -0.08, -0.105]$ where $p_i$, $p_e$ and $c$ are insertion and exit points and the position of the semi-circular path center, respectively) for the needle tip during suturing shown with blue solid line. When the needle can not follow the desired path due to joint limits, this results in actual path $p$ shown in red dashed line.
Chapter 8

Shared Control of a new Surgical Tool for Needle Reorientation

8.1 Introduction

Some of the most critical and delicate tasks in laparoscopic Minimally Invasive Robotic Surgery (MIRS) are reconstructive procedures because of their time demand, the high dexterity required, the risks of causing damage to organs and/or tissues and the risks related to poorly executed sutures. These procedures are very difficult and stressful even for a skilled surgeon, mostly because of the reduced workspace, the high precision required, the lack of haptic perception and the complexity induced by artificial vision feedback.

Common robotic surgical instruments used in MIRS are designed to extend the surgeon dexterity in such delicate procedures. For instance, the da Vinci Surgical System is ideally suited for this scope, thanks to the EndoWrist technology from Intuitive Surgical, that allows the articulated motion of the surgical tool and tremor filtering\(^1\). The EndoWrist system mimics the human wrist capabilities adding two extra DoFs to the standard laparoscopic instruments, which are mostly rigid and straight tools ending with a gripper. In this way, the surgeon dexterity is comparable to that achieved in open surgery using a standard needle-holder forceps.


119
More advanced suturing tools have been developed for laparoscopic interventions to allow automatic suturing executions; this is the case of the Endo360\(^2\) and the PROXISURE\(^3\). These smart instruments are not yet available for the da Vinci robot and do not give the surgeons the total control of the needle motion neither allow selecting the best needle type and pose for each surgical procedure. Despite the development of enhanced laparoscopic tools [239], surgeons’ manipulation capabilities are still far from those of the human hand.

During suturing, the surgeon needs to constantly change the orientation of the needle in order to find the appropriate pose. To this end, the reorientation phase is conducted through successive grasp and release operations, according to a *grasping - release - positioning - re-grasping* sequence, using both arms of the robot. This sequence of operations is shown in the flow chart on the left of Fig. 8.2.

\(^2\)http://www.endoevolution.com/endo360
\(^3\)http://www.ethicon.com/healthcare-professionals/products/advanced-suturing-system/proxisure-suturing/devices
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This problem may be overcome by modifying the needle driver with a slot specifically designed to keep the needle perpendicular to the gripper [240, 234]. However, even in this case, the needle position and orientation inside the gripper would not be under the surgeon’s control. In some cases, also the reaching of the instrument’s joint limits might require releasing and re-grasping the needle in a different configuration with the second arm intervention. Haptic cues have been employed to inform the operator about joint limits [176, 100] but dual-arm reorientation cannot be avoided.

Starting from these premises, an additional Degree of Freedom (DoF) can be extremely useful to manipulate rigid objects with a circular cross-section, such as needles for suturing. In this work, a new needle driver tool that allows a more natural and intuitive manipulation of the surgical needle is presented. Inspired by the human hand motion (see Fig. 8.1), the new design enables the possibility to reorient the suturing needle without interruptions, controlling the additional DoF of the tool in telemanipulation or in autonomous mode. Hence, some surgical tasks, such as suturing, might be executed using only one arm. To the best of the authors’ knowledge, there are no surgical tools specifically designed for in-hand manipulation.

The rest of this chapter is organized as follows: Section 8.2 presents the
motivation of the work and clinical needs. In Sect. 8.3 the novel tool design solution is detailed. Section 8.4 presents a scale prototype of the tool used to test the mechanical design. Section 8.5 discusses the results obtained in two case studies. Section 8.6 presents a dexterity analysis along with a task-prioritized shared-control method for the proposed tool while Section 8.7 concludes the chapter.

8.2 Motivation

This work takes inspiration from the study presented in [241] in which the most common surgeons’ movements performed during open surgery are evaluated. Among these movements, two are of interest for the purpose of the presented work: “rolling between fingers” and “rolling for reorientation”. These two movements are common both during tissue and needle manipulation and are not performable using the currently adopted robotic surgical instruments. On the other hand, several works can be found in the recent robotic literature focusing about the development of advanced grippers for in-hand manipulation. For instance, in [242, 243, 244] three different design concepts are presented. The proposed approach aims at transferring the most recent results in robotic manipulation to the robotic surgical scenario.

In this work, the focus is in particular on the suturing procedure, defined as a row of stitches holding together the edges of a wound or surgical incision. Suturing is one of the most challenging tasks in minimally invasive surgery and microsurgery [245, 246]; an error in suturing can produce significant tissue damage and is more likely to happen when the needle orientation is not completely under the surgeons’ control [234], especially in the absence of force feedback information [247, 219, 248]. Due to the structure of the standard needle drivers, the orientation of the needle during the suturing procedure is not completely controllable and multiple pairs of hand-off movements are required, before the execution of each stitch [234].

An evaluation of the occurrence of this behavior can be found by inspecting replicated suturing procedures. To this end, the suturing video data in the JHU-ISI Gesture and Skill Assessment Working Set (JIGSAWS) [233], captured using the dVRK [20] are considered. The database comprises 39 suturing tasks each composed of four stitches on a bench-top model, performed by eight surgeons with different levels of skills. In addition to this, a number of videos acquired during in vivo surgical procedures performed by expert surgeons are also inspected. In the considered videos, the number of stitches that require
Figure 8.3: Percentage of stitches requiring needle reorientation and average/variance of the time lost for reorienting the needle. Data provided by the JIGSAWS dataset (-Dat) and real procedures (-InVivo) performed by novice (Nov-), intermediate (Int-) and expert (Exp-) surgeons.

In this section, the working principle of the new suturing tool is described.

### 8.3.1 Mechanics

In this work, a gripping mechanism capable of impressing tangential motions to a circular cross-section object has been designed and developed. The tendon driven actuation mechanism of a standard da Vinci laparoscopic tool has been modified by adding an additional pulley used to actuate the extra DoF responsible for the rolling motion. This solution is fully compatible with the
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Figure 8.4: The new suturing tool: exploded view and cross section (in the frame).

instruments of the ultimate da Vinci robots, such as the da Vinci Xi, which is equipped with an extra actuated DoF that can be used for advanced tools.

The design of the tool has been carried out considering the following constraints:

- the external radius of the tool must be smaller than the internal radius of the trocar (8.5 mm) used by the da Vinci robotic system;

- the dimensions of the two fingers must be equal to those of the fingers of the da Vinci standard needle driver tool whose efficiency has been largely demonstrated in their long time of use.

Moreover, the maximization of the rolling motion that can be impressed to the most used needles in laparoscopic procedures [249] has been taken into account.

Figure 8.4 shows an exploded view of the conceived tool. The fingers 6A and 6B are actuated indirectly by the pulleys 7A and 7B to allow the fingers rotation. The pulley 8 creates the desired linear displacement along the fingers major direction. To this end, the pulley 8 has been designed with two eccentric cylinders disposed specularly with a phase displacement of 180° (8-1 in Fig. 8.4). These cylinders rotate within two slots made on the fingers to produce a linear motion. Two linear guides, represented by the parts 7A-1 and 6A-1 in Fig. 8.4, are used to constrain the linear motion between the fingers and the pulleys 7A and 7B. Therefore, a rotation of the eccentric cam causes a shift of the finger with respect to its rest position. Conversely, leaving the cam in the rest position (see Fig. 8.5 on the center) the fingers remain aligned. The
8.3. WORKING PRINCIPLE

Figure 8.5: New suturing tool working principle. A rotation of the internal pulley of an angle $\Delta \vartheta$ causes the opposite translation of the two fingers ($\Delta x$) and hence the rotation of the grasped object of an angle $\Delta \alpha$.

actuation of the pulleys 7A, 7B and 8 is obtained by means of three pairs of tendons (direct and antagonist) fixed to the respective pulleys.

8.3.2 Mathematical Model

The displacement $\Delta x$ of the two fingers is mechanically related to the central pulley rotation angle $\Delta \vartheta$ (see Fig. 8.5). This displacement causes a certain rotation $\Delta \alpha$ of the cylindrical object depending on the object radius and on its position between the fingers. Assuming no slippage between the object and the fingers, the following equations hold

\[
\begin{aligned}
\Delta x &= D \sin(\Delta \vartheta) \\
\Delta x &= R \Delta \alpha
\end{aligned}
\]

\[
\Rightarrow \Delta \alpha = \frac{D \sin(\Delta \vartheta)}{R}
\]

where $R$ is the object radius and $D$ is the misalignment between the center of the central pulley and the center of the eccentric (refer to Fig. 8.4).

To maximize the rolling capability of the tool, the needle needs to be grasped with its tangent parallel to the tool joint axis (the axis of the pulley 8 in Fig. 8.4). If there is a misalignment the velocity impressed by the instrument is not converted only into a rolling velocity but another component is determined.

In Fig. 8.6 this behavior is shown more in details: consider two planes that translate in two opposite directions with velocities $V_T$ and $V_B$ and a cylinder
in contact with the two planes oriented with an angle $\beta$ with respect to the direction of motion. The velocity $V_B$ can be decomposed into two components $V_B^t, V_B^n$, where

$$V_B^t = V_B \cos(\beta) \quad V_B^n = V_B \sin(\beta)$$

and the same equations can be written for the $V_T$ velocity. Then, (8.1) must be rewritten taking into account that the rolling motion when $\beta \neq 0$ is reduced by $\cos(\beta)$

$$\Delta\alpha = \frac{D \sin(\Delta\vartheta)}{R} \cos(\beta).$$

Therefore, if the angle $\beta$ is not equal to zero, both the normal and tangential components of the velocities $V_B$ and $V_T$ are different from zero. Notice that the normal velocities $V_B^n$ and $V_T^n$ are realizable only considering slippage in the direction of the object axis. Hence, if $\beta \neq 0$, during the rolling motion a higher velocity is required to rotate the needle by the same quantity, resulting in a more expensive operation. This means that, if the needle is not gripped with its tangent orthogonal to the direction of motion of the two fingers, the needle can be still rotated but a lower angular displacement can be accomplished.

To comply with specifications of Sect. 8.3.1, a constraint on the misalignment $D$ has been imposed. In particular, we choose $D = 0.5$ mm while $\Delta\vartheta$ is in the range $[-\pi/2, \pi/2]$. The rolling angle ranges for four classes of needle, most used in laparoscopic surgery, with three different $\beta$ values can be computed using (8.3) are given in Tab. 8.1.

Finally, the aperture angle of the gripper $\gamma$ is related to the object radius and to the distance of the object from the gripper center of rotation ($R$ and $L$)

![Figure 8.6: Rolling model representation.](image)
8.4 SCALE PROTOTYPE

Due to the difficulty of having a complete and fully functional metal tool attached to a surgical robot, the evaluation of the mechanism has been carried out through a plastic 2:1 scale prototype. The prototype was realized using a 3D printed technology based on the polyjet process\(^4\). This technology allows achieving sufficiently high precision and accuracy.

Figure 8.7 shows a sequence of the motion. The mechanism was manually actuated by tendons and the executed rotation angle was measured using a protractor. The experiments were performed on a needle with a circular cross-section with diameter doubled with respect to the SH-Plus needle. When the

\[^4\text{http://www.stratasys.com/3d-printers/design-series/objet24}\]

<table>
<thead>
<tr>
<th>Needle</th>
<th>(R , [\text{mm}])</th>
<th>(\beta = 0)</th>
<th>(\beta = \pi/12)</th>
<th>(\beta = \pi/4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RB-1</td>
<td>0.25</td>
<td>±114°</td>
<td>±110.1°</td>
<td>±80.3°</td>
</tr>
<tr>
<td>SH-Plus</td>
<td>0.352</td>
<td>±88°</td>
<td>±85°</td>
<td>±62°</td>
</tr>
<tr>
<td>GL-222</td>
<td>0.38</td>
<td>±81°</td>
<td>±78.2°</td>
<td>±57°</td>
</tr>
<tr>
<td>UR-6</td>
<td>0.5</td>
<td>±57.5°</td>
<td>±55.3°</td>
<td>±40.5°</td>
</tr>
</tbody>
</table>
tendons were actuated to move the mechanism in the entire range of motion, we measured an angle of about 80°. This value is close to the predicted value of 88° for a SH-plus needle actuated using a non-scaled tool. Hence, despite the high friction of the employed material and the errors introduced by a non perfect needle alignment, the experiments showed a working behaviour of the prototype close to the expected one.

8.5 Case Studies

To measure the performance of the new needle driver a set of real suturing procedures executed on the dVRK with a standard tool (ST) is considered and replicated in a simulated environment with our modified tool (MT). Two case studies have been considered: the first is focusing on a single stitch trajectory execution; in the second, complete sutures procedures are considered, all with 5 stitches performed on different phantoms.

The goal of the analysis is to prove that the MT can both improve the surgeon precision and reduce the execution time by allowing in-hand needle reorientation during real suturing procedures. Moreover, it is shown that tool is able to overcome the problem of reaching joint limits, within the range of movement.

Given these good results obtained on the scale prototype, in the simulation it is assumed that the MT is able to rotate the needle as expected, without slipping.

8.5.1 Simulation Environment

The simulation environment is composed by a simulated PSM of the dVRK that can be equipped with ST and MT. The simulator has been developed in V-REP and interfaced with the MTM of the dVRK. Simulated trajectories have been planned with MATLAB.

PSM Arm

The PSM arm is a 7-DoF actuated arm, which moves the attached instrument around a Remote Center of Motion (RCM), i.e. a mechanically-fixed point that is invariant with respect to the configuration of the PSM joints. In detail, the first 3 DoFs correspond to Revolute (R) and Prismatic (P) joints, in an RRP sequence and allows the rotation and translation of the surgical tools around
the RCM. Moreover, the last 3 DoFs, in an RRR sequence, constitute the instrument wrist. Finally, the last DoF (seventh) allows opening/closing of the grippers jaw. For more details on the robot kinematics the reader can refer to [21].

**Tools**

Two different tools moved by the first 3 PSM DoFs are used in the case studies: the first is the ST whose kinematic model is that described in [21]; the second is the MT whose kinematic is described by the DH parameters in Tab. 8.2. In detail, the MT is a 4-DoF kinematic chain in which the first 3 DoFs are the three joints of the ST wrist. The fourth DoF corresponds to a joint placed in the center of the circular section of the needle at the grasping point and is used to model the rotation induced by our mechanism. Notice that, in the experiments, is assumed that the object is already grasped and then the opening/closing DoF is not explicitly taken into account.

### 8.5.2 First Case Study: Single Stitch

Due to its kinematic structure, the PSM arm of the DVRK can easily reach configurations that are near to joint limits. When this happens, the real trajectory of the robot PSM may deviate from the trajectory commanded by the surgeon through the master robot, because of the occurrence of joint saturations. The goal of this case study is that of showing how our instrument could help to overcome this problem. To this end, an experiment was carried out using the ST mounted on the PSM arm: a needle trajectory along a circular path was commanded through the master robot, starting from a configuration close to a joint limit, so that joint saturations occur. Then, the desired circular trajectory was extrapolated using the part of the real trajectory not influenced by joint saturations. This desired trajectory was used in simulation as reference for the model of the PSM arm with the MT.

<table>
<thead>
<tr>
<th>link</th>
<th>joint</th>
<th>(a_i) [m]</th>
<th>(\alpha_i) [rad]</th>
<th>(d_i) [m]</th>
<th>(\theta_i) [rad]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>R</td>
<td>0</td>
<td>(\pi/2)</td>
<td>–</td>
<td>(\theta_4)</td>
</tr>
<tr>
<td>2</td>
<td>R</td>
<td>0.009</td>
<td>(-\pi/2)</td>
<td>–</td>
<td>(\theta_5 + \pi/2)</td>
</tr>
<tr>
<td>3</td>
<td>R</td>
<td>L</td>
<td>0</td>
<td>–</td>
<td>(\theta_6)</td>
</tr>
<tr>
<td>4</td>
<td>R</td>
<td>0</td>
<td>(-\pi/2)</td>
<td>–</td>
<td>(\theta_7 - \pi/2)</td>
</tr>
</tbody>
</table>

Table 8.2: DH parameters of the modified tool (MT)
The joint limits considered in the experiments are given in Tab. 8.3. A standard inverse kinematics algorithm has been implemented to solve for the da Vinci PSM joint values given the desired position and orientation of the needle frame [11]. Figure 8.8 contains some snapshots from the real performed trajectory and the V-Rep simulated environment.

The different behaviour of the two instruments can be better understood in Fig. 8.9 showing the needle tip path executed using the ST (pe$_s$) and our MT (pe$_m$), respectively. When the ST is used, due to the presence of the joint limits, the desired path cannot be successfully executed, as shown in Fig. 8.9 (dot dashed blue line). It can be observed that only in the first part of the commanded trajectory, before the joint limits occurrence, the path of the needle’s tip has a circular shape; when the joint limits occur, the corresponding joint variables saturate and the actual path significantly deviates from the desired circular path. The desired circular trajectory, extrapolated using the part of the real trajectory not influenced by joint saturations, is depicted using dotted black line. This trajectory was commanded in simulation to the PSM arm with

| Tab 8.3: PSM joint limits ([rad] or [m]) |
|---|---|---|---|---|---|---|---|
| $q_1$ [rad] | $q_2$ [rad] | $q_3$ [m] | $q_4$ [rad] | $q_5$ [rad] | $q_6$ [rad] | $q_7$ [rad] |
| **Std.** | $\pm \pi/2$ | $\pm \pi/3$ | $[0, 1]$ | $\pm 3/2\pi$ | $\pm 1.39$ | $\pm 1.39$ | $-$ |
| **Mod.** | $\pm \pi/2$ | $\pm \pi/3$ | $[0, 1]$ | $\pm 3/2\pi$ | $\pm 1.39$ | $\pm 1.39$ | $\pm 1.4$ |
Figure 8.9: Needle tip paths. \( p_{es} \) is the path performed using the ST, \( p_d \) is the desired circular path and \( p_{em} \) is the path simulated using the MT. The point \( sp \) is the trajectory starting point.

our MT. Since now the system is redundant, infinite solutions exist for the inverse kinematics problem and the redundancy could be used to efficiently avoid joint limits as shown later. Here, redundancy is not explicitly exploited; instead, the goal is just to show that a feasible solution could be easily found by a surgeon teleoperating the instrument. Therefore a simple solution corresponding to the minimum norm velocity is computed by using the Jacobian pseudo-inverse; despite this, the joint limits are not violated and the desired path for the needle is respected as shown in Fig. 8.9 (red continuous line).

The quantitative results of the experiment are shown in Fig. 8.10. In particular, the figure shows the time histories of the joint variables \( q \) using both the ST and the MT where the dashed lines represent the time history of the seventh joint, active only in the MT, and the dot-and-dash lines represent the time history of the sixth joint, which reaches its upper limit in the ST. It is clear that, with our MT, the redundancy allows avoiding joint limits. This is quantitatively explained by considering the weighted dexterity index, better described in Appendix, which allows evaluating the manipulator’s overall ability to move, by taking into account the distance from both joint limits and singularities. This index has been chosen because it allows comparing the dexterity of manipulators with the same task space dimension independently from the joint space dimension, thus it constitutes a suitable measure of the introduced
enhancements. As it can be seen from Fig. 8.10, this measure remains greater than zero for the whole trajectory execution only when the MT is used.

**8.5.3 Second Case Study: Complete Suturing Procedures**

In the second case study, the set of suturing procedures reported in Tab. 8.4 was recorded. The sutures have been executed by novice (N), intermediate (I) and expert (E) surgeons, using three types of needles. The procedures consist in 10 planar sutures with different wound angles, executed on two different types of phantoms, and 3 circular anastomosis on a vessel phantom. Each suture
consists of 5 stitches. In the table, for each suture, it is also indicated if a joint limit was reached at least once.

The 13 suturing procedures have been monitored and, for each sequence of 5 stitches, the following data have been evaluated and reported in Fig. 8.11 (Top):

- the number of stitches that required needle reorientation (gray bars);
- the number of reorientations performed along the needle tangent, for which the MT would have been helpful (red bars);
- the number of reorientations with rotation angles that were lower than the maximum rolling angles for the used needle (considering the values reported in Tab. 8.1), for which the MT would have been successful (blue bars).

The overall performance is summarized in Tab. 8.5. It can be seen that 69% of the stitches required reorientation and that the MT would be helpful in the 66% of the situations, allowing to complete the reorientation in the 55% of the cases.

To get a better understanding of the problems encountered during the suture performance we asked the surgeons to explain the reasons of each reorientation. In the 37.1% of the cases we found that the needle was dropped to move organs or to make knots and wasn’t in the optimal orientation; in the 48.6% of the cases the needle was gripped in a bad orientation; finally, in the 14.3% of the cases, the needle lost the correct orientation during the stitch execution and needed to be reoriented.

Furthermore, for each suturing procedure, the total time lost in reorienting the needle was recorded. The results are reported in Fig. 8.11 (bottom, red line). This time can be compared to the predicted reorientation time using the MT, reported in the same plot (green line). This latter has been computed as follows:

- for the reorientations that can be performed with the MT (i.e., those classified as successful and represented by the blue bars in Fig. 8.11), the execution time have been estimated considering a velocity of about 45deg/sec for the rolling degree of freedom of the tool;
- for all the other reorientations the same time measured during the execution of the real stitch with a standard tool has been considered.

The results show that the MT allows a significant reduction of the time spent for needle reorientation.
Figure 8.11: Collected data in 13 sutures (SU1, ..., SU13) of 5 stitches. Top: Number of stitches requiring needle reorientation for each suture (gray bar), number of reorientations for which the MT would have been helpful (red bar), number of reorientations for which the MT would have been successful (blue bar). Bottom: Total time lost for reorienting the needle with the ST (red line) and with the MT (green line).
8.6 Dexterity-based Shared Control Strategy

In order to quantitatively evaluate the benefits introduced by the proposed tool, a dexterity analysis has been performed along suturing trajectories [250]. A suitable dexterity measure has been used to quantify the overall motion capability of the robot with the new tool in comparison with the same robot using a standard da Vinci tool. This measure can be computed directly starting from the robot Jacobian matrix.

The influence of the joint limits on the robot’s dexterity can be taken into account by weighting the entries of the Jacobian matrix according to a joint limits performance criterion [251, 252]. More in detail, a penalization matrix \( L(q) \in \mathbb{R}^{r \times n} \) is introduced, where \( r \) and \( n \) are the task and the joint space dimensions, respectively. This matrix is used to compute the elements of the augmented Jacobian \( \tilde{J}(q) \in \mathbb{R}^{r \times n} \)

\[
\tilde{J}_{i,j}(q) = L_{i,j}(q)J_{i,j}(q), \quad i = 1, \ldots, r, \quad i = 1, \ldots, n, \tag{8.5}
\]

where \( J_{i,j}(q) \) is the \((i, j)\) element of the robot Jacobian and \( L_{i,j}(q) \) is defined as

\[
L_{i,j}(q) = \frac{1}{\sqrt{1 + |\nabla h_i(q)|}}. \tag{8.6}
\]

The scalar function \( h(q) : \mathbb{R}^n \rightarrow \mathbb{R} \) in (8.6) is a differentiable function of the joint vector \( q \) which tends to infinity as the joint variables approach the corresponding joint limits. In this work, taking inspiration from [175], we use the following function

\[
h(q) = \sum_{i=1}^{n} \frac{1}{4} \frac{(q_{i,max} - q_{i,min})^2}{(q_{i,max} - q_i)(q_i - q_{i,min})}. \tag{8.7}
\]

The gradient \( \nabla h_i(q) \) represents the direction of fastest increase of \( h(q) \) and is useful to build the corresponding penalization index (8.6). The \( i \)-th component of the gradient \( \nabla h_i(q) = \partial h_i(q)/\partial q_i \) can be computed as

\[
\nabla h_i(q) = \frac{1}{4} \frac{(q_{i,max} - q_{i,min})^2}{(q_{i,max} - q_i)^2 (q_i - q_{i,min})^2} \frac{2(q_i - q_{i,max} - q_{i,min})}{(q_{i,max} - q_i)(q_i - q_{i,min})}. \tag{8.8}
\]

At this point, according to [253], a weighted dexterity measure \( d \) can be computed from the augmented Jacobian as

\[
d = \frac{1}{\sqrt{\text{tr}(\tilde{J}^T \tilde{J})^{-1}}} \tag{8.9}
\]
where $\text{tr}(\cdot)$ denote the trace operator. This index provides similar information of the standard manipulability index, but allows comparing manipulators with the same task space dimension independently from the joint space dimension. Moreover, it takes into account the distance from both joint limits and singularities.

The modified laparocopic instruments can be modelled as a 7-DoF manipulator whose end-effector is the needle tip $\Sigma_t$ (see Fig. 8.12). Assuming that the manipulator is velocity controlled, its motion can be described by the equation $\dot{q}_s = v$, where $q_s \in \mathbb{R}^7$ denote the vector of the manipulator generalized coordinates and $v$ is the control input. Employing the standard inverse Jacobian map the joint control input $v \in \mathbb{R}^7$ can be written as \cite{183}

$$
\dot{v} = J_s^\dagger u_s + (I - J_s^\dagger J_s) \dot{q}_{s,0}, 
$$

(8.10)

where $J_s \in \mathbb{R}^{6 \times 7}$ is the manipulator task Jacobian, $J_s^\dagger$ denotes its Moore-Penrose pseudoinverse. The control input includes a Cartesian space velocity vector $u_s \in \mathbb{R}^6$ representing the primary task, and an additional velocity $\dot{q}_{s,0} \in \mathbb{R}^7$, projected into the null space of the primary task.

A shared control strategy is proposed which consists in a human operator action that steers the manipulator along its 6-D Cartesian space and an autonomous regulation of the manipulator redundancy for joint limits avoidance.

This is realized by setting $u_s = u_m \in \mathbb{R}^6$, where $u_m$ is the Cartesian velocity of the master input device, while $\dot{q}_{s,0}$ is the autonomous control action that maximizes the distance from joint limits.

To compute $\dot{q}_{s,0}$ the scalar cost function $h(q_s)$ in (8.7) is considered. The gradient $\nabla h(q_s)$ in (8.8) is used to compute the autonomous control contribution for joint limits avoidance according to

$$
\dot{q}_{s,0} = -\nabla h(q_s).
$$

(8.11)

This term is used to implement the secondary task in (8.10). It is worth to note that the case $\dot{q}_{s,0} = 0$ corresponds to the least-norm joint velocity solution.

Simulated experiment are performed using the V-REP simulator. The simulated setup recreates the real dVRK slave side. A pre-recorded single stitch trajectory is used and $u_m(t)$ is computed from this. The task is executed using both the 6-DoF and 7-DoF tools. In the latter case both the least-norm (i.e., $\dot{q}_{s,0} = 0$) and the null-space solutions are considered. Results of the proposed experiments are given in Figs. 8.13, 8.14 and 8.15. As it can be noticed in the 6-DoF case the trajectory is not successfully completed due to the
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Figure 8.12: Representation of the modified dVRK instrument. $J_4, \ldots, J_7$ represent the joints 4 to 7 axes of the instrument.

Figure 8.13: Desired needle tip path ($P_d$) versus standard tool ($P_s$), modified tool least-norm ($P_m$) and null-space ($P_n$) paths.
Figure 8.14: Time history of joint angles during the proposed experiment. Solid lines represent the 6-DoF case, dashed and dotted lines represent the 7-DoF case least-norm and null-space solutions, respectively.

Figure 8.15: Dexterity measure along the executed trajectory. $d_s$ represents 6-DoF case, $d_m$ and $d_n$ the 7-DoF least-norm and null-space solutions, respectively.
occurrence of joint limit on the sixth joint (Figs. 8.13 and 8.14). This is quantitatively explained by the dexterity measure which approaches zero accordingly (Fig. 8.15).

In the 7-DoF case both the least-norm and the null-space solutions are efficient in terms of joint limits avoidance (Figs. 8.13 and 8.14). However, the null space solution demonstrates slightly improved dexterity towards the end of the experiment (Fig. 8.15).

It is worth noting that, although simulated results are encouraging, the 7-DoF case requires accurate and robust sensing technologies for needle-grasper relative pose estimation in the real scenario.

8.7 Conclusions and Future Works

In this work, a new concept of robotic surgical tool designed for in-hand manipulation of a suturing needle is shown. The mechanical design has been validated through a 2:1 scale prototype. Moreover, a comparison between real suturing procedures, using a standard tool, and simulated procedures, using the proposed modified tool, has been presented. The results show that the robot’s dexterity improves when the modified tool is used. Moreover, the in-hand needle reorientation capability of the modified tool allows a significant reduction of the execution time of complete suturing procedures. A shared control architecture has been proposed to exploit the redundancy introduced by the novel tool in order to cope with the joints limits and to maximize the dexterity. In future works, a real prototype of the proposed tool with standard dimensions will be realized using materials suitable for sterilization and for real surgical interventions. Moreover, the tool functionalities will be evaluated in both ex vivo and in vivo procedures performed by a statistically significant population of both novice and expert surgeons. For this purpose, a device integrated in the dVRK robot master device will be designed to allow precise and real-time control of the new advanced tool. Finally, a study will be done to evaluate the best needle surface and material to maximize gripping and rolling capabilities.
<table>
<thead>
<tr>
<th>expertise</th>
<th>type</th>
<th>needle</th>
<th>joint limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>SU1</td>
<td>novice</td>
<td>planar vertical</td>
<td>GL-222</td>
</tr>
<tr>
<td>SU2</td>
<td>novice</td>
<td>planar 15°</td>
<td>GL-222</td>
</tr>
<tr>
<td>SU3</td>
<td>novice</td>
<td>planar 20°</td>
<td>RB-1</td>
</tr>
<tr>
<td>SU4</td>
<td>novice</td>
<td>planar 110°</td>
<td>RB-1</td>
</tr>
<tr>
<td>SU5</td>
<td>novice</td>
<td>planar 20°</td>
<td>RB-1</td>
</tr>
<tr>
<td>SU6</td>
<td>intermediate</td>
<td>planar vertical</td>
<td>UR-6</td>
</tr>
<tr>
<td>SU7</td>
<td>intermediate</td>
<td>planar vertical</td>
<td>UR-6</td>
</tr>
<tr>
<td>SU8</td>
<td>intermediate</td>
<td>planar vertical</td>
<td>UR-6</td>
</tr>
<tr>
<td>SU9</td>
<td>intermediate</td>
<td>planar vertical</td>
<td>UR-6</td>
</tr>
<tr>
<td>SU10</td>
<td>intermediate</td>
<td>planar vertical</td>
<td>UR-6</td>
</tr>
<tr>
<td>SU11</td>
<td>expert</td>
<td>circular vessel</td>
<td>UR-6</td>
</tr>
<tr>
<td>SU12</td>
<td>expert</td>
<td>circular vessel</td>
<td>UR-6</td>
</tr>
<tr>
<td>SU13</td>
<td>expert</td>
<td>circular vessel</td>
<td>UR-6</td>
</tr>
</tbody>
</table>

Table 8.5: Overall performance of the MT

<table>
<thead>
<tr>
<th>stitches</th>
<th>reorient</th>
<th>help</th>
<th>success</th>
</tr>
</thead>
<tbody>
<tr>
<td>#</td>
<td>65</td>
<td>45</td>
<td>30</td>
</tr>
<tr>
<td>%</td>
<td>69%</td>
<td>66%</td>
<td>55%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>reorient/stitches</th>
<th>help/reorient</th>
<th>success/reorient</th>
</tr>
</thead>
<tbody>
<tr>
<td>69%</td>
<td>66%</td>
<td>55%</td>
</tr>
</tbody>
</table>
Chapter 9

Conclusion and Discussion

This thesis addressed the problem of designing effective and safe telerobotic systems employing the haptic-based shared control paradigm and passivity-based control. As contemporary master-slave robotic interfaces function as a sophisticated, yet passive, extension of the user’s hands, sensor-based control methods and algorithms demonstrated the potential to incorporate further intelligence and shared knowledge in the telerobotic system. After a review of the state-of-the-art methods given in Chapter 3, with a particular focus on telerobotics, haptics, and passivity-based control and related applications, contributions of the thesis were presented.

In Part I, two sensor-based haptic shared-control methods for safe telemanipulation in industrial scenarios were proposed.

A shared-control architecture comprising several features for a dual-arm robotic system was described in Chapter 4, while a task-prioritized shared-control architecture for redundant robots was proposed in Chapter 5. These two telerobotic architectures consider the overall system partially controlled by a human operator through a haptic device, while some degrees of freedom are autonomously regulated using vision-based and collision avoidance control. Task priority is used to implement the division of roles. While remotely controlling the system, the user receives opportune designed haptic cues that help in maintaining her/him motions compatible with the system constraints (collisions, joint limits and singularities). The control architecture design was explained in details, passivity was analyzed, modeling of the system, experiments, and human subject study were reported to show the performance improvements during remote grasping tasks.

However, several limiting aspects still exist for the proposed shared con-
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trol architectures. One of the most prominent aspects is the design of the cost functions and the tuning of their parameters, which are still chosen heuristically. Since haptic cues are computed from the gradient of the devised cost, its design is supposed to play a relevant role in the overall user’s experience with the telerobotic system. Moreover, the presented shared-control approaches are local, in the sense that the operator can only provide current velocity commands, and receive instantaneous force cues. The ability to ‘steer’ a whole future trajectory in the task space, and to receive predictive force feedback correspondingly, could significantly enhance the operator’s performance, especially when dealing with complex tasks. In addition, the fixed behavior of the autonomous control action, opportunely designed to help the operator in the specific task at hand, may limit the flexibility of the system in performing different tasks. This is a crucial aspect to address since, in this case, switching among different shared control strategies may generate counter-intuitive and unsafe situations for the operator. Future directions may account for these aspects, possibly also addressing the problem of suitably balancing the amount of operator/autonomy control level.

In Part II of the thesis, three other contributions were presented.

An interactive virtual fixtures generation and adaptation method was proposed in Chapter 6 along with an energy-tanks passivity-based control method to keep the system safe, while a shared-control approach suitable for assisted needle grasping was proposed in Chapter 7. Chapter 8 proposed a novel laparoscopic tool that allows in-hand needle re-orientation along with a suitable shared-control strategy. Besides the application domain, these methods share the underlying idea of providing to the surgeon haptic cues that help her/him in effectively carry out the considered task. In this case, haptic guidance informs the user while leaving her/him the ultimate control of the system to deal with unforeseen situations thus keeping the system safe.

However, even though all the proposed methods showed promising results, yet not sufficient proof of acceptance is demonstrated in the surgical robotics domain. As future work, addressing the problem of human factors in real surgical environments is paramount to assess the applicability and the robustness of the proposed methods. Moreover, customized/tailored levels of assistance would probably be a desirable system feature. A system could, for example, exhibit stiffer guidance (i.e., less freedom for the operator) when it is operated by novices, while it could implement softer guidance (i.e., more freedom for the operator) when it is operated by experts.

All the presented methods enable humans to effectively and safely realize
complex tasks by physically or remotely interacting with semi-autonomous robotic systems capable of providing assistance. In the near future, the availability of datasets and the advancement of machine learning techniques will enable enhanced flexibility of shared control systems that will be capable of providing contextual or personalized assistance and seamless adaption of the autonomy level. However, this desirable trend will raise new challenges for safety and stability certification of shared control robotic systems, thus requiring new advanced control methods to implement the continuously evolving division of roles.
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