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Dexterous Grasping by Manipulability Selection
for Mobile Manipulator With Visual Guidance
Fei Chen , Member, IEEE, Mario Selvaggio , Student Member, IEEE, and Darwin G. Caldwell

Abstract—Industry 4.0 demands the heavy usage of
robotic mobile manipulators with high autonomy and in-
telligence. The goal is to accomplish dexterous manipula-
tion tasks without prior knowledge of the object status in
unstructured environments. It is important for the mobile
manipulator to recognize and detect the objects, determine
manipulation pose, and adjust its pose in the workspace
fast and accurately. In this research, we developed a
stereo vision algorithm for the object pose estimation us-
ing point cloud data from multiple stereo vision systems. An
improved iterative closest point algorithm method is devel-
oped for the pose estimation. With the pose input, algo-
rithms and several criteria are studied for the robot to se-
lect and adjust its pose by maximizing its manipulability on
a given manipulation task. The performance of each techni-
cal module and the complete robotic system is finally shown
by the virtual robot in the simulator and real robot in exper-
iments. This study demonstrates a setup of autonomous
mobile manipulator for various flexible manufacturing and
logistical scenarios.

Index Terms—Manipulability, mobile manipulation, visual
guidance.

I. INTRODUCTION

MODERN Industry 4.0 manufacturing or Smart Manufac-
turing [2] demands the shift in manufacturing style from

massive production to small quantity or massive customiza-
tion [3]. In wage-intensive countries, this mode have created
needs for automation and robotics with the feature of intelli-
gence, dexterity, flexibility, and cost efficiency. The fact is that
the current industrial robots are mainly deployed in factories
doing repetitive and dirty works on a fixed point without much
intelligence and flexibility. This introduced gap leads to the mas-
sive adoption of industrial level mobile manipulation robots with
the capability of flexibility, mobility, and visual learning abil-
ity [4]. A robotic mobile manipulator is a robotic system built by
one or two robotic arms fixed to a mobile platform. It allows per-
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Fig. 1. KUKA mobile manipulators as representative industrial mobile
manipulators. (a) KUKA OmniRob, (b) KUKA KMR iiwa.

forming tasks requiring locomotion and manipulation [5]. The
new trend is to equip it with various sensors, e.g., laser, vision,
tactile sensing to enhance its ability. Since 1980s, mobile manip-
ulator development has experienced several stages with empha-
sis on different hardware or software components in different
time. In the past years, various mobile manipulators have been
developed. The most representative mobile manipulators are
MORO [6], Rosie,1 PR2,2 Little Helper [7], KUKA OmniRob,
and KMR iiwa3 (see Fig. 1). For industrial application, KUKA
OmniRob is selected as an experimental platform in many Euro-
pean flagship projects in robotics, such as First-MM,4 TAPAS,5

VALERI,6 and EUROC,7 targeting at high performance mobil-
ity and dexterous manipulation in the scenario of logistics and
automation. It also demonstrates great potential for the applica-
tion in disaster response, rescue, and in-home assistance. Driven
by more recent challenging applications introduced by modern
manufacturing style, e.g., logistical warehouse application in-
troduced by the AMAZON picking challenge, multiple vision
guided mobile manipulator shows promising performance. Var-
ious prototypes and products output from these activities reveal
the fact that the modern mobile manipulation system is a highly
integration of robotic technologies on perception [8], naviga-
tion [9], and learning and manipulation [10].

Mobile platforms have greatly extended the manipulator
workspace and visual guidance provides plenty of clues for
the robot to select proper pose to carry out a given grasping and

1http://ias.cs.tum.edu/robots/tum-rosie/
2https://www.willowgarage.com/pages/pr2/
3https://www.kuka.com/
4http://www.first-mm.eu/
5http://www.tapas-project.eu/
6http://www.valeri-project.eu/
7http://www.euroc-project.eu/
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manipulation tasks. Multimodal perception about the object and
material is extremely important for these tasks.

Recent study solves the visual-tactile fusion problems for
grasped object recognition using novel weakly paired sparse
coding method [11]. A more general fusion framework was
proposed in [12] to tackle the heterogeneous gap of visual,
tactile, and auditory modalities for material identification. Such
strategies are proved to be very effective for robust grasping and
manipulation, however, it also increase the cost of the system to
be adopted by industries.

For industrial mobile manipulator, the high redundancy in the
system allows the robot to perform dexterous tasks using max-
imum manipulability. Since Yoshikawa introduced the manipu-
lability measure in [13], this has been widely used in robotics for
planning dexterous motions for robotic systems. Recent appli-
cations have shown a great interest in the integration of manipu-
lability measure with flexible and self-collision capabilities. For
instance, Vahrenkamp et al. in [14] integrated a planner to avoid
collision for grasping motion by single and dual robotic arms.
This planner integrates three main tasks necessarily required for
grasping an object, which are as follows:

1) find a reasonable grasp pose;
2) resolve the inverse kinematics; and
3) search a collision-free trajectory.

An online grasp quality measure unit based on the computed
applied forces, which diminishes the net torque, is used to score
the quality of the grasping poses. More recently, manipulabil-
ity analysis of humanoid robots has been carried out in [15].
The considered measure takes into account both joint limits and
minimum distance among robot links and between links and
obstacles. In this case, the manipulability is adopted to com-
pute the quality distribution in the robot workspace considering
redundancy and instantaneous direction of motion. In addition,
in [16], an approach for inverting a precomputed representa-
tion of reachability so as to generate proper robot base poses
for object grasping has been presented. Other works addressing
the problem of optimal grasping pose selection can be found
in the fields of robotic surgery [17], telemanipulation [18], and
humanoid robots [19]. A crucial prerequisite for the successful
execution of manipulation tasks in unstructured environments
is the perception of the environment and the extraction of asso-
ciated environmental affordances: in [20], an approach for the
generation of whole-body manipulation actions based on the
affordances extracted via multimodal exploration is presented.
However, to the best knowledge of the authors, it is still seldom
to see the study on modern visual guidance mobile manipulator
for industrial applications.

II. ROBOT DESCRIPTION

A. Hardware Components

In this study, we use an industrial mobile manipulator, a new
prototype produced by KUKA and German Aerospace Center
(DLR) namely KUKA KMR iiwa, which is composed of a
KUKA LBR iiwa collaborative arm, a KUKA KMR platform,
and multiple stereo vision sensors [see Fig. 2(a)]. LBR iiwa
is a new generation of lightweight robotic arm, a promising

robotic arm for flexible industrial production process and safe,
and compliant human and robot collaboration. It is particularly
suitable for supporting human operator in industrial automation
at ergonomically unfavorable workstations.

The KMR iiwa is equipped with two pairs of Mecanum
wheels, so it can move in all directions, which has shortened
robot throughput times and reduced nonproductive time when
searching appropriate execution pose for a given task. This func-
tion opens up a wider range of choice for the entire new pro-
duction mode and increases the cost effectiveness. With this
technology, the KMR iiwa is able to move to a target position
safely and smoothly with the speed of 4 m/s ahead or sideways
and 2 m/s diagonally. It can still achieve the position accuracy
with ±1 mm even in constraint working space. The integrated
laser range finder scans the surrounding environments, build the
map, and embedded control software deals with the motion plan-
ning and navigation, which enables reliable and flexible work
sequences. Therefore, it is significant that KMR iiwa mobile
manipulator can utilize the efficiency and reliability of modern
robotic technology for big industry automation.

The KMR iiwa is also equipped with two pairs of stereo vi-
sion modules to provide perception capability in both indoor and
outdoor environments (see Fig. 2). One pair is mounted on the
end-effector for detecting and recognizing the manipulated ob-
jects (namely eye-in-hand TCP stereo). The other pair together
with a 2-DoF pan-tilt unit is built aside the robot arm to roughly
localize the object and monitor the environment (namely eye-
to-hand Pan-tilt stereo). Multiple stereo vision setup provides
dense point cloud data and high quality color and depth image,
and provides human eye completable ability for the robot to
recognize the object even suffered by occlusion.

III. MANIPULABILITY WITH VISUAL GUIDANCE

A. Pose Estimation With Stereo Vision

Large industries usually offer unfavorable and variant light-
ing conditions, thus lots of robotic assembly tasks are performed
without visual guidance [21], [22]. In our application, it is
mandatory for KMR iiwa to tolerate these challenges by de-
veloping robust industrial level solution by generating disparity
matrices from stereo vision. The main principle is working like
the human eyes. By computing the correspondences from two
distinct views, left and right image frames, the relative relation-
ship among features from both frames is exploited to extract the
disparity image and further the depth image. Although dispar-
ity computation requires large amount of processing and might
be influenced by various lighting conditions, its stable perfor-
mance can always lead to acceptable results working in most
of the industrial environment when compared with other sensor
modules, which can also produce color and depth images [23].

Based on the RGB color image and depth image, point cloud
data can be computed [24] as a input to the object pose esti-
mation module. By improving the method introduced in [25]
and [26], which computed the disparity image using pixelswise
semiglobal matching, iterative closest points (ICP) algorithm
is adopted to compute the pose of the object. In this paper,
we use a small load carrier (SLC) as an example for testing
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Fig. 2. Concept and setup of a mobile manipulator in this paper. (a) Industrial mobile manipulator. (b) Mobile robot in simulator. (c) Stereo vision
setup.

Fig. 3. Use ICP for pose estimation on point cloud data: an SLC
example.

Fig. 4. Complete object recognition procedure using ICP.

the perception module. The concept of our proposed method
on this object is shown in Fig. 3. The practical challenge of
using ICP is that it easily leads to local minimum when search-
ing for the optimal match of point cloud data samples if using
real sensor data. Many interesting variations and extensions to
this algorithm have been studied in the past years because the
high modularity of this algorithm makes it possible to develop
different approaches at each step of the pipeline, i.e., feature
points selection, matching, and optimization [27] (see Fig. 4).
We introduce a confidence metrics on computing the Euclidean
distance between point cloud samples to evaluate the results.
The definition of this confidence metric for a given registration
is by computing the inverse of the average squared Euclidean
distance between two groups of feature points

Confidence =
n

∑n
i=0 EuclideanDistance(pm

i , pt
i)2

(1)

where n denotes the number of correspondences, pm
i denotes

the ith point of the group of feature points, and pt
i denotes the ith

point of the target group of feature points. With this confidence
matrices, it allows us to easily compare the quality of different
registrations to find out the best matching.

To avoid the local minimum of using ICP as a blind optimiza-
tion, we further define an alignment space that is the set of ad-
missible poses transformation of the reference point cloud frame
to the target scene cloud frame. The idea is that once the identi-
fying an optimal solution, a learning process by calculating the
transformation between each local minima and the global one
is triggered to study the error patterns in the alignment space. In
order to correct this error, an error pattern transformation (EPT)
term is defined as the transformation matrix transforming the
wrong alignment into the correct one for each local minimum
[28]. The advantage is that once EPT is computed, it can main-
tain valid regardless of the scene we are applying if we assume
the target scene point cloud is always similar to the reference
point cloud. Once final solution has been brought to the neigh-
borhood of the optimal alignment, the EPT will be applied to
the registration output and confidence metrics are then com-
puted to evaluate all transformed poses. By selecting the one
showing higher level of confidence, the correct transformation
and thereby the correct pose is retrieved.

B. System Kinematics

For the user, it is always easy and intuitive to program a robot
end-effector motion trajectory in the mobile manipulator oper-
ational space. A typical mobile manipulator, i.e., 7-DoF arm
mounted on a 3-DoF mobile base, requires a whole body kine-
matic controller. Two main routines constitute the essential part
of the whole body controller: the forward kinematic routine that
gives the robot end-effector pose given the set of its generalized
coordinates, and an inverse kinematics routine that solves for
the group of joint angles for a given end-effector pose, usually
expressed w.r.t. the robot base frame. When the robot is redun-
dant, the latter calculation can be considered an optimization
process in which the redundancy of the robot is exploited in
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Fig. 5. KMR iiwa kinematic model representation.

TABLE I
KMR IIWA DH PARAMETERS (P = PRISMATIC JOINT; R = REVOLUTE JOINT;

F = FIXED JOINT)

many ways to best adapt the robot motion behavior to any given
task execution.

1) Forward Kinematics: The KMR iiwa forward kinematic
model is derived by opportunely composing the kinematic mod-
els of both subsystems (robot arm and mobile platform).

The kinematic chain model of the KUKA KMRIIRA robot is
shown in Fig. 5, whereas its Denavit–Hartemberg (DH) param-
eters are given in Table I.

By denoting the pose of the end-effector frame w.r.t. the arm
base frame as T 3′

10 ∈ R4×4 and the pose of the mobile platform
frame with respect to the world frame as T w

3 ∈ R4×4, we can
derive the whole body forward kinematic model as composition
of homogeneous matrices, namely

T w
10 (q) = T w

3 (q) T 3
3′T

3′
10 (q) (2)

where all the T ’s are homogeneous transformation matrices,
T 3′

3 ∈ R4×4 is a fixed transformation that accounts for the pose
of the arm mount point in the mobile base frame, that, in our
case, can be written as follows:

T 3
3′ =

⎡

⎢
⎢
⎣

0 1 0 0.16
−1 0 0 0.37
0 0 1 0.965
0 0 0 1

⎤

⎥
⎥
⎦ (3)

and q ∈ Rn is the vector of robot generalized coordinates (with
n being the dimension of the robot joint space).

2) Inverse Kinematics: Let us denote with r the dimension of
the robot task space. As stated previously, for redundant robots
(r < n), the inverse kinematics can be computed by resorting to
an optimization technique that solves for the set of generalized
coordinates given an end-effector desired pose. The redundancy
can be solved via a local optimization procedure of an oppor-
tunely defined objective function. For instance, when a reference
joint velocity vector q̇0 ∈ Rn is of interest, the problem can be
formulated as an LQ problem, namely

min
q̇

1
2 (q̇ − q̇0)

T W (q̇ − q̇0)

s.t. ẋ = J (q) q̇
(4)

where J (q) ∈ Rr×n is the whole robot Jacobian, q̇ ∈ Rn is the
joint space velocities vector, ẋ ∈ Rr is the operational space
velocities vector, and W ∈ Rn×n is a weight matrix. This ma-
trix can be opportunely defined to avoid joint limits [29] and
self-collision [30]. If W is assumed to be the identity matrix (as
in the rest of this paper) and q̇0 = 0, the solution inherently min-
imize the Euclidean norm of the joint velocities q̇. The gradient
projection method can be used to define q̇0. We must recall that
the solution to the problem in (4) can be written in the following
form (for brevity we omit the dependence of the Jacobian upon
the joint variables):

q̇ = J †ẋ +
(
I − J †J

)
q̇0 (5)

where J † = W−1JT(JW−1JT)−1 is the Jacobian weighed
right pseudoinverse. The first term in the sum in (5) represents
the least velocity norm solution and the second the orthogonal
projection of a possible secondary task q̇0 into the null-space
of J . The projection of q̇0 onto the null-space of J ensures
that the secondary (lower priority) task will not affect the pri-
mary (higher priority) task (e.g., satisfy the end-effector pose
constraint). The choice of q̇0 can be derived from differentia-
tion of an additional objective function H(q) which is tried to be
maximized/minimized by the inverse kinematic algorithm. Most
typical objective functions may come from following criteria:

1) manipulability→ maximize distance from singularities;
2) joint range→ maximize distance from joint limits;
3) obstacle avoidance→ maximize distance from objects;
4) given configuration → minimize distance from a given

configuration.
In this framework, the task priority plays a significant role.

Using this formulation, we address the highest priority task and
try to satisfy secondary tasks. Addition, deletion, or reordering
of the tasks would be possible and convenient to cope with
multiple scenarios [31].

C. Manipulability Criterion

Manipulability index (from now on indicated by the symbol
w), first introduced by Yoshikawa in [13], represents a value
that embeds information about the capability of the robot end-
effector to change its position and orientation unconditionally.
This information is inherently contained into the Jacobian matrix
J and, in particular, in its singular values s = [s1, s2, . . . , sn ],



1206 IEEE TRANSACTIONS ON INDUSTRIAL INFORMATICS, VOL. 15, NO. 2, FEBRUARY 2019

Fig. 6. Plot of the performance criteria used for joint limits (left-hand
side) and minimum distance (right-hand side). In this example, qi,max =
170◦, qi,min = −170◦, γ = 4, ρ = 1/25, α = 0, β = 25.

namely

w =
√

det(JJT ) = s1s2 . . . sn . (6)

When used as a criterion to solve the inverse kinematic prob-
lem, through the gradient projection method, manipulability can
serve as an additional objective function, to be maximized by
the solution. In this way, the redundancy of the robot can be
effectively exploited to favor joint space configurations that
correspond to higher manipulability index. However, manip-
ulability criterion can be used to support a decision process,
such as grasp selection in manipulation tasks. The manipulabil-
ity measure can be efficiently combined with the reachability
information that can be used by the robot to select a reachable
end-effector pose that maximizes the manipulability of a picking
task [15]. The computation of these useful metrics can be oppor-
tunely carried out in an offline process that stores the computed
information in a database within a voxelized three-dimensional
(3-D) or 6-D data structure representing the robot workspace.
In addition, an extended manipulability measure can be derived
that accounts for joint limitations and self-collisions following
the approach proposed in [15]. More specifically, by defining
appropriate penalization functions, the Jacobian matrix entries
can be accordingly penalized and so is the manipulability index.
The functions used in this paper have been derived from [30]
and are resumed in the following sections.

1) Joint Limits: A cost function h (q) : Rn → R that models
joint limits nearness must tend to infinity as one of the joint
variables approach its limits. Among many possibilities, we
adopt the following function:

h (q) =
n∑

i=1

hi (qi) =
n∑

i=1

1
γ

(qi,max − qi,min)
2

(qi,max − qi) (qi − qi,min)
(7)

where n is the number of joints, γ is a scalar gain, qi is the ith
joint coordinate, qi,max and qi,min are the upper and the lower lim-
its, respectively (see Fig. 6, left-hand side). Its gradient∇h (q)
represents the direction of fastest increase of h (q). The ith
component of the gradient can be written as

∂h (q)
∂qi

=
1
γ

(qi,max − qi,min)
2 (2qi − qi,max − qi,min)

(qi,max − qi)
2 (qi − qi,min)

2 . (8)

It can easily be noted that ∂h (q)/∂qi attains zero at the middle
of the ith joint and goes to infinity to either limits.

2) Self-Collision: Similarly to the joint limits case, we seek
for a self-collision cost function f (d(q)) ∈ Rn → R that inher-
ently depends upon the minimum distance among all the robot
links d(≥ 0) and tends to infinity as it approaches the value
d = 0. The gradient of f can be calculated as follows (we omit
the dependencies on the right-hand side of the equations):

∇f (d(q)) =
∂f

∂q
=

∂f

∂d

∂d

∂q
. (9)

In case of self-collision, the second term in (9) can be further
specified in

∂d(q)
∂q

=
1
d
[JT

A (pA − pB ) + JT
B (pB − pA )]T (10)

where pA ∈ R3 and pB ∈ R3 are the position vectors of the
two nearest points on the robot links expressed in the base frame
(obtained using a collision detection and minimum distance cal-
culation routine), JA ∈ R3×n and JB ∈ R3×n are the Jacobian
matrices associated with the points pA and pB , respectively. In
this paper, we use the Gilbert–Johnson–Keerthi algorithm for
proximity queries [32], [33]. A possible choice for the f (d(q))
is given by

f (d(q)) = ρe−αdd−β (11)

where α, β, and ρ are parameters that control the function trend
(see Fig. 6, right-hand side). The partial derivative of this func-
tion with respect to d is

∂f (d(q))
∂d

= −ρe−αdd−β (βd−1 + α). (12)

At this point, ∇f (d(q)) can be computed using (9), (10),
and (12).

3) Extended Manipulability: In order to build a manipula-
bility measure that incorporate information about joint limits
and self-collision, weight matrices have to be calculated. These
matrices will be useful to build the augmented Jacobian J̃ that
gives the extended manipulability measure. Since, this quan-
tity contains information influenced by the chosen end-effector
motion direction, it inherently depends on the specified move-
ment. As in [15], our purpose is to have a representation that
covers all the possible movements. To this end, the workspace
movements can be partitioned by 26 hyperoctants identified by
Γ ∈ {−1, 1}. For each Γ, an augmented Jacobian can be built
and the extended manipulability, consequently, extracted.

We now present the derivation of the two penalization terms
that are essential for the augmented Jacobian computation. The
joint penalization matrix L (Γ, q) accounts for the presence of
joint limits and can be represented as follows:

Li,j =

{
p−j , sign(Ji,j (q))sign(Γi) < 0

p+
j , otherwise

(13)
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where

p−j =

{
1, |qj − qj,min| > |qj,max − qj |

1√
1+ |∇h(q)j |

, otherwise

p+
j =

{
1√

1+ |∇h(q)j |
, |qj − qj,min| > |qj,max − qj |

1, otherwise.

(14)

These formulas express the fact that, having chosen an end-
effector motion direction, if the considered joint is moving away
from its limits, the associated penalization term Li,j = 1 (no
penalization), if it is moving toward one of its limits, the pe-
nalization is applied Li,j < 1. On the other hand, an obstacle
penalization matrix O(Γ,q) accounts for the presence of obsta-
cles and can be computed as follows:

Oi,j =

{
o−j , sign(Γi) < 0

o+
j , otherwise

(15)

where

o−j =

{
1, vi > 0, i > 3

1√
1+ |∇f (q)j |

, otherwise

o+
j =

{
1√

1+ |∇f (q)j |
, vi > 0, i ≤ 3

1, otherwise

(16)

where vi is the ith component of the velocity vector and
v = ṗA − ṗB is the relative linear velocity of nearest points
(pA ,pB ). Also in this case, we can give an intuitive explana-
tion of the above-mentioned formulas. If the chosen end-effector
motion direction makes the minimum distance increase, the cor-
responding weight is Oi,j = 1, otherwise penalization is applied
and Oi,j < 1.

Finally, the augmented Jacobian can be computed as

J̃i,j (Γ, q) = Li,j (Γ, q)Oi,j (Γ, q)Ji,j (q) . (17)

The considered Jacobian J̃(Γ, q) is, therefore, decomposed via
singular value decomposition in order to retrieve the correspond-
ing set of singular values s̃ and the extended manipulability
measure can be calculated as follows:

w̃ =
√

det(J̃ J̃
T
) = s̃1s̃2 . . . s̃n . (18)

4) Simulation: Some simulation experiments are carried
out to show the capability of the methods and highlight the
main features using the KMR iiwa mobile manipulator (see
Section II-A). We calculate the manipulability and extended
manipulability measures by sampling the arm robot workspace.
This calculation is useful when robots have to operate in the
environment and their online grasp selection capabilities can be
enhanced consulting a map of offline generated manipulability
measures. The results of these experiments are shown in Fig. 7
and aim to give to the reader some more insightful intuition about
different manipulability measures. For each experiment, 50 000
cells in the robot workspace have been considered. These cells
correspond to the same number of randomly generated joint val-
ues inside the joint limitations range. In Fig. 7(a), the classical

Fig. 7. Manipulability measure the graphical representation for the
robot arm calculated for three different cases. In (a), the classical manip-
ulability, in (b), the penalization terms due to joint limits has been applied,
and in (c), minimum distance penalization is taken into account. Yellow
colored points represent higher manipulability index configurations.

TABLE II
KUKA IIWA ARM JOINT LIMITS

manipulability measure is shown by means of colored points.
Fig. 7(b) contains the manipulability penalized solely through
the joint limit penalization matrix. In this experiment, conven-
tional KMR iiwa arm joint limits have been considered. They
are shown in Table II.

Hyperoctant Γ = [1, 1, 1, 1, 1, 1] is considered in this exper-
iment. As it can be noticed, the manipulability significantly
decreases due to joint limits penalizations. The last experiment
is shown in Fig. 7(c) where self-collision is also considered. To
have a clearer representation, we considered the simplified case
in which only the end-effector and mobile platform minimum
distance is considered. This is also motivated by the fact that
end-effector collisions are more likely to happen with mobile
base than with other links. The value used for (11) are as fol-
lows: α = 1; β = 1; and ρ = 0.2. The exploited hyperoctant
is Γ = [−1, 1,−1, 1, 1, 1]. From the considered figure, it can
be noticed that the penalization term implies a manipulability
reduction when the end-effector is closer to the mobile base top
part.

IV. EXPERIMENTS

A. Manipulability Based Pose Selection

The experiment presented in this section assume a grasp-
ing/manipulation task of an SLC from a shelf. The pose estima-
tion module is able to give the target object pose with respect
to the robot base frame. Even though more complicated solu-
tion can be exploited for grasping and manipulation of com-
plex objects, the geometrical simplicity of the SLC allows the
use of an heuristic approach to both select grasp points in the
SLC reference frame and define pre- and postgrasp movements
representing main manipulation tasks. The problem we aim to
solve is to dexterously accomplish the grasping/manipulation
task using such a high redundant robot with vision guidance.
The problem of high redundancy introduced by the used robot
is decoupled, i.e., the arm redundancy is always solved in a
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Algorithm 1: Mobile Platform Placement Computation.
Require: samplePoseEE, areaWidth, areaHeight

platformPoses← sample(areaWidth,areaHeight)
for all posMP in platformPoses do

moveVirtualPlatform(posMP)
reachable, joints←
inverseKinematics(samplePoseEE)
if reachable then

manip← manipulability(joints)
end if

end for
index← max(manip)
return moveRealPlatform(platformPoses(index))

Fig. 8. (a) Manipulability and (b) extended manipulability mea-
sure computed for different mobile platform poses during the prepro-
cessing of the task. Blue dots indicate the poses in which the object is
not reachable and yellow dots represent the poses with higher manipu-
lability index.

successive step with respect to the mobile base platform place-
ment. Hence, the first choice to take in consideration is the
placement of the mobile base in the shelf manipulation area. The
working area bounds can be optimally defined a priori on the
base of geometrical considerations and/or based on reachability
information. We discretized the floor area surrounding the shelf
where the target SLC is placed, and compute the inverse kine-
matics solution that maximizes the arm extended manipulability
for each mobile base placement. The maximum manipulability
of the arm is returned and stored to be used then as metric to
evaluate the mobile platform placement. This allows the robot
to build a map containing two important information in each
cell: reachability (1 corresponding to the existence of an inverse
kinematics solution, 0 otherwise) and manipulability (scalar real
numbers).8 The overall procedure for the platform placement is
summarized in Algorithm 1. Fig. 8 contains the results of the
proposed experiment in which both manipulability and extended
manipulability are shown for each mobile platform pose. For the
sake of clarity of the presented results, we show the experiment
in which we keep the orientation of the mobile platform fixed

8It is worth noting that the null reachability does not implies null manipula-
bility, since the inverse kinematics can still return a configuration which tends
toward the grasp pose. Thus, it is necessity to consider first reachable poses and
then choose the one that maximizes the manipulability measure.

Fig. 9. (a) Manipulability and (b) extended manipulability mea-
sure computed in the plane containing grasping poses. Blue zone in-
dicates the poses in which the object is not reachable and yellow zones
represent the end-effector poses with higher manipulability index.

Fig. 10. (a) Manipulability and (b) extended manipulability measure
considering self-collision and (c) joint limits computed in the plane con-
taining grasping poses. Blue zone indicates the poses in which the object
is not reachable and yellow zones represent the end-effector poses with
higher manipulability index.

letting only the candidate positions to change. Further experi-
ments with orientation variation have been performed and the
results do not deviate significantly from the proposed ones.

To better show the influence of self-collision and joint lim-
its onto the extended manipulability measure, we computed the
manipulability of the arm moving the end-effector in the plane
containing the grasping poses (see Figs. 9 and 10). In this experi-
ment, we have used the criterion of minimizing the distance from
an upper elbow configuration. We used a reference joint posi-
tion vector qA = [0, 45, 0, 90, 0,−45, 0] degree (corresponding
to upper elbow configuration) and compute the inverse kine-
matic map using the projected gradient control in (5) with
q̇0 = ∇H (q) and H (q) = (qA − q)T KA (qA − q) with KA

being a diagonal positive definite gain matrix.
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Fig. 11. Results of the experiments with manipulability based platform
pose selection for object grasping. The left-hand side column shows the
mobile robot and its manipulability measure during the grasp execution
(right-hand side column).

B. Discussion

Manipulability and the extended manipulability measures
have been used to perform simulated and real case experi-
ments. In both cases, the platform placement process consid-
ers 90 candidate grasping poses in which manipulability mea-
sure and reachability information have been exploited. Fig. 8
shows the results of simulated experiments as colored dots on
the floor: blue dots indicates platform poses in which the ob-
ject is not reachable, whereas yellow dots represent the poses
with high manipulability index. The grasp process encloses a
mobile platform placement computation, which is reported in
Algorithm 1. More precisely, once the pose of the object to be
grasped is estimated, the computation starts and gives the best
mobile platform placement for the grasping/manipulation task.
However, it can be noticed that, maximum manipulability can
be achieved for mobile platform poses that are very close to
the shelf. In the real case, for safety reasons, it may be reason-
able to maintain a certain distance from the shelf. This has been
achieved by choosing a platform pose that is optimal in terms
of manipulability and minimize the distance from the starting
platform pose. This is also motivated by the fact that, assuming
the platform is already in front of the shelf (see reference frame
in Fig. 8), less distance has to be covered speeding-up the task
accomplishment. Results of the real experiments regarding the
optimal platform pose selection are shown in Fig. 11.

On the other hand, Fig. 9 gives a visual representation about
the step arm manipulability. More detailed graphs are shown
in Fig. 10 where a comparison among different manipulability
measures is given. In this case, only the considered hyperoctant
has been changed with respect to the previous sections to take
into account the movements in the direction orthogonal to the
shelf (movements needed for pregrasp and postgrasp phases).

V. CONCLUSION

In this paper, we present a modified and improved error pat-
tern transformation based on iterative closest point algorithm
to estimate the targeted object pose on the point cloud data
retrieved from multiple stereo vision systems. The algorithm
can always find out the correct object pose when examining an
SLC grasping example by KMR iiwa robot. Moreover, given the
grasping pose that is associated with the object pose, robot pose
is selected to maximize the manipulability of the end-effector
with proposed manipulability modeling methodologies. Experi-
ments show the convincing performance of each proposed tech-
nical method. Future work will focus on the improvement of the
controller for online manipulability computation and selection.
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