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IP Over Terrestrial ATSC DTV Channels:
Performance Evaluations on Data

Transmission Throughput
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Abstract—The throughput of IP (UDP and TCP) data trans-
mission over terrestrial ATSC DTV channels was evaluated. A
testbed was developed for this purpose. Various issues affecting
the throughput of IP data transmission over DTV channels were
analyzed, such as channel noise, traffic load, IP packet size and re-
turn link capacity. Results obtained from these tests offer valuable
information for broadcasters who plan to implement datacasting
services over ATSC DTV systems.

Index Terms—ATSC, datacasting, IP over DTV, performance
evaluation, throughput analysis.

I. INTRODUCTION

THE ATSC digital television (DTV) system [1] was de-
signed to carry a mixture of standard definition television

(SDTV) and/or high definition television (HDTV) programs and
their associated sound and ancillary data information in a single
6 MHz terrestrial broadcasting channel. It can also carry IP data
encapsulated into an ATSC transport stream (TS) [2], [6]. This
feature, combined with a high data rate of 19.39 Mbps, a flexible
transport mechanism and wide area coverage, results in a very
powerful system useable for the delivery of a wide range of one-
and two-way IP-based services to fixed and portable devices.

Considering the rapid convergence of IP data with a large
number of new and existing communication systems such as the
ATSC DTV system, extensive studies will be required to under-
stand the behavior of IP data transmission over a multitude of
communication channels having different channel coding and
propagation characteristics. To this effect, the Communications
Research Centre has initiated a valuable study characterizing IP
data transmission over an ATSC DTV infrastructure in order to
complement earlier tests performed to characterize the perfor-
mance of the ATSC system in broadcasting television programs
[4], [5], [19]–[21].

In order to carry out this work, we developed an ATSC data-
casting testbed consisting of two main components: (1) a labo-
ratory ATSC downlink and return channel infrastructure which
serves as the IP data carrier, and (2) an IP traffic generator and
recorder sub-system. The study covers a number of key issues
such as network protocol parameters affecting the throughput
of IP data transmission, IP and MPEG encapsulation overhead,
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the influence of the return channel capacity, Program Specific
Information (PSI) and NULL packet insertion in the transport
stream multiplexer, and errors caused by channel impairments
such as noise.

The organization of the rest of this paper is as follows. In
Section II we describe the ATSC datacasting test system and its
configuration. In Section III, issues limiting the throughput of
IP data transmission are analyzed. Test results and discussions
are presented in Section IV. Conclusions and future work are
summarized in the final section.

II. IP OVER TERRESTRIAL ATSC DTV CHANNELS:
TEST SYSTEM

Previous studies on the performance assessment of the ATSC
DTV systems have focused mainly on television broadcasting
[4], DTV reception characterization [5], [9], [22], [23] and
channel behavior modeling and analysis [10], [20]. With an in-
creasing demand for fixed and mobile interactive data services,
IP data traffic analysis and characterization are becoming more
and more important in the context of the ATSC DTV systems.
To date, little work has been carried out in this field.

In order to fill this gap, we developed a testbed to evaluate IP
data transmission over ATSC. This testbed consists of a transmis-
sion subsystem for sending IP data to the receiver (client PC); a
reception subsystem for data reception and interactive requests;
and a channel simulation/analysis sub-system for simulating IP
traffic and transmission channel impairments. Supporting soft-
ware and hardware have been developed or acquired for IP traffic
generation, data collection, status analysis and RF channel noise
simulation. The testbed is depicted in Fig. 1 and each component
is described in detail in the remainder of this section.

A. Transmission Subsystem

The transmission subsystem combines various data, com-
pressed video and audio, and other multimedia information
onto a MPEG2 transport stream (MPEG2-TS), which is then
modulated to radio frequencies (RF) for terrestrial trans-
mission. In this testbed, we employ the same transmission
subsystem previously described in [3]. This subsystem con-
sists of a Linux-based data server, an IP encapsulator (IPE),
a transport stream multiplexer (TSM) and an 8-VSB mod-
ulator/transmitter. The IPE encapsulates the IP data coming
from the server/gateway into MPEG2-TS according to the
Multi-Protocol Encapsulation (MPE) method of the ATSC Data
Broadcast Standard A/90 [2]. Once the IP data is converted to
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Fig. 1. Block diagram of the test system.

MPEG2-TS, it is sent to the TSM where other MPEG2 transport
streams can be multiplexed. Several services and programs can
be multiplexed together as long as the total data rate does not
exceed 19.39Mbps. The signal from the multiplexer is then
fed to the 8VSB modulator/transmitter and broadcasted to the
receivers.

B. Reception Subsystem

Data reception and interactivity is realized via the reception
subsystem. The ATSC data receiver demodulates the received
RF signal, recovers the MPEG2-TS, extracts the data types and
dispatches the packets corresponding to the selected program
identification numbers (PID’s) to the client applications. The
interactivity between the client PC and the Linux server can be
accomplished via a number of different technologies such as the
IEEE 802 family of wireless LAN, Public Switched Telephone
Network (PSTN) or cellular phone, depending on the applica-
tion. We are currently investigating the use of the DVB-RCT
(Return Channel Terrestrial) system [15] as a possible return
channel option for the ATSC downlink system.

For the purpose of these tests, we have used two wired re-
turn links: one using the Point-to-Point Protocol (PPP) simu-
lating a telephone line return link, and the other a 100 Mbps
Ethernet connection simulating a return link with no throughput
restriction. Two components serve the interactive connection:
the Linux client and the data server. The Linux client sends re-
quests to the data server through the PPP connection at a rate of

57.6 Kbps over a serial line or through the Ethernet connection
at a rate of 100 Mbps.

C. Channel Simulation Block and Software Tools

To construct a complete test system, supporting hardware
components and software tools were added. The following tools
were integrated into this testbed:

1) Channel Simulation/Analysis Block: One function of the
RF channel simulator is to allow the addition of a controlled level
of noise to the transmitted signal in the downlink subsystem. The
simulator consists of a Random Noise Generator, a Gated Noise
Controller (attenuator), a Combiner and a Channel Simulator, the
latter of which is not used in our study. The RF channel simulator
is capable of generating and injecting Additive White Gaussian
Noise (AWGN) at different levels onto the transmission channel.

2) Software Tools: The network traffic generation software
running on the server generates TCP, UDP, or HTTP traffic of
different inter-departure time intervals, sizes and distributions.
The IP traffic generator software tools that were available for
this research include: the Distributed Internet Traffic Generator
(D-ITG) [11], the Multi-Generator Toolset (MGEN) [12], the
Real-Time Data Emitter (RUDE & CRUDE) [13]. We adopted
the D-ITG software for the throughput analysis tests.

The D-ITG software also needs to be installed in the client PC
in order to capture and analyze the incoming packet status, as
well as acquire network information relating to the throughput
of IP data transmission.
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Fig. 2. Encapsulation of IP datagram into TS packets with the addition of
multi-tier overhead.

III. IP DATA TRANSMISSION THROUGHPUT OVER ATSC DTV
CHANNELS: RESTRICTION ISSUES

Several factors limit the throughput of IP data transmission
over terrestrial ATSC DTV channels. These include network
and system overhead, the multiplexer’s PSI and NULL packet
insertion, the return link speed limitations, etc. We discuss these
issues in the following sub-sections.

A. MPEG2 Overhead for Transporting IP Packets

A TS packet consists of a header and payload portions. The
overhead reduces the throughput, defined as the maximum
error-free transmission rate for the data payload [7]. From the
protocol stack of IP data transmission over ATSC channels
illustrated in Fig. 2, we can see the multi-tier overhead added
to the to-be-transmitted data payload. A quantitative assess-
ment of the overhead occupancy over the total throughput can
provide us with a better understanding of the efficiency of the
ATSC system to transport IP data.

As we know, the Internet Protocol adds 20 bytes of overhead
to a TCP/UDP packet. TCP adds 20 bytes and UDP adds 8 bytes
to data packets. If the data payload size (in bytes) is denoted by

, the TCP/IP, UDP/IP overhead equations are:

(1)

(2)

In the context of MPEG2 data transmission using the Digital
Storage Media-Command and Control (DSM-CC) protocol, a
two-layer structure is adopted, consisting of a DSM-CC section
layer and a transport layer [18]. The overhead of the DSM-CC
section layer in transporting IP data is as follows [8]:

• An ATSC DSM-CC addressable section header, which in-
cludes: a section header of 3 bytes and a Multi-Protocol
Encapsulation (MPE) header of 9 bytes;

• A CRC checksum of 4 bytes;
resulting in a DSM-CC section overhead of 16 bytes.

For the transport layer, each MPEG2 transport packet con-
tains a 4-byte header and a 184-byte payload. When a new sec-
tion commences (i.e. a new IP packet arrives), the first byte of

the MPEG2 TS packet’s payload field contains a pointer field of
one byte, and so will have only 183 bytes of payload.

When section packing is not used, if the data of an IP packet
do not completely fill the payload part of an MPEG2 TS packet,
the remaining bytes of the TS packet are filled with NULL
bytes (0xFF, also referred to as padding bytes). The following IP
packet then starts with the next TS packet. Let stands for the
IP packet size, is defined as , where

denotes the smallest integer larger than . The number of
padding bytes will then be

.
Thus, the overhead will be:

(3)

Based on the above equation, the overhead for data transmis-
sion with TCP/IP is:

(4)

Similarly, we have the overhead for data transmission with
UDP/IP:

(5)

With section packing enabled, the new IP packet immediately
follows the last data byte of the previous IP packet, within the
same TS packet. The section layer overhead becomes indepen-
dent of the transport layer overhead, except for the pointer field,
which occurs at most once on each transport packet. We then
have two cases:

a. If , there will be one pointer per IP packet,
so we can add the one-byte overhead to the section over-
head. The transport overhead will be 4 bytes per trans-
port packet, i.e. the transport layer adds an overhead of

per IP packet. The total overhead
is then:

(6)

b. If , there will be one pointer per trans-
port packet, and we can add the one-byte overhead to the
transport overhead, making it 5 bytes per transport packet.
Therefore the total overhead is:

(7)

With these equations, the throughput occupancy rate of IP en-
capsulations over MPEG2-TS can be quantitatively evaluated.
The overhead occupancy rate varies with the data size (
or ). Table I lists the overhead occupancy rate (over the total
throughput) of IP data over MPEG-TS with section packing
disabled.

Based on these equations, the data transmission throughput
can also be deduced, since the ATSC TS data rate is 19.39 Mbps.
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TABLE I
OVERHEAD OCCUPANCY RATE (%) OF IP OVER MPEG-TS

Fig. 3. Theoretical analysis of throughput vs. payload size.

A theoretical analysis of UDP data transmission throughput vs.
payload size in the case without section packing is drawn in
Fig. 3. The periodic drop in throughput that we observe in Fig. 3
is the price to pay for adding an extra byte to the payload, which
results in the transmission of an extra TS packet carrying only
one payload byte.

B. Return Channel Capacity for TCP-Like Data Transmission

For TCP-like data transmission, such as TCP/HTTP/FTP
applications where received packets must be acknowledged,
the overall throughput is affected by the return channel speed.
For example, when packets are lost during transmission, the
receiver issues retransmission requests to the server through
the return channel. A low-speed return channel, such as PPP,
will certainly be disadvantageous compared to a higher speed
one (e.g. a DVB-RCT or a wireless LAN return channel).
The throughput constraint resulting from the rate limitations
of the return channel will be investigated in the next section
describing our test results.

C. Packets Added by the Transport Stream Multiplexer

The TSM will normally add two types of data packets to the
MPEG2-TS by (1) periodically inserting MPEG-2 Program
Specific Information (PSI) packets into the transmission stream,
including the Program Association Table (PAT) and Program
Map Table (PMT), and by (2) inserting NULL packets into
the transmission channel to maintain a stable output bit rate
of 19.39 Mbps at the output of the TSM. Due to the addition
of these packets by the TSM, the input data rate to the TSM
must be less than the prescribed data rate of the system. How
much additional data is being generated at the Transport Stream
Multiplexor will be investigated in the following section.

D. Channel Noise

The ATSC standard relies on sophisticated channel coding
as well as error concealment techniques implemented in the re-
ceiver to ensure high-quality audio and video reception in the
presence of transmission errors. The packet loss rate can in-
crease from 0 to 100% with a variation of only 1 dB of the carrier
noise ratio (C/N) [14]. Packet losses result in throughput reduc-
tion at the receiver. The effect of channel noise on throughput
will be studied in the following section.

IV. TEST RESULTS AND DISCUSSIONS

In this section, we present the results of various throughput
tests with TCP and UDP traffic. Following a brief introduction
of the experimental environment, we start with the throughput
comparison with different return channel capacity; followed by
an analysis of the effect of TSM packet stuffing; and finally with
the system throughput analysis with and without the presence of
channel noise. For the tests that were performed, the transmis-
sion TCP packet sizes are 32, 64, 128, 256, 384, 512, 640, 768,
896, 1024, 1152, 1280, 1408, 1536 and 1664 bytes.

A. Experimental Environment

Our analysis is based on the collection of TCP and UDP
packet traces. These traces are saved as log files in the server or
client computer for later analysis. In analysing TCP data trans-
mission throughput, both server and client logs are required.
For UDP related throughput tests, client logs are sufficient. Data
traffic flows from server to client through the downlink channel.
Control traffic such as requests and acknowledgment signals are
from client to server via the uplink or return channel.

To simulate the real ATSC DTV transmission environment,
the RF Modulator is tuned to 713 MHz corresponding to DTV
channel 54. The attenuator in the RF simulator is calibrated to
have a power attenuation of approximately 53 dBm, which is
typical of the power level of TV channels used in laboratory
simulations. To maximize the data transmission throughput, the
IPE is allocated a data rate of 19.39 Mbps, which equals the
maximum ATSC data rate.

Data throughput is one of the important metrics in the per-
formance characterization and evaluation of data transmission
over the DTV system. Throughput analysis can be performed
by changing parameters such as RF channel noise, packet size
and packet inter-departure time.

B. Throughput Analysis With Different Return Channels

The return channel capacity is expected to affect the recep-
tion throughput of TCP-like data transmission. This is explored
in the following test: TCP data is transmitted from the server to
the receiver through the downlink subsystem. The uplink sub-
system is configured to use either a slow speed link such as a
wired PPP link or 3 G wireless phone with a data rate of 57.6
Kbps, or an Ethernet LAN with a data rate of 100 Mbps. The
results are depicted in Fig. 4. In this figure, we observe a much
higher throughput (around 16.5 Mbps) with the Ethernet LAN
return link than with the PPP return link (around 7.2 Mbps).
The throughput of both return links are limited by the fact that
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Fig. 4. Throughput comparison with different return links.

Fig. 5. Throughput comparison with different PPP link speeds.

the server must wait for acknowledgment (ACK) of packet re-
ception from the receiver before sending more data. The rate
at which the return channel can transmit acknowledgment will
thus affect the downlink throughput. In the case of packet loss,
the receiver has to issue retransmission requests in addition to
the ACK signaling to the server through the return channel.

It is beneficial to characterize the minimum return channel
capacity required to support full ATSC downlink capacity
of 19.39 Mbps. For this purpose, tests on TCP downlink
throughput with respect to different PPP return link speeds
were carried out and the results are depicted in Fig. 5. As
can be seen, higher return link speed leads to higher down-
link throughput. With a return link speed of 115.2 Kbps, the
downlink throughput reaches 16.5 Mbps, which is virtually
equivalent to the Ethernet return link.

C. Throughput Affected by TSM Packet Stuffing

Tests to study the impact on the throughput of the PSI and
NULL packet insertion in the TSM are described in this sec-
tion. These tests aim at determining how much overhead is in-
troduced by the TSM packet stuffing mechanism. Throughput

Fig. 6. TCP throughput comparison with and without TSM.

Fig. 7. Throughput at the receiver for TCP traffic.

comparisons with and without the presence of the TSM are
carried out in these tests. Fig. 6 shows a comparison of TCP
throughput (with Ethernet as the return link and inter-depar-
ture time of sending packets equals to 5 milliseconds) with and
without the TSM. It can be seen that without the TSM, the TCP
throughput is slightly higher than that with the TSM.

The average difference in throughput between these two cases
is calculated to be approximately 110 Kbps, which is equivalent
to a 0.56% increase in rata rate. These results are considered
negligible in comparison to the system throughput. Similar dif-
ferences were observed for UDP.

D. Throughput Analysis Without Channel Noise

This section analyzes issues such as overhead, return channel
capacity and TSM packet stuffing on IP data transmission
throughput over the ATSC DTV system. Fig. 7 shows the TCP
throughput at the receiver end for a range of packet size, with
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Fig. 8. Throughput at the receiver for UDP traffic.

the Ethernet and PPP return links. Three different inter-depar-
ture times (IDT) were used to schedule packet transmission:
1/1000 second, 1/2000 second and 1/3000 second.

As can be seen from this figure, the throughput increases lin-
early with packet size until the packet size reaches a certain
level and then remains constant. For the system under test, the
throughput limit for TCP data transmission is about 16.5 Mbps
for the Ethernet return link and 7.25 Mbps for the PPP return
link.

This is explained from the fact that in TCP data transmis-
sion, the receiver sends regular acknowledgment packets to the
server via the uplink. The server waits for reception of these ac-
knowledgment before sending new packets. A slow speed return
channel can thus seriously limit the TCP throughput. This ex-
plains the results of Fig. 7, which show that the throughput is
much lower with a PPP return link than with an Ethernet return
link.

We also examined the throughput in the case of UDP traffic,
under conditions similar to those for TCP. The results obtained
are illustrated in Fig. 8. Similar conclusions can be drawn from
the results: a linear relationship exists between the throughput
and packet size for small packets. However, more throughput
fluctuations are observed for larger packet sizes.

An interesting phenomenon is observed when packet sizes are
over 1500 bytes and IDT is 1/2000 or 1/3000 seconds: we note
an important drop in throughput. This can be explained by the
fact that IP packet fragmentation occurs when the transmitted
packet size exceeds the Maximum Transfer Unit (MTU) param-
eter of the network, resulting in extra packets being generated
for each packet containing more than MTU bytes thus exceeding
the maximum throughput prescribed by the system and causing
more packets to be dropped. These dropped packets will ulti-
mately cause the throughput to be lower than expected. For the
case where IDT equals 1/1000 second, a drop in throughput is
not observed when the packet size exceeds 1500 bytes because
there is still enough capacity to transmit data even though packet
fragmentation occurs.

A key issue that applies for UDP data transmission is that
when the total transmission rate reaches levels higher than

Fig. 9. TCP throughput in the presence of noise.

Fig. 10. UDP packet loss rate in the presence of noise.

19.39 Mbps, system components (IPE and/or TSM) will drop
packets to respect the throughput limit imposed by the system.
In this case, the throughput measured at the receiver will show
saturation at the maximum achievable rate and packets will be
lost resulting in the degradation of the service being rendered.
Taking that into consideration, a system designer has to be
careful when selecting system parameters such as service
packet size and throughput in order to avoid or minimize
service degradation.

Given the insignificant contribution of the TSM packet
stuffing (Section IV-C) and the throughput results obtained
in this section, it can be stated that the throughput limitation
of the system is mainly caused by the MPEG2 encapsulation
overhead.

E. Throughput Analysis in the Presence of Channel Noise

Figs. 9 and 10 respectively illustrate the TCP throughputs
and UDP packet loss rate in the presence of channel noise. As
can be seen from these figures, the throughput or packet loss
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rate measured at the receiver is very sensitive to the variation
in the carrier to noise ratio (C/N). For example, in the case of
TCP data transmission (Fig. 9) the throughput increases from
less than 1 Mbps to almost 6 Mbps within a C/N variation of
0.5 dB, i.e. from 14.4 to 14.9 dB. For UDP data transmission
at 17 Mbps as seen in Fig. 10, the impact of C/N on the
packet loss rate is very dramatic, following what is termed a
nongraceful degradation. A C/N variation of 0.5 dB is all that
is required to go from full reception (no packet loss) to no
reception at all (100% packet loss). The packet loss rate versus
C/N test that was performed for UDP is in accordance with the
analysis given in [14] regarding the performance characteristics
of terrestrial broadcast.

V. CONCLUSIONS AND FUTURE WORK

We presented a testbed designed to characterize the perfor-
mance of IP data transmission over terrestrial ATSC DTV chan-
nels. The testbed consists of a transmission subsystem for down-
link data broadcasting, a reception subsystem for data reception
and uplink control, and a channel simulation/analysis part for
channel noise simulation.

Issues affecting the throughput of IP data transmissions were
analyzed. TCP and UDP data transmission throughputs subject
to RF channel noise and traffic load were investigated in various
scenarios. We noted three major factors affecting the throughput
of data transmission in the ATSC DTV datacasting systems: (1)
the IPE bandwidth allocation, limited by the ATSC data rate; (2)
the return channel capacity; and (3) the packet sizes and inter-
departure times. We analyzed the theoretical MPEG2 transport
stream overhead for transporting IP packets.

We determined the throughput limits of TCP and UDP data
transmission over DTV channels under normal conditions:
a 57.6 Kbps PPP return channel imposes a downlink TCP
throughput limit of approximately 7.25 Mbps. Using a 100
Mbps Ethernet LAN connection as the return link, the TCP
throughput can increase to more than 16.5 Mbps. The UDP
throughput has a limit of 18.1 Mbps with an average value close
to 17 Mbps. We also determined that the TSM has a negligible
impact on the throughput. We also confirmed that the channel
noise has a significant, nongraceful degradation impact on data
transmission throughput or packet loss rate.

Future work includes characterization of the system in the
presence of multipath and impulse noise as well as investiga-
tions of DVB-RCT as a wireless return channel and its adapta-
tion to the ATSC infrastructure.
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