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INTRODUCTION

Wireless mesh networks (WMNs) are being
deployed all around the world to both provide
ubiquitous connection to the Internet and carry
data generated by several services (video surveil-
lance, smart grids, earthquake early warning sys-
tems, etc.). However, since wireless transmissions
are involved, interference is a major concern. In
order to mitigate the effects of interference,
mesh routers are being equipped with multiple
radio interfaces, which allow simultaneous trans-
missions on orthogonal channels (as provided by
the IEEE 802.11 standard). Given that the num-
ber of available radio interfaces per node is usu-
ally less than the number of available channels,
the problem of how to assign a channel to every
radio interface arises. Channel assignment turns
out to be a challenging problem, also due to its
interdependence with the routing problem [1].

In order to optimize the network performance, a
number of channel assignment algorithms
(referred to as load-aware [2]) have therefore
been proposed that assign channels to radios by
taking link loads into account.

However, a channel assignment computed
based on a given traffic profile may not be effi-
cient if the network is offered a different traffic
load [3]. Hence, a number of papers have recent-
ly addressed the problem of re-assigning chan-
nels to cope with a variation in the traffic load.
Such recomputation of channels is constrained
by the need to limit the disruption in connectivi-
ty following a number of channel switches.

In [4, 5], heuristics are proposed that mini-
mize the decrease in the amount of traffic deliv-
ered to the destination under the assumption
that a channel reconfiguration takes a fixed
amount of time. The presented numerical simu-
lations assume a value of 1 s for this amount of
time. However, no evidence is given that such a
value is achievable in practice. The approach
proposed in [6] aims to recalculate and dissemi-
nate the channel assignment as frequently as
once per second. Such a proposal is evaluated by
using the ns-3 network simulator. However, the
authors assume the availability of a single gate-
way node that, based on knowledge of the com-
plete topology, traffic demands, and set of
interfering links, computes the channel assign-
ment and the routes toward all the network
nodes in a centralized manner and disseminates
them using a source routing paradigm.Thus,
such results do not provide insights about the
time required by a network to reach a steady
state again after switching channels if a practical
distributed hop-by-hop routing protocol is used.

To the best of our knowledge, no other work
has presented an experimental study to systemat-
ically evaluate the impact of switching channels
on the performance of a wireless mesh network.
In [7], a channel abstraction layer has been imple-
mented in the Linux kernel to experiment with a
hybrid channel assignment algorithm. However,
the proposed approach brings a number of mod-
ifications to the Linux kernel (a unicast table
duplicating the routing table is implemented in
the channel abstraction layer, a packet buffering
mechanism is required to queue packets waiting
for the interface to switch to the selected chan-
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nel, an additional function is implemented to
correctly transmit broadcast frames, beaconing
at the MAC layer is disabled), which make the
presented results only meaningful for the specif-
ic architecture considered. In [8], the authors
aim at evaluating the impact of a channel switch
on the performance experienced by voice and
video traffic. However, authors only present
some experimental results and do not investigate
the factors leading to the obtained results. More
important, a multi-radio node is emulated by
connecting two single-radio nodes via an Ether-
net cable, which clearly affects the accuracy of
the presented results.

The goal of this article is to systematically
evaluate the impact of switching channels on the
performance of a wireless mesh network and to
identify the causes of the observed interruptions
in the connectivity among nodes. To this end, we
conducted a thorough experimental campaign on
the ORBIT wireless testbed hosted by Rutgers
University.1 We selected Optimized Link State
Routing (OLSR) as the routing protocol for our
experiments. OLSR is a proactive routing proto-
col standardized by the Internet Engineering
Task Force (IETF) RFC 3626, for which there is
an implementation2 that is considered to be sta-
ble and well tested since it is deployed on many
community WMNs with hundreds of nodes. The
analysis of the experiments we conducted reveals
that a large part of the interruption in the con-
nectivity following a channel switch is caused by
the routing protocol, and in particular by the
procedure employed to update the link quality.
Since every routing protocol implements its own
version of such a procedure, the indications we
provide in this article are useful for tuning the
configuration of any distributed hop-by-hop
routing protocol. Based on the analysis of our
experiments, we also propose and evaluate a
preliminary technique that can be employed to
reduce the duration of the interruption in the
delivery of packets caused by a channel switch.

In the remainder of this article, after a brief
introduction to OLSR, we present and analyze
the results of the experiments we conducted and
evaluate the technique proposed to reduce the
interruption caused by a channel switch. The
findings of our experimental study are then sum-
marized.

OPTIMIZED LINK STATE ROUTING
Optimized Link State Routing (OLSR)is a rout-
ing protocol for mobile ad hoc networks defined
by the IETF Mobile Ad Hoc Network (MANET)
working group (RFC 3626). OLSR is a proactive
protocol, meaning that each node maintains a
route for all known destinations at all times.
Each node periodically (every 2 s, as proposed
by RFC 3626) sends a HELLO message includ-
ing the list of its neighbors. Such exchange of
messages enables each node to discover its
neighbors and two-hop neighbors, as well as to
estimate how reliable a link to a neighbor is. An
HELLO message has an associated validity time,
so a node can discard a link to a neighbor if the
validity of the last HELLO message received
from that neighbor has expired. In order to dis-
card links of poor quality, a mechanism called

link hysteresis is defined, which makes use of two
thresholds: a new link is considered as estab-
lished when its quality exceeds the higher thresh-
old, while an established link is considered as
lost when its quality drops below the lower
threshold. The values proposed by RFC 3626 are
such that the successful (unsuccessful) reception
of three consecutive HELLO messages is enough
to mark the link as established (lost). A link is
denoted asymmetric if it is only verified in one
direction (i.e., a node has received a HELLO
message from a neighbor) or symmetric if it is
verified in both directions (i.e., a node has
received a HELLO message from a neighbor
which includes its address). OLSR only provides
for the use of symmetric links. To allow every
node to build the network topology, a topology
control (TC) message is also sent periodically
(the proposed period is 5 s). Such a message
includes the list of neighbors of the sender and
is retransmitted by every node receiving it
according to the well-known flooding strategy.
Based on the information gathered from the
received HELLO and TC messages, each node
can use the algorithm proposed by RFC 3626 to
find the shortest (in terms of hop count) paths
to all the other nodes in the network, thus deter-
mining the routes populating the routing table.

At the time of this writing, the IETF MANET
working group is developing a second version of
OLSR, which differs from the first one mainly
because it allows the use of link metrics other
than the hop count. Each node computes the
quality of an incoming link from a neighbor by
collecting statistics on the HELLO messages
received from that neighbor and includes such
information in the HELLO messages it sends.
Thus, a node is aware of the quality of both the
incoming and outgoing links to each of its neigh-
bors. The metric associated with an (undirected)
link is then computed as a function of the quali-
ty of both the incoming and outgoing links. TC
messages also carry information on the link
quality, so each node builds the network topolo-
gy and computes the shortest paths to all the
other nodes according to the link metric used.
The OLSR daemon we used also implements
OLSRv2 and different link metrics. In our exper-
iments, we used the default link metric, expected
transmission count (ETX) [9].

EXPERIMENTAL RESULTS
Our testing methodology consists of investigating
three different scenarios, each having a precise
purpose. First, we consider two nodes and ana-
lyze two different cases of channel switching,
with the purpose of measuring how long the con-
nectivity between the two nodes is interrupted
and identifying the causes of such interruption.
Second, we consider a seven-node topology to
investigate whether the interruption caused by a
channel switch can be alleviated through the use
of alternative paths and to give a better idea of
what happens in topologies with multiple nodes.
Third, we consider a larger topology (13 nodes)
and perform a number of (random) channel
switches varying from 1 to 5. The goal is to eval-
uate the impact of the number of channel switch-
es on the network performance and the

1 http://www.orbit-lab.org.

2 http://www.olsr.org
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improvement achieved by the technique we pro-
pose to reduce the interruption in the delivery of
packets.

All the experiments described hereinafter
have been performed with the aid of a central-
ized channel assignment server (CAS), which
connects (via TCP) to each of the channel assign-
ment clients (CACs) running on all the network
nodes to communicate the channel switch infor-
mation (old channel-new channel pairs). When
all the CACs have been informed, the CAS
sends a Channel Switch message to the CAC
running on a selected node. Such a CAC
rebroadcasts the received message (multiple
times, to account for possible transmission fail-
ures) and then performs the required channel
switches, and so do all the CACs receiving the
Channel Switch message.

Each experiment has been repeated five times
to take various sources of randomness into
account. For instance, to avoid synchronization
of control messages (e.g., HELLO and TC mes-
sages), RFC 3626 proposes that each node add a
random amount of time (jitter) to the interval at
which messages are generated. Hence, results can
vary among different repetitions of the same
experiment. In the following subsections we
describe in detail a single repetition for each
experiment, while we refer to Table 1 for a sum-
mary of the results achieved in all the repetitions.

All the mesh nodes have two IEEE 802.11
radio interfaces (Atheros chipset) operating in
ad hoc mode and using the standard distributed
coordinated function (DCF) as the channel
access mechanism. To alleviate the adjacent
channel interference, we used channels with cen-
ter frequencies separated by at least 40 MHz. In
the following, we just enumerate channels as 1,
2, 3, … instead of specifying the exact IEEE
numbering. Every mesh node runs the Linux
kernel (v. 3.2) and the OLSR daemon (v. 0.6.4)
configured with the default values. The driver
used for the radio interfaces is ath5k. In all the
experiments, the WMN is traversed by low-bit-
rate traffic (100 kb/s) in order to decrease the
probability of collisions. Traffic has been gener-
ated by D-ITG [10].

SCENARIO I: TWO-NODE TOPOLOGY
We consider two mesh nodes running OLSR,
and two host nodes acting as source and destina-
tion of a single traffic flow. The sender is con-

nected to mesh node 0, and the receiver is con-
nected to mesh node 1 (both via Ethernet cable).
In the following, we present the experimental
results achieved in the two cases we considered.

Case I-A: Fixed Neighbor-to-Interface Bind-
ing — Figure 1a shows the setup used for this
experiment (the hosts acting as sender and
receiver are not shown). For clarity, only the last
two bytes of the IP addresses of the mesh nodes
are shown (i.e., 0.1 instead of 10.0.0.1). Nodes 0
and 1 initially establish a link on channel 1,
which is crossed by the traffic generated by the
sender. At some point in time, both nodes switch
their radios on channel 2. Thus, this experiment
serves the purpose of analyzing the case of a
fixed neighbor-to-interface binding; that is, each
node continues to use the same radio interface
to communicate with the neighbor after the
channel switch. In such a case, no change in the
route used to reach the neighbor is required on
both nodes. We first comment on the results
achieved by OLSRv1 (with the hop count met-
ric) in the case of UDP traffic. Figure 1b shows
that such a channel switch causes an interruption
in the delivery of UDP packets to the destina-
tion that lasts for about 12.7 s. We looked at the
traffic traces of the experiment to identify the
causes of such a long interruption (the exchange
of some relevant packets is illustrated in Fig.
1d). It turns out that no packets are successfully
exchanged between the two nodes for about 7.8
s following the channel switch, which indicates a
lack of connectivity at the medium access control
(MAC) layer between the two nodes. The reason
is that the IEEE 802.11 standard provides that
nodes cannot trasmit data before they join a
basic service set (BSS) in infrastructure mode or
an independent BSS (IBSS) in ad hoc mode.
Thus, after a channel switch, each node needs to
join a new IBSS on the new channel. The imple-
mentation of such a procedure within the Linux
kernel requires that a node listens on the speci-
fied channel (or scans all the channels if no
channel is specified) at intervals of 2 s until
either a beacon frame advertising an existing
IBSS (or a specific IBSS in case a BSSID is
specified) is received or a timer, whose duration
is 7 s, expires. If the timer expires, the node cre-
ates its own IBSS and starts advertising it in the
beacon frames it sends. Otherwise, the node
joins one of the IBSSs that have been advertised.

Table 1. Length (in seconds) of the interruption in the delivery of packets measured in all the experiments. TNEW_IBSS: time to establish a
new IBSS; TJOIN_IBSS: time to join an existing IBSS; THELLO: HELLO message interval; THELLO_TIMEOUT: HELLO message validity;
TTC_TO_SOURCE: time for a TC message to arrive to the mesh source node.

OLSRv1 OLSRv2

UDP TCP UDP TCP

Case I-A TNEW_IBSS + 3 ◊ THELLO 13.3 ± 0.6 20.5 ± 7.0 TNEW_IBSS 9.0 ± 1.0 13.6 ± 0.0

Case I-B TJOIN_IBSS + 4 ◊ THELLO 7.6 ± 0.8 13.6 ± 0.1 THELLO_TIMEOUT 20.4 ± 1.0 27.5 ± 0.0

Case II, flow 3Æ6 3  THELLO 4.9 ± 0.3 10.2 ± 3.4 THELLO_TIMEOUT 18.5 ± 0.4 27.5 ± 0.0

Case II, flow 6Æ3 TJOIN_IBSS + 4 ◊ THELLO 8.3 ± 0.8 10.2 ± 3.4 TTC_TO_SOURCE 21.5 ± 0.7 27.5 ± 0.0
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In our experiment, both nodes wait 7 s in the
attempt to receive beacon frames announcing an
IBSS on the new channel. Then one node cre-
ates and advertises a new IBSS, which is joined
by the other node, and the connectivity at the
MAC layer is restored. At this point, however,
each node no longer has a valid route to the
other node. Indeed, the lack of connectivity at
the MAC layer lasts long enough to cause the
loss of three consecutive HELLO messages,
which, according to the hysteresis mechanism
used by OLSRv1, induces the routing protocol
to consider the link to the neighbor as lost.
Thus, once the connectivity at the MAC layer is
restored, the link to the neighbor must be estab-
lished again. To this end, each node has to
receive three consecutive HELLO messages
before the link can be considered symmetric and
a route to the neighbor can be inserted into the
routing table. Thus, the interruption in the deliv-
ery of packets between two nodes lasts for the
time required to establish a new IBSS plus the
time required to establish a new link (three
times the HELLO interval, in case of OLSRv1
using default values). Rather than making the

process of marking a link as lost slower (which
would affect the ability of the routing protocol
to rapidly react to link failures), a viable solution
for avoiding the additional time needed to re-
establish a link could be to set the timer used by
the MAC layer to determine that no IBSS is
available to join at a value less than the time
required by the hysteresis mechanism to mark a
link as lost (since no value for such a timer is
mandated by the IEEE 802.11 standard).

When OLSRv2 (with the ETX metric) is
used, the delivery of UDP packets is interrupted
for about 8.5 s after the channel switch (Fig. 1c).
As explained above, the creation of a new IBSS
takes at least 7 s, during which a number of
HELLO messages get lost (Fig. 1e). However,
contrary to what happens with OLSRv1, the link
quality used by OLSRv2 degrades rather slowly,
and the lack of connectivity at the MAC layer
does not last long enough to make the link qual-
ity drop below the threshold associated with a
usable link (0.1 by default). Hence, in this case,
the interruption in the delivery of packets basi-
cally coincides with the interval required to cre-
ate a new IBSS at the MAC layer, and there are

Figure 1. Case I-A: fixed neighbor-to-interface binding: a) network topology; b) OLSRv1 (hop count); c) OLSRv2 (ETX); d) OLSRv1
(hop count); e) OLSRv2 (ETX).
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no additional delays introduced by the routing
protocol.

In case of TCP traffic, the interruption in the
delivery of packets to the destination may be
prolonged by the TCP congestion control mecha-
nism. Indeed, if packets are not acknowledged
before the re-transmission timer expires, the
TCP sender stops transmitting new packets, re-
transmits the packets that have not been
acknowledged and doubles the re-transmission
timer. In the case of OLSRv1 (Fig. 1b), valid
routes are restored just before the first unac-
knowledged packet is retransmitted for the sixth
time (13.63 s after its initial transmission). How-
ever, for some repetitions (2 out 5) of this exper-
iment, valid routes are restored just after the
sixth retransmission of the first unacknowledged
packet, thus making it fail again. In such a case,
the packet is retransmitted again after 13.84 s,
thus making the interruption in the delivery of
TCP packets last for about 27.4 s. This behavior
explains the high deviation in the values report-
ed in Table 1. In the case of OLSRv2 (Fig. 1c),
the time at which the new IBSS is established
(about 7 s since the channel switch) falls in

between the first unacknowledged packet is sent
for the fifth time (6.7 s since the initial transmis-
sion) and the sixth time (13.63 s since the initial
transmission). Hence, the interruption in the
delivery of TCP packets lasts 13.6 s in all the
repetitions of this experiment.

Case I-B: Changing Neighbor-to-Interface
Binding — The setup considered in this case is
shown in Fig. 2a. Nodes 0 and 1 initially estab-
lish a link on channel 1, which is crossed by the
traffic generated by the sender. At some point in
time, node 0 switches its radio operating on
channel 1 to channel 2. Consequently, the two
interfaces involved in the previously established
link no longer hear each other. Instead, the
interface on node 0 can now hear a different
interface on node 1, and a new link must be
established between them. Thus, in this case,
each node has to change its route to the other:
node 0 has to change the next hop (1.2 instead
of 0.2), while node 1 has to change the interface
used to reach the neighbor. We first comment
on the results3 achieved by OLSRv1 (with the
hop count metric) in the case of UDP traffic.

Figure 2. Case I-B: changing neighbor-to-interface binding: a) network topology; b) OLSRv1 (hop count); c) OLSRv2 (ETX); d)
OLSRv1 (hop count); e) OLSRv2 (ETX).
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Figure 2b shows that the channel switch described
above causes an interruption in the delivery of
UDP packets to the destination that lasts for
about 8.4 s. By looking at the traffic traces (Fig.
2d), we notice that the interruption in the con-
nectivity at the MAC layer between the two
nodes is much shorter (less than 1.1 s) than in
the previous case I-A. This is because when the
interface on node 0 switches to channel 2, it soon
receives a beacon frame from the interface on
node 1, which is already operating on channel 2,
and thus promptly joins the advertised IBSS. The
remaining part of the interruption is due to the
routing protocol. Indeed, the OLSR daemon on
node 0 still considers the link to 10.0.0.2 as sym-
metric and hence uses this IP address as the next
hop for the destination. The IP address is
resolved to the MAC address of the interface on
node 1 operating on channel 1, which is clearly
not reachable by node 0 (whose interface is now
operating on channel 2). Node 0 no longer
receives HELLO messages from 10.0.0.2, and
hence, according to the hysteresis mechanism, it
marks the link to such interface as lost after a
few seconds and removes the corresponding
route from the routing table. Meanwhile, node 0
receives HELLO messages from 10.0.1.2; there-
fore, a few seconds later, a new link between
10.0.0.1 and 10.0.1.2 is established and used to
exchange traffic between nodes 0 and 1.

We now comment on the results achieved by
OLSRv2 (with the ETX metric). Figure 2c shows
that the delivery of UDP packets is interrupted
for about 19.4 s after the channel switch. Again,
the lack of connectivity at the MAC layer lasts
for a short time (less than 0.3 s, Fig. 2e), and
most of the interruption in the delivery of pack-
ets is due to the routing protocol. Once the con-
nectivity at the MAC layer is restored, node 0
exchanges HELLO messages with 10.0.1.2, while
no longer receiving HELLO messages from
10.0.0.2. Hence, the quality of the link between
10.0.0.1 and 10.0.0.2 decreases, while the quality
of the link between 10.0.0.1 and 10.0.1.2 increas-
es. However, as noted while describing case I-A,
the quality of a link improves and degrades
rather slowly according to the mechanism used
by OLSRv2. For this reason, the quality of the
failed link between 10.0.0.1 and 10.0.0.2 stays
higher than that of the new link between 10.0.0.1
and 10.0.1.2 for a long time; hence, the new link
is not used. Eventually, the old link is discarded
in favor of the new one not because its quality is
exceeded by that of the new link, but because
the validity (20 s) of the last HELLO message
received from 10.0.0.2 expires, and the old link is
marked as lost. In fact, at the time the old link is
marked as lost, its quality still exceeds that of
the new link. As soon as the old link is marked
as lost by node 0, the only remaining link to
node 1 is the link between 10.0.0.1 and 10.0.1.2.
A corresponding route is added to the routing
table of node 0, and the traffic starts flowing
again between nodes 0 and 1. We observe here
that the slow degradation of the quality of a
failed link is accentuated by the fact that the
quality of the link in the outgoing direction
remains fixed to 1. Indeed, this value can only be
measured by the neighbor and communicated to
the node via HELLO messages. Since no

HELLO messages are received from the neigh-
bor after the channel switch, the quality of the
link in the outgoing direction remains fixed to
the last value communicated by the neighbor.

Contrary to the case of fixed neighbor-to-
interface binding (case I-A), in this case the lack
of connectivity at the MAC layer is negligible,
and most of the interruption in the delivery of
packets consists of the time the routing protocol
takes to prefer the link on the new channel over
the link on the previous channel. Thus, routing
protocols that quickly update the link quality (as
done by OLSRv1, in comparison to OLSRv2)
enable to (relatively) rapidly switch to the new
link, thus reducing the interruption in the deliv-
ery of packets to the destination. However, we
note that the interruption in the delivery of
packets cannot be made arbitrarily small by
tweaking the protocol parameters. Indeed,
reducing the HELLO interval has the drawback
of increasing the overhead, while reducing the
number of consecutive HELLO messages that
need to be received (lost) to consider a link as
established (lost) has the drawback of making
the establishment/removal of links too sensitive
to temporary degradations of the wireless chan-
nel (which can frequently occur in practice), with
the risk of introducing instabilities at the routing
layer.

In the case of TCP traffic, we again observe
an increase in the duration of the interruption
with respect to UDP traffic. For OLSRv1 (Fig.
2b), the time at which the new route is added to
the routing table usually falls in between the first
unacknowledged packet is sent for the fifth time
(6.7 s since the initial transmission) and the sixth
time (13.63 s since the initial transmission).
Hence, the duration of the interruption in the
delivery of TCP packets is about 13.6 s in all the
repetitions of this experiment. For OLSRv2 (Fig.
2c), the time at which the new route is added to
the routing table usually falls between the first
unacknowledged packet being sent for the sixth
time (13.63 s since initial transmission) and the
seventh time (27.47 s since initial transmission).
Hence, the duration of the interruption in the
delivery of TCP packets is about 27.5 s in all the
repetitions of this experiment.

Finally, we remark that the only aspect of
OLSR determining the results shown in this sec-
tion is the procedure adopted to consider links
as established/lost. Indeed, we have shown that
the duration of the interruption in the delivery
of packets depends on how fast such a proce-
dure is. Therefore, we believe that the comments
made in this section are not specific to OLSR,
but they can be applied to any distributed hop-
by-hop routing protocol.

Scenario II: Seven-Node Topology — We
consider seven mesh nodes (Fig. 3a) running
OLSR, and two host nodes acting as the source
and destination of a pair of traffic flows. One
flow is generated by the host connected to node
3 and destined to the host connected to node 6,
while the other flow follows the opposite direc-
tion. At some point in time, a channel switch of
the same kind as case I-B takes place. In partic-
ular, node 3 switches its radio operating on
channel 1 to channel 2 so that such a radio can
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hear a different radio on node 5. We first com-
ment on the results achieved by OLSRv1 (with
the hop count metric) in the case of UDP traffic.
First, we consider the flow from node 3 to node
6, which is initially routed along the path with
the minimum hop count (3-5-2-6). As explained
earlier, node 3 continues to send packets to the
interface of node 5 operating on channel 1
(10.0.0.6) until the link to this interface is con-
sidered lost, which usually happens 6 s after
reception of the last HELLO message. At this
point (34.0 s in Fig. 3d), since the new link to
interface 10.0.1.6 is not yet symmetric, node 3
chooses an alternative path (3-1-0-4-6) to the
destination. When the new link is established,
node 3 starts sending packets along the shortest
path again. This experiment shows that an alter-

native path, if available at the node immediately
upstream of the link that fails due to the channel
switch, is used as soon as such link is marked as
lost, thus reducing the interruption in the deliv-
ery of packets (4.5 s as shown in Fig. 3b).

Concerning the flow from node 6 to node 3,
we observe that node 6 (like all the other nodes
but 3 and 5) is unaware of the lack of connectivi-
ty between nodes 3 and 5 until it receives one of
the TC messages generated by nodes 3 and 5
when the link between them becomes lost. To
limit overhead, TC messages are not forwarded
immediately, but are grouped with other received
TC messages and transmitted in a single packet
along with a HELLO message. Such a mecha-
nism delays the spread of information, with the
consequent formation of routing loops. Indeed,

Figure 3. Scenario II: seven-node topology: a) network topology; b) OLSRv1 (hop count); c) OLSRv2 (ETX); d) OLSRv1 (hop count);
e) OLSRv2 (ETX).
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when node 5 marks its link to node 3 as lost, it
starts sending packets to node 2 in an attempt to
find an alternative path. Node 2, however, has
not yet received an updated TC message and
continues sending packets back to node 5. It is
interesting to note that an updated TC message
arrives at node 6 (40.5 s in Fig. 3d) when the
new link between nodes 3 and 5 has been already
established (38.6 s). Thus, although the current
path is valid, node 6 decides to send packets des-
tined to 3 along an alternative path (6-4-0-1-3).
Later (42.5 s), node 6 receives a TC message
carrying the information that the connectivity
between nodes 3 and 5 has been restored, and
switches back to sending packets along the mini-
mum hop path. However, not all nodes have
received the latest topology update, and hence, a
new routing loop occurs, which leads to a second
brief interruption (1.0 s) in the delivery of pack-
ets. This experiment shows that nodes upstream
of the link that fails due to the channel switch
attempt to find an alternative path to the desti-
nation as soon as they are informed of the link
failure (via TC messages). However, routing
loops can occur due to nodes having inconsistent
views of the network topology. Also, route oscil-
lations are generated that cause network insta-
bility. In this regard, the slow propagation of TC
messages (to limit the overhead) accentuates
such problems.

We now comment on the results achieved by
OLSRv2 (with the ETX metric) in the case of
UDP traffic, starting with the flow from node 3
to node 6. By using a link metric other than the
hop count, it is in theory possible to switch to an
alternative path before a link on the current
path is marked as lost. It suffices that the cumu-
lative quality of the alternative path is better
than that of the current path. However, this does
not happen in our experiment. Indeed, node 3
prefers the alternative path over the current
path (which includes a failed link) only when the
validity of the last HELLO message received
from 10.0.0.6 expires (48.0 s in Fig. 3e). The rea-
son is that the quality of a link degrades very
slowly, as described earlier. As a consequence,
the availability of alternative paths is not exploit-
ed, and the interruption in the delivery of pack-
ets is the same as that observed in case I-B.
Likewise, the alternative path continues to be
used well beyond the time when the new link
between nodes 3 and 5 is established (51.8 s).
This is due to the fact that the quality of the new
link increases very slowly. Similar observations
can be made for the flow from node 6 to node 3.
Due to the slowly decreasing quality of the link
between 10.0.0.4 and 10.0.0.6 (which is carried in
the TC messages sent by nodes 3 and 5), node 6
continues to use the path including such link for
a long time (up to 49.9 s). Thus, flows in both
directions experience a long interruption (around
20 s) and do not benefit from the availability of
alternative paths.

In case of TCP traffic, Figs. 3b and 3c show
that the same observations as before can be
made: the interruption in the delivery of TCP
traffic lasts longer than that of UDP traffic due
to the TCP congestion control mechanism. Final-
ly, we performed experiments in a seven-node
topology with a channel switch of the same kind

as case I-A (fixed neighbor-to-interface binding).
We have shown that, provided the routing proto-
col is not too quick at removing links, this kind
of channel switch does not cause changes in the
routing tables. Hence, routing loops do not
occur, and the interruption in the delivery of
packets coincides with the lack of connectivity at
the MAC layer. When multiple mesh nodes are
present, there is a chance that the connectivity at
the MAC layer is restored quicker than
described earlier. Indeed, if there is another
radio operating on the new channel that can be
heard by either of the two radios switching chan-
nels, these radios perform one channel scan and
decide to join the IBSS advertised by the other
radio, thus considerably reducing the duration of
the interruption (around 1 s).

SCENARIO III: 13-NODES TOPOLOGY
We now consider a network of 13 mesh nodes
crossed by 6 traffic flows (3 additional hosts act-
ing as senders and 2 hosts acting as receivers are
connected to the mesh network). We perform
five different experiments, each characterized by
a number of channel switches varying from one
to five. Each experiment is repeated 20 times,
each time with a distinct set of radio interfaces
switching channel. Every channel switch changes
the neighbor-to-interface binding, given that
with fixed neighbor-to-interface binding it is pos-
sible to ensure that the interruption in the deliv-
ery of packets only lasts for the time required to
restore the connectivity at the MAC layer. For
each repetition of all the experiments, we collect
the duration of the interruption in the delivery
of packets experienced by each flow. The plots
in Fig. 4 summarize the distribution of the val-
ues collected for each experiment. In particular,
a white box spans from the first quartile to the
third quartile, circles represent outliers (i.e., val-
ues greater [less] than the third [first] quartile
plus [minus] 1.5 times the inner quartile range),
a vertical line spans from the minimum to the
maximum values (excluding outliers), and a hori-
zontal segment indicates the median.

In this section, we also present and evaluate a
technique inspired by the analysis of the experi-
ments illustrated in the previous sections, which
aims at reducing the duration of the interruption
caused by a channel switch. We observe that, if
the neighbor-to-interface binding changes, the
link established on the previous channel fails in
a permanent manner upon channel switching.
Hence, instead of waiting for the link quality to
drop below the threshold indicating a usable
link, it would be more efficient for the nodes
switching channels to immediately mark the link
as lost. Our proposed technique, which we refer
to as link invalidation, provides that nodes
involved in a channel switch immediately mark
the link on the previous channel as lost and
advertise that by sending out both a HELLO
message (to inform neighbors) and a TC mes-
sage (to inform all other nodes). In such a way,
the nodes involved in a channel switch can imme-
diately use an alternative path, if available, and
the link failure is reported sooner to the nodes
upstream of the failed link, which can find alter-
native paths as well. We remark that link invali-
dation would be counterproductive in fixed
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neighbor-to-interface binding (where the link fail-
ure is temporary). Hence, link invalidation should
only be used when the neighbor-to-interface bind-
ing changes. However, we believe that nodes are
able to determine whether or not they need to
apply the link invalidation. Indeed, in centralized
channel re-assignment (as in our experiments),
the type of channel switch can be communicated
by the centralized entity, while in distributed
channel re-assignment, nodes are able to recog-
nize the type of channel switch by themselves.

The results shown in Fig. 4 suggest the fol-
lowing observations:

•For all the routing protocols, the median
value of the duration of the interruption typical-
ly increases with the number of channel switch-
es. This result is rather expected, since the
higher the number of channel switches, the high-
er the number of links that fail, and hence the

more difficult it is to find alternative paths that
are not affected by such link losses.

•The link invalidation technique applied to
OLSRv1 (Fig. 4b) allows some gain over plain
OLSRv1 to be attained (Fig. 4a). Such a gain
decreases with the number of channel switches.
The reason is that the advantage of the link
invalidation technique is alternative paths can be
used sooner. However, finding alternative paths
becomes harder with the increase in the number
of channel switches.

•The link invalidation technique applied to
OLSRv2 (Fig. 4d) allows a considerable gain
over the plain OLSRv2 to be achieved (Fig. 4c).
The reason is that OLSRv2, due to the slow
degradation of the link quality, is heavily penal-
ized by the time required to discard a failed link,
while the link invalidation technique enables the
failed link to immediately be discarded.

Figure 4. Scenario III: 13-nodes topology: a) OLSRv1 (hop count); b) OLSRv1 (hop count) with link invalidation; c) OLSRv2 (ETX);
d) OLSRv2 (ETX) with link invalidation.
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•OLSRv2 with link invalidation performs
slightly better than OLSRv1 with link invalida-
tion. This is likely due to the fact that the thresh-
old used by OLSRv2 to denote a usable link is
very low, and hence, the link on the new channel
is used sooner by OLSRv2 than OLSRv1.

Finally, we note that we observed frequent
interruptions in the delivery of packets when
using OLSRv1, even in the absence of channel
switches. This is likely due to the fact that the
loss of a few control messages is sufficient to dis-
card a link. Loss of packets is not unlikely in
wireless networks, due to environmental noise
and collisions (caused, e.g., by hidden nodes or
simultaneous expiration of the backoff timer on
multiple nodes). Hence, the procedure employed
by OLSRv1 to discard links turns out to be exces-
sively quick.

CONCLUSIONS
In this article we present the results of a thor-
ough experimental study we conducted to evalu-
ate the impact of channel switches on the
performance of a multi-radio wireless mesh net-
work using a distributed hop-by-hop routing pro-
tocol. The main findings of our study can be
summarized as follows:

•Our experiments showed that a channel
switch causes a non-negligible interruption in the
connectivity among nodes, which is on the order
of 10 s. The analysis of these experiments
revealed that results are determined by one par-
ticular aspect of the routing protocol: the proce-
dure adopted to consider a link as established/
lost. Such a procedure is usually based on a
measure of the link quality as a function of the
percentage of control messages (e.g., HELLO
messages) received. 

•In the case of fixed neighbor-to-interface
binding, the link failure is temporary; hence,
routes should not be modified. To this end, the
link must not be marked as lost before the con-
nectivity at the MAC layer is restored. Restoring
the connectivity at the MAC layer may take the
time required to perform one channel scan and
join an IBSS (in the order of hundreds of mil-
liseconds), in case another node is already adver-
tising an IBSS using the new channel, or the
time required to conclude that there is no avail-
able IBSS to join and create a new IBSS (a few
seconds) otherwise. Thus, in the latter case,
routing protocols that are quick at marking a
link as lost if no messages are received on that
link may incur longer interruptions due to the
additional time required to re-establish the link.
To avoid such additional time, the time it takes
the MAC layer to determine that no IBSS is
available to join should be set to a value less
than the time the routing protocol takes to con-
sider a link as lost if no message is received on
that link. In such a way, the interruption in the
delivery of packets coincides with the time
required to restore connectivity at the MAC
layer, and no change is made to the routing
tables, even for routing protocols that are quick
at marking a link as lost.

•In the case of neighbor-to-interface binding
changes, there is the need to update the routing
tables, since the link on the previous channel

fails permanently and must be discarded in favor
of the link on the new channel. In this case,
therefore, routing protocols that are quicker at
establishing/removing links exhibit shorter inter-
ruptions in the delivery of packets. Also, routing
protocols that quickly update the link quality
manage to efficiently exploit the availability of
alternative paths. Indeed, the faster the quality
of the link on the previous channel degrades, the
sooner an alternative path, if available, is used.
However, the information that a link has been
established/removed takes some time to propa-
gate among all the network nodes. Hence, dis-
tinct nodes may have inconsistent views of the
network topology, which likely leads to routing
loops and route oscillations. This situation is
clearly even worse for multiple simultaneous
channel switches. In the case of OLSR, the
attempt to reduce overhead by aggregating mul-
tiple TC messages into a single packet is coun-
terproductive, because delaying the propagation
of TC messages can only accentuate such routing
problems.

•Some link metrics (e.g., the one used by
OLSRv2 in our experiments) are a function of
the link quality in both directions. A node can
directly measure the quality in the incoming
direction and receive the quality in the outgoing
direction from its neighbor. However, in case of
link failure, the quality in the outgoing direction
is no longer updated, thus contributing to the
slow degradation of the quality of the failed link.
Our experiments suggest that a slow degradation
of the link quality is not desirable; therefore, we
believe that proper countermeasures should be
taken in the design of the routing protocol.

•A routing protocol that is too quick at dis-
carding links has the drawback that frequent
interruptions may occur due to the loss of few
control messages (caused by environmental noise
or collisions). Hence, making the degradation of
link quality too fast is not a viable solution to
reduce the interruption in the delivery of packets
following a channel switch. As a preliminary
solution, we propose a link invalidation tech-
nique (to be activated in case the neighbor-to-
interface binding changes), which has the
advantage that it does not interfere with the pro-
cess of updating the link quality in normal condi-
tions. Through experiments, we proved that such
a technique allows even protocols that exhibit
slow degradation of the link quality to contain
the duration of the interruption in connectivity
following a channel switch.
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