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Abstract 
Internet traffic classification plays important roles in numerous areas such as network 

management, traffic engineering, QoS provisioning etc. Prior traffic analysis is an essential 
requirement for existing classification schemes to classify unknown traffic. To overcome the 
drawback of the previous classification scheme to meet the requirements of the network 
activities, we propose online self-learning Internet traffic classification based on profile and 
ontology. We evaluate our proposed method through the experiments on real network traces. 
Experiment results illustrate this method can reason from existing knowledge on traffic 
classification for achieving an automatic traffic classification with high accuracy. 
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1. Introduction 

 
The rapid development of P2P applications has enriched the performance of Internet in recent years. 

Internet traffic will increase 46% annually from 2007 to 2012 according to measurement study in the 
literature [1]. The large amount of P2P traffic and the rapid growth on the usage of P2P applications 
have led to network congestion and traffic hindrance because of the excessive occupation of the 
network bandwidth [2]. Accurate traffic classification helps to identify the application utilizing 
network resources, and facilitate the instrumentation of QoS for different applications. 

Internet traffic classification could be easily realized by reading port numbers in the early Internet 
[3]. The new P2P applications often change their behavior using different strategies to camouflage their 
traffic in order to evade detection. For example, they use dynamic ports in their connections or ports 
from other well-known applications. Several payload-based analysis techniques have been proposed to 
inspect the packets payload searching for specific signatures [4]. Although this solution does can 
achieve high classification accuracy, it can’t work with encrypted traffic or newly P2P applications [5]. 
At the same time, Internet traffic classification method based on flow statistics shows effective 
performance in this field. Substantial attention has been invested in data mining techniques and 
machine learning algorithms using flow features for traffic classification.  

While Internet traffic classification methods based on flow statistics offer various degrees of 
successes, there are several limitations. 1) Prior traffic analysis is an essential requirement for existing 
classification schemes to classify unknown traffic. 2) Many proposed classifiers can’t solve the online 
traffic classification problems faultlessly.  

To address the above-mentioned problems by exploring an online self-learning traffic classification 
method, we take two aspects to improve the accuracy and speed of this method for network traffic 
classification. 1) Firstly, a new classification method is required to be able to manage the knowledge of 
existing classification schemes, how to use the context and ontology means to manage traffic 
classification knowledge should be solved. At the same time, it is necessary to investigate how to 
reason from existing knowledge on traffic classification for achieving an automatic identification 
capability. 2) In order to achieve early classification, we demand the classifier to classify traffic flows 
early in the connection using the first p packets of flow. 

The remainder of this paper is structured as follows. Related work is represented in Section 2. 
Section 3 discusses the ontological frame of traffic classification in detail. Section 4 illustrates how to 
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construct online self-learning traffic classification based on profile and ontology. Section 5 presents the 
experimental results and analysis. The conclusion and potential future work are listed in Section 6. 

 
2. Related Work 

 
The port-based traffic classification relies on well-known port number to classify different Internet 

applications according to the ports registered in the IANA [6]. But this approach is often inaccurate, 
due to the dramatic increase in network applications using random ports or in tunneling through HTTP. 
In order to deal with the disadvantages of the above method, payload-based classification method is 
proposed to inspect the packet payload. Payload-based classifiers rely on the application specific 
signatures in the payloads, but they need highly computational costs [7].  

The host-behavior-based approach is developed to capture social interaction observable even with 
encrypted payload [8]. However, this method such as BLINC can’t classify exactly the applications 
which are theoretically from different groups but with similar behavior [9-10].  

Machine learning technique which is a powerful tool in data separation in many disciplines aims to 
classify data based on either a priori knowledge or statistical information extracted from raw dataset. 
The branch that appears to solve the limitations of the network traffic classification methods is flow 
statistics analysis based on machine learning (ML) [11-18]. Nguyen et al. [11] provided context and 
motivation for the application of ML techniques to IP traffic classification, and reviewed some 
significant works. Machine learning algorithms are generally divided into supervised learning and 
unsupervised learning. Unsupervised learning essentially clusters flows with similar characteristics 
together [12-14]. The advantage is that it does not require training, and new applications can be 
classified by examining known applications in the same cluster. Erman et al. [12] compared the 
performance of unsupervised machine learning algorithms in traffic classification. Since our main 
focus is on evaluating the predictive power of a built/trained traffic classifier rather than on detecting 
new applications or flow clustering. Also, Erman et al. [13] evaluated the performance of two 
clustering algorithms, namely K-Means and DBSCAN, in Internet traffic classification. The result 
indicated that K-Means was one of the quickest and simplest algorithms for clustering of Internet flows. 
Bernaille et al. [14] used a simple K-Means clustering algorithm to perform classification by using only 
the first five packets of the flow, aiming at applying on the real-time classification. Supervised learning 
requires training data to be labeled in advance and produces a model that fits the training data [15-18]. 
Moore et al. [15] used a Naive Bayes classifier which was a supervised machine learning approach to 
classifying internet traffic. But only 65% accuracy rate, which was not good enough to classify Internet 
traffic. Williams et al. [16] conducted a comparison of five machine learning algorithms which were 
widely used to classify empirical study of Internet traffic. Among these algorithms, C4.5 achieved the 
highest accuracy in their results. Auld [17] proposed supervised machine learning based on a Bayesian 
neural network to classify the traffic with higher accuracy and better stability, but it was not capable for 
real-time applications. Ma et al. [18] used C4.5 decision tree to classify Internet traffic. This method 
could identify traffic of different types of applications with high accuracy, by collecting some features 
at the start of the flow. Table 1 shows a summary of a variety of traffic classification method. 

 
Table 1. Summary of a variety of traffic classification method 

 Port-based 
Payload-

based 
Transport layer 

behavior 
Flow statistics 

Key 
features 

Ports and protocols Payload Communication behavior Flow information 

Advantages Fast, easy-to-use Accurate Identifying P2P flows. Highly accurate. 

Limitations Port-masquerading Complication Tuning overheads. 
High computational 

overheads, 
Accuracy Low High Average Average 

Overheads Low High Low 
Depends on ML 

algorithm 
granularity Fine-grain Fine-grain Coarse-grain Coarse-grain 
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3. Ontological Frame of Traffic Classification 

 
While previous traffic classification methods offer various degrees of successes, there are several 

limitations. 1) The existing classifiers cannot classify traffic self-learning, because they cannot always 
support the automatic classification functionality. 2) The previous method cannot utilize the existing 
major classification techniques at the same time. 3) Many proposed classifiers can’t solve the online 
traffic classification problems rapidly. To deal with these problems, we follow the idea on ontology 
presented in [19] to define an ontology that consists of six elements: {F, FA, R, AR, H, X}, where F 
refers to a set of features; FA represents attributes for each feature; R represents a set of relationships; 
AR represents the attributes for a set of relationships; H stands for a feature hierarchy and X represents 
a set of axioms. Traffic classification ontology mainly focuses on features F and subclass of 
relationships R. 

 

 
Figure 1. Internet network traffic classification ontology 

 
As shown in Figure 1, network in this ontology is root and includes two concepts: nodes and traffic. 

Traffic has three concepts which are traffic category, IP flow profile and traffic statistic. The 
application such as “WWW” has various relationships with some concepts: social behavior, category, 
traffic statistic and IP flow profile. A flow profile can generally be described by a set of flow statistical 
features. A network traffic category is closely related to it is IP flow profile. And other classification 
concepts such as traffic statistic can also be extended to other sub-domain ontology. 

 
3.1. Traffic classification description using context and ontology 

 
Internet traffic classification is the process of classifying an individual Internet application or a 

group of applications of interest. Internet traffic classification methods implement the computation 
process by using prior knowledge and the classification algorithm. The classification algorithm can be 
fully expressed by using the ontology means. For example, traffic classification based on payload 
typically needs signature information which includes some bits information, the information is the 
signature value for a particular application. Then, traffic classification algorithm is realized by 
comparing input data with the prior knowledge. Therefore, we need some mechanisms to represent the 
traffic knowledge. One is used to represent prior knowledge and input data and the other is used to 
describe algorithms on traffic classification. In this paper, we will mainly discuss the use of context and 
ontology. 

The concept of context has been widely used in many fields [20]. A context is defined as any 
information or knowledge that can be used to customize the situation of an entity [21]. The 
implementation of contexts is realized by network context sensors. For instance, an entity can be one 
specific IP flow or a network node and its related contexts can be inputs information or prior analysis 
requirements etc. 

The concept of ontology has been extensively used for various knowledge management purposes in 
different areas such as flow classification and semantic web. Ontology is defined as the explicit 
specification of concept used to help programs and humans share knowledge [22]. In general ontology 
includes structured knowledge statements that describe the concepts of a domain and their relationship 
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[23]. As shown in Figure 2, the connection between context and ontology is linked. Another important 
term related to ontology is the knowledge base, which is formed by concept instances. According to the 
knowledge statement from ontology, we can further infer low-level contexts to yield the high-level data 
for the traffic classification [24]. Through the use of context and ontology, the rising quantities of 
traffic classification knowledge can be effectively managed in a shared and reusable manner. 

 

 
Figure 2. Relationship between context, ontology and knowledge database 

 
3.2. IP flow profile 

 
A flow profile can generally be described by a set of flow statistical features. The IP flow profile of 

each application is unique, which is affected by various flow statistical factors. In this paper, the 
accuracy of IP flow profile model is improved by using some features, all of which are closed related 
to traffic categories. 

To build IP flow profile, the first issue is to determine what features should be chosen to construct 
profile and how to collect these features. As we have mentioned, application profiles are a set of flow 
statistical features and each flow statistical feature summarizes the common properties shared by a 
number of flows in the application, which include transport-layer properties and statistical properties. 
We focus on properties of bidirectional flows, also known as connections. The reason for this is that we 
need to differentiate the statistical observations on the request and the response direction, which are 
different in many applications. We use the Sequential Forward Selection (SFS) method to find the 
optimal feature set {number of bytes in backward direction, number of packets in backward direction, 
average window size, number of bytes in forward direction, number of packets in forward direction, 
mean forward packet length, mean backward packet length, duration of the flow}. Then, we can choose 
this optimal feature subset to model the IP flow profile. 

 
3.3. Relationship between IP flow profile and traffic category 

 

Given IP flow profile O, 1 2{ , , , }nX x x x   is defined as a set of flows. A flow instance ix  is 

characterized by a vector of attribute values, { |1 }i ijx x j m   , where m is the number of 

attributes, and ijx  is the value of the jth attribute of the ith flow. In some cases, an application can be 

classified by analyzing the optimal feature set. In the traffic classification context, examples of 
attributes include flow statistics such as duration and total number of packets. Also, let 

1 2{ , , , }qY y y y   be the set of traffic classes, where q is the number of classes of interest. 

Classifiers use a training dataset that consists of N tuples ( , )i ix y and learn a mapping ( )f x y . 

The iy  can represent “P2P”, “Game”, and “FTP”. 
 

4. Online Self-learning Traffic Classification Architecture based on Profile and 
Ontology 

 
In this section, we propose online self-learning traffic classification architecture based on profile 

and ontology. As illustrated in Figure 3, network context sensors are responsible for collection of all 
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the needed information as stated in the ontology. Ontology manager and knowledge database are 
designed to support the seamless knowledge management for traffic classification. IP flow profile 
engine and self-learning traffic classifier together are to implement automatic traffic identification 
functionalities. Eventually, the classification output would be applied to network activities such as 
network surveillance, QoS. 

 

 
Figure 3. Online self-learning traffic classification architecture based on profile and ontology 

 
Network context sensors collect of all the needed information as stated in the ontology. The flow 

context sensor collects raw traffic, using the packet capture library, and aggregates the data into flows. 
Then, the raw data will be transformed into contexts, which will be sent to the ontology clustering 
engine for the next step in data processing. Generally, it monitors not only the tangible objects, like 
network nodes, but also the intangible entities. Therefore, sensors are categorized into two types: the 
network node sensor and flow context sensor. A node sensor senses all the network activities happened 
on that node.  

Ontology manager is the core part of the traffic classification knowledge management. It performs 
the ontology creation, insertion and maintenance tasks. To successfully achieve these tasks, the key is 
to have a clear picture about the relationships between different classification techniques. It can 
manage rising quantities of traffic classification knowledge. 

 IP flow profile Engine aims to learn the traffic characteristics using the data from network context 
sensors. The learning algorithm is realized with Sequential Forward Selection (SFS) method, a role of 
this module is to group contexts into different areas together with the feature statement in the ontology.  

Self-learning traffic classifier is designed to perform the automatic classification functionality. It 
uses the data from IP flow profile engine and knowledge database to implement a profile and category 
mapping. This module should yield high-level knowledge that can be used to automatically classify 
traffic, and in particular to reduce the need for manual involvement. 

 
5. Experimental Results and Analysis 

 
5.1. Empirical traces 

 
This subsection describes the empirical traces in our work. The overall network traffic trace consists 

of three sets: Moore_Set was collected from the experiment of Pro. Moore from Cambridge University; 
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Handmade_Set was simply labeled by manual classification in our laboratory using payload-based 
technique or port-based method; Univetsity_Set was collected from Nanjing University of Posts and 
Telecommunications. To simplify the presentation, we group the applications by category. For example, 
the P2P category includes all identified P2P traffic from protocols including PPlive, PPstream, 
BitTorrent, Gnutella, Xunlei and KaZaA. 

Moore_Set trace consists of bidirectional network traffic of some biological research institute during 
0 to 24 o’clock on Aug 20th, 2003. We extract 10 subsets with an average sampling time of 1680s to 
form our dataset, which contains 377526 samples of network flow. These samples are divided into 10 
types. The application names of each type and the quality as well as the respective proportion of each 
network flow are shown in Table 2. 

 
Table 2. Statistics of Moore_Set 

Type of flow Application names Num of flow Percent(%) 
WWW http, https 328091 86.91
MAIL Imap, pop3, smtp 28567 7.567 
BULK ftp 11539 3.056 

DATABASE oracle, mysql 2648 0.701 
SERVER ident,ntp,x11,dns 2099 0.556 

P2P kazaa,bittorrent 2094 0.555 
ATTACK worm, virus 1793 0.475 
MEDIA real, media player 1152 0.305 

INT telnet,ssh,rlogin 110 0.029 
GAME half-life 8 0.002 
Total 26 applications 377526 100 

 
Each network flow sample of Moore Set is derived from a complete bidirectional TCP flow and 

contains 248 attributes, among which the first and second attributes are port numbers of source and 
destination respectively.  

Unlike the usual way to obtain traces, we set a local experimental network with around 100 hosts to 
generate traffic manually to get Handmade_Set. Let each host run the specific application (HTTP, 
MAIL, FTP, DATABASE, P2P, GAME, etc.) at the same time. Since the applications run in the host is 
predetermined, it is easy to classify and categorize the traffic flow by the IP address. Table 3 
summarizes the applications in our experiments. This set can be used as base truth to evaluate the 
accuracy of the classifier. 

 
Table 3. Statistics of Handmade_Set 

Type of flow Num of flow Percent(%)
WWW 1000 12.5 
MAIL 1000 12.5 
BULK 1000 12.5 

DATABASE 1000 12.5 
SERVER 1000 12.5 

P2P 1000 12.5 
MEDIA 1000 12.5 
GAME 1000 12.5 
Total 8000 100 

 
To facilitate our work, we collect traces in all academic units and laboratories on the campus from 

the Internet gateway of Nanjing University of Posts and Telecommunications. Univetsity_Set was 
collected over a span of six months from April 10, 2009 to October 10, 2009. Table 4 summarizes the 
applications found in the 20 1-hour Campus traces. On the campus network, HTTP, DATABASE, and 
EMAIL traffic contribute a significant portion of the total flows. On this network, P2P contributes only 
0.43% of the flows. 
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Table 4. Statistics of University _Set 

Type of flow Num of flow Percent(%)
WWW 4606712 68.18 
MAIL 561994 8.32 
BULK 11786 0.17 

DATABASE 1528681 22.62 
SERVER 2876 0.04 

P2P 29596 0.43 
MEDIA 1698 0.03 
GAME 13453 0.21 
Total 6756796 100 

 
5.2. Evaluation metrics 

 
To measure the performance of our proposed method, we use three metrics: accuracy, precision and 

recall. In this paper, TP, FP, and FN are the numbers of true positives, false positives, and false 
negatives, respectively. True Positives is the number of correctly classified flows, False Positives is the 
number of flows falsely ascribed to a given application, and False Negatives is the number of flows 
from a given application that are falsely labeled as another application. 

Accuracy is the ratio of the sum of all True Positives to the sum of all the True Positives and False 
Positives for all classes. We apply this metric to measure the accuracy of a classifier on the whole trace 
set. The latter two metrics are to evaluate the quality of classification results for each application class. 

 

1

1 1

100%

n

i
i

n n

i i
i i

TP
accuracy

TP FP



 

 




 
                                    (1) 

 
Precision of an algorithm is the ratio of True Positives over the sum of True Positives and False 

Positives or the percentage of flows that are properly attributed to a given application by this algorithm. 
 

100%
TP

precision
TP FP

 


                                        (2) 

 
Recall is the ratio of True Positives over the sum of True Positives and False Negatives or the 

percentage of flows in an application class that are correctly identified. 
 

100%
TP

recall
TP FN

 


                                         (3) 

 
5.3. Comparing performance among different technology 

 
We compare classification accuracy of online self-learning Internet traffic classification based on 

profile and ontology with the other classification approaches solely based on port-based approach and 
payload-based in Table 5. Compared with our proposed method, port-based approach separates 
network traffic by exploiting the port information, the classification precision is 85.87%, 68.13% for 
WWW and GAME application respectively. Payload-based approach automatically extracts payload 
signatures to identify specific flows, and the classification precision is 82.35%, 67.23% for WWW and 
GAME application respectively. We construct our online self-learning traffic classification based on 
profile and ontology empirical classifier system to classify Internet traffic using Moore_Set, we get 
91.47% and 76.75% for WWW and GAME application respectively. Compared with the other 
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classification approaches, our proposed method based on profile and ontology in this paper can achieve 
higher recall and precision. 

 
Table 5. Classification accuracy among different traffic classification method 

Type of flow 
Port-based Payload-based Proposed method  

Recall Precision Recall Precision Recall Precision 
WWW 82.51 85.87 82.71 82.35 90.16 91.47 
MAIL 81.62 82.54 81.86 78.23 89.31 87.75 
BULK 74.16 75.05 74.03 71.01 81.45 80.53 

DATABASE 79.65 79.47 76.11 74.53 83.56 84.05 
SERVER 79.78 78.51 78.77 75.48 86.22 85.73 

P2P 72.21 71.17 74.88 69.88 82.33 79.47 
ATTACK 77.67 71.63 70.86 67.19 78.31 76.71 
MEDIA 82.82 75.95 79.66 71.62 87.11 81.14 

INT 74.29 70.81 72.22 68.08 79.67 77.62 
GAME 70.96 68.13 73.26 67.23 80.71 76.75 

 
We calculate the relative computational time, demanded memory and accuracy through the 

experiments among different approaches. The performance for different approaches is demonstrated in 
Table 6. We can find that the online self-learning traffic classification based on profile and ontology is 
able to greatly improve the accuracy, while only minimally impacting computational time and 
demanded memory. There appears to be a very good trade-off between computational resource and loss 
of accuracy. 

 
Table 6. Performance among different traffic classification method 

Performance Port-based Payload-based Proposed in this paper 
Time(s) 10.930 400.356 114.583 

Memory(M) 7.362 34.858 15.619 
Accuracy(%) 71.87 73.35 91.76 

 
5.4. Impact of number of packets for statistics on classification accuracy 

 
In order to classify the network applications associated with a flow as early as possible, our 

proposed online self-learning traffic classification based on profile and ontology should classify a flow 
as soon as possible. A sub-flow is p consecutive packets taken from a full-flow. The sub-flow features 
have ability to distinguish each application, because the sub-flow contains a sequence exchanging 
control packets that are pre-defined messages in each application. The statistics information of several 
packets in sub-flow could distinguish network traffic from Internet traffic accurately with the least p. 
We conduct experiments to determine the appropriate packet number p. For our experiments, we 
classify network traffic using flows from University _Set and Handmade_Set respectively. 

 

 
Figure 4. Impact of number of packets for statistics on classification accuracy 
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The experimental result indicates that the statistics of the first 11 packets could 

classify traffic with high accuracy in both traces in Figure 4. At the same time, the 
classification accuracy improves marginally using more than 11 packets. Considering 
our goal to detect network traffic rapidly with high accuracy, we choose 11 packets for 
online network traffic classification. 

 
5.5. Classifying unknown P2P traffic 

 
The purpose of this section is to verify whether the proposed method is robust or flexible enough to 

detect unknown P2P traffic. We then test our classification method using P2P flow from 
Handmade_Set. The main applications in our experiments include Xunlei, PPlive, PPStream, 
BitTorrent, Kougou, eDonkey and unkonwn P2P. Table 7 shows statistics of P2P flow from 
Handmade_Set. 

 
Table 7. Statistics of P2P flow from Handmade_Set 

Application Num of flow Percent(%)
Xunlei 100 10 
PPlive 200 20 

PPStream 100 10 
BitTorrent 200 20 

Kougou 100 10 
eDonkey 200 20 
Unkonwn  100 10 

Total 1000 100 

 
With the method proposed in this paper, the results in Figure 5 show that average Precision and 

Recall in Handmade_Set are 85.61% and 81.89% respectively, which indicates that P2P traffic can be 
effectively identified. Specifically, the experimental results show that Precision and Recall is 84.86% 
and 77.63% for unknown P2P application respectively, which indicates that the methods can classify 
unknown P2P traffic with considerable accuracy. This method can manage existing traffic 
classification knowledge and reason unknown traffic application for achieving a self-learning traffic 
classification with high accuracy. Therefore, the methods are robust enough to classify unknown P2P 
traffic based on profile and ontology as well as known P2P traffic successfully. 

 

 
Figure 5. Classification accuracy of unknown P2P traffic 

 
6. Conclusions 

 
As playing important roles in many areas such as traffic engineering, service class mapping, 

network management etc, network traffic classification recently has attracted a great deal of interest. 
One of the challenging issues for existing classification methods is that they need prior manual traffic 
analysis to classify unknown traffic, which is infeasible to cope with the fast growing number of new 
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applications. In this paper, we propose an online self-learning traffic classification based on profile and 
ontology, which is realized by managing traffic classification knowledge with the use of ontology, 
while developing the self-learning model on traffic classification according to ontology. Experiment 
results demonstrate this classification technology can online classify the network traffic effectively. 
Moreover, we also need more experiments to find out how to deploy this traffic classification method 
into a large network to improve network management and QoS service. 
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