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Abstract—Performance of real-time applications on end-to-end packet channels are strongly related to losses and temporal delays. Several studies showed that these network features may be correlated and present a certain degree of memory such as bursty losses and delays. The memory and the statistical dependence between losses and temporal delays suggest that the channel may be well modeled by a Hidden Markov Model with appropriate hidden variables that capture the current state of the network. In this paper we propose an Input/Output Hidden Markov Model that, trained with a modified version of the Expectation-Maximization algorithm, shows excellent performance in modeling typical channel behaviors in a set of real packet links. The work extends to case of variable inter-departure time the previous proposed Hidden Markov Model that well characterizes losses and delays of packets from a periodic source.

I. INTRODUCTION

Gilbert and Elliott works [1][2] on modeling burst-error channels for bit-transmission showed how a simple 2-states Hidden Markov Model (HMM) was effective in characterizing some real communication channels. As in the case of bit-transmission channels, end-to-end packet channels show burst-loss behavior. Jiang and Schulzrinne [8] investigated lossy behavior of packet channels finding that a simple Markov chain is not able to describe appropriately the inter-loss behavior of channels. They also found that delays manifest temporal dependency, i.e. they should not be assumed to be a memoryless phenomenon. Salamatian and Vaton [9] found that an HMM trained with experimental data seems to capture channel loss behavior. Liu, Matta and Crovella [11] used an HMM-based loss-delay modeling in the contest of TCP traffic in order to infer loss nature in hybrid wired/wireless environments. They found that such a kind of modeling can be used to control TCP congestion avoidance mechanism. Similar works have been done by Zorzi [4] and Turin and van Nobelen [6] on wireless fading links.

These works suggest that a Bayesian state-conditioned model may be effective in capturing the dynamic behavior of losses and delays on end-to-end packet channels, where channel means all the wired/wireless connection that connect the sender to the final user. The definition of a model capturing jointly losses and delays is highly desirable for designing and evaluating coding strategies, such as Multiple Description Coding (MDC), Forward Error Correction (FEC), Error Concealment (EC). Furthermore, the possibility of learning on-line the model parameters opens the way to design efficient content adaptation services.

A comprehensive model that jointly describes losses and delays has been proposed in [12][14]. It is based on an HMM structure and consider the case of a periodic source with constant packet size, see Fig. 1. A version of the Expectation-Maximization (EM) algorithm [3] for learning the model parameters was also described. It was assumed that the source has constant-packet size and constant inter-departure time, but several works showed that real data traffic present heavy-tail distributions for that parameters [10].

In this paper we want to extend the proposed model to the more general and realistic scenario where the source is not constrained to be periodic. The appropriate learning procedure is derived. A set of simulations based on measurements obtained on real packet links confirms how effective the proposed model can be.

II. INPUT/OUTPUT HIDDEN MARKOV MODELS

An Input/Output Hidden Markov Model (IO-HMM) [5] is a Dynamical Bayesian Network (DBN) that stochastically maps
an input sequence \( u = [u_1, \ldots, u_L]^T \) into an output sequence \( y = [y_1, \ldots, y_L]^T \). They are in relation by a discrete state variable, the state sequence associated to \( u \) and \( y \) is denoted \( x = [x_1, \ldots, x_L]^T \). It can be viewed as a generalization of a classical HMM, or else as a statistical interpretation of the input-state-output equation that rules a dynamic system.

An IO-HMM is characterized by the set of parameters \( \lambda = \{A(u), B(y)\} \), where

\[
A_{i,j}(u) = Pr(x_n = s_j|x_{n-1} = s_i, u_n = u), \quad (1)
\]

\[
B_i(y) = Pr(y_n = y|x_n = s_i). \quad (2)
\]

The learning problem for this kind of system is very similar to Baum-Welch [3] algorithm for HMM and is based on recursive computation of appropriate Forward and Backward variables. The Forward and Backward variables for an IO-HMM are defined respectively as,

\[
\alpha_n(i) = Pr(y_1, \ldots, y_n, x_n = s_i|u_1, \ldots, u_n, \lambda), \quad (3)
\]

\[
\beta_n(j) = Pr(y_{n+1}, \ldots, y_N|x_n = s_j, u_{n+1}, \ldots, u_L, \lambda). \quad (4)
\]

They can be recursively computed by use of the following formulas,

\[
\alpha_{n+1}(j) = \sum_{i=1}^{N} \alpha_n(i) A_{i,j}(u_{n+1}) B_j(y_{n+1}), \quad (5)
\]

\[
\beta_{n-1}(i) = \sum_{j=1}^{N} A_{i,j}(u_n) \beta_n(j) B_j(y_n). \quad (6)
\]

The re-estimation formulas for the learning algorithm are based on the following quantities,

\[
\xi_n(i,j) = Pr(x_n = s_i, x_{n+1} = s_j|y, u, \lambda) = \frac{\alpha_n(i) A_{i,j}(u_{n+1}) \beta_{n+1}(j) B_j(y_{n+1})}{Pr(y|u, \lambda)}, \quad (7)
\]

\[
\gamma_n(i) = Pr(x_n = s_i|y, u, \lambda) = \frac{\alpha_n(i) \beta_n(i)}{Pr(y|u, \lambda)}, \quad (8)
\]

where

\[
Pr(y|u, \lambda) = \sum_{i=1}^{N} \alpha_n(i) \beta_n(i) = \sum_{i=1}^{N} \sum_{j=1}^{N} \alpha_n(i) A_{i,j}(u_{n+1}) \beta_{n+1}(j) B_j(y_{n+1}). \quad (9)
\]

III. THE MODEL

Our reference scheme is shown in Fig. 2, where a source traffic with constant packet size of \( N_h \) bits and variable inter-departure time is considered. Transmitted packets are numbered, \( n = 1, 2, \ldots \). The network randomly cancels and delays packets according to current congestion. \( t'_n \), \( t''_n \), \( \Delta_n \) and \( \tau_n \) denote the departure time, the arrival time, the inter-departure time and the accumulated delay of the \( n \)-th packet, respectively.

\[
\Delta_n = t''_n - t'_n - \tau_n, \quad (10)
\]

\[
\tau_n = t'_n - t'_n. \quad (11)
\]

HMM framework showed accurate performance in modeling channel losses and delays in the case of periodic source, but some modifications for the model structure are needed to take into account the presence of the new variable \( \Delta_n \). Such a variable, representing the inter-departure time, characterizes the variable-rate behavior of the source.

IO-HMM’s seem to be the natural extension to achieve the objective of modeling loss-delay behavior on a real communication channel with a variable-rate packet source.

Fig. 3 shows the proposed IO-HMM structure:

- \( u_n \) is the input of the model at time \( t'_n \). It is function of the inter-departure time of the \( n \)-th packet, \( u_n = f_K(\Delta_n) \) where \( f_K(\cdot) \) is a function such that \( t \in (0, +\infty) \rightarrow f_K(t) \epsilon \{1, 2, \ldots, K\} \),
- \( x_n \) represents the channel state at time \( t'_n \) distinguishing one among \( N \) levels of congestion \( \{s_1, \ldots, s_N\} \).
- \( A_{i,j,k} = Pr(x_n = s_j|x_{n-1} = s_i, u_n = k) \),
- \( y_n \) is a hybrid variable jointly describing loss or delay associated to the \( n \)-th packet, it is characterized by the following state-conditioned probability density function

\[
B_i(y) = p_i \delta(t+1) + (1 - p_i) \frac{y \gamma_n (\gamma_n - 1) e^{-y/\gamma_n}}{\gamma_n^\gamma_n \Gamma(\gamma_n)}, \quad (13)
\]

where

\[
\begin{cases}
\tau_n = y_n \\ n^{th} packet is lost \\
y_n > 0 \\
yn = -1
\end{cases}
\]

that means that delays in state \( s_i \) are Gamma-distributed [7] with parameters \( \gamma_i \) and \( \theta_i \).
Though IO-HMM can have both discrete or continuous input variable, we consider the case of discrete input for the sake of simplicity. If the input variable is continuous, the transition matrix $A_{i,j}(u)$ is a parametrized matrix usually managed by use of the softmax functions [5]. The learning problem is much simpler if we consider a discrete input variable, in this case $A(u)$ is a $3×3$ dimensional matrix, where $A_{i,j,k} = A_{i,j}(u = k)$. This is the reason behind introducing the trick of considering as input variable a function of the inter-departure time.

The single iteration of the learning procedure for this structure is based on the following formulas,

$$\hat{A}_{i,j,k} = \frac{\sum_{u_n=1}^{L} \xi_n(i,j) \gamma_n(i)}{\sum_{u_n=1}^{L} \gamma_n(i)}, \quad (14)$$

$$\hat{p}_i = \frac{\sum_{u_n=1}^{L} \rho_n(i) \gamma_n(i)}{\sum_{u_n=1}^{L} \gamma_n(i)}, \quad (15)$$

$$\hat{\gamma}_n(t) = \frac{\sum_{u_n=1}^{L} \rho_n(i) \beta_n(i) y_n}{\sum_{u_n=1}^{L} \rho_n(i) \beta_n(i)}, \quad (16)$$

$$\hat{\gamma}_n^2(t) = \frac{\sum_{u_n=1}^{L} \rho_n(i) \beta_n(i) (y_n - \gamma_n(t))^2}{\sum_{u_n=1}^{L} \rho_n(i) \beta_n(i)}, \quad (17)$$

where

$$\rho_n(j) = \sum_{i=1}^{N} \alpha_n-1(i) A_{i,j,u_n} p_j \left. \frac{\partial b_j(t)}{\partial p_j} \right|_{t=p_n}, \quad (18)$$

and where $\alpha_n(i)$, $\beta_n(j)$, $\xi_n(i,j)$ and $\gamma_n(i)$, have been previously defined in Eqs. (3), (4), (7) and (8) respectively.

**IV. EXPERIMENTAL RESULTS**

Measures of losses and delays have been performed on real Internet channels using the software Distributed-Internet Traffic Generator (D-ITG) [13]. D-ITG was used to generate synthetic UDP traffic with constant packet size and Pareto-distributed inter-departure time, send it on real Internet paths, and measure packet delays and losses at destination. We do not address the problem of packet-delay estimation assuming that the accuracy of measurements is acceptable. A small portion of the sequences was used as the training sequence to learn model parameters. The performance of the trained model was tested based on the remaining portions of sequences.

The experiment reported here is not to be considered exhaustive, but it suggests a very typical scenario in which losses and delays show the usual “burstiness”. It was performed in March 2004 on the path between Dipartimento di Ingegneria di Infomazione, Università di Napoli “Federico II” and Dipartimento di Ingegneria dell’Informazione, Seconda Università di Napoli in which the packet size is $N_h = 8000$ bits, while the inter-departure time is Pareto distributed with $\alpha_\Delta = 1.5$ and $\beta_\Delta = 1.5$ ms, $R = 1.6$ Mbps, ($\alpha_\Delta$ and $\beta_\Delta$ denote the shape and scale parameters of Pareto distribution, while $R$ is the average bit-rate). The input and observable sequences are composed of 41000 samples. The first $L = 1000$ samples were considered as the input and output sequence for the training. We used a model with $N = 2$ states, and $K = 2$ input symbols, more precisely we considered

$$f_2(\Delta_n) = \begin{cases} 1 & \Delta_n < \alpha_\Delta \beta_\Delta / (\alpha_\Delta - 1) \\ 2 & \Delta_n \geq \alpha_\Delta \beta_\Delta / (\alpha_\Delta - 1) \end{cases} \quad (19)$$

The input and output sequence used for the training are shown in Fig. 4. It can be noted how the channel behavior is strongly influenced by the input variable. Long sequences of $u_n = 1$, i.e. of high local bit-rate induce a very lossy behavior to the channel. This dependance strengthens the introduction of the input variable related to inter-departure time.

Fig. 5 shows the trend of log-likelihood evolution during our EM learning procedure. Fig. 6 and Table I show the result of the training with respect to delay and loss modeling, respectively. Loss probability and delay distribution (the continuous term of output variable) for the trained model are compared to the statistics of the training sequence. The histogram of the delays of the training sequence in Fig. 6 clearly shows a multi-modal behavior of the channel. The model uses its two states to discriminate the channel modes. The trained model
Fig. 7 shows how the trained model has an almost stable behavior in modeling channel statistics.

The trained model was also considered as a channel simulator in terms of losses and delays. Fig. 8 show the auto-correlation of sequences generated by the trained and the starting models with respect to the auto-correlation of the training sequence. Fig. 9 show the throughput of the trained and the starting models with respect to the throughput of the channel during the training sequence. The throughput is intended as the fraction of packets that are delivered within a maximum allowed delay.

V. CONCLUSION

In this paper we have proposed an IO-HMM whose objective is to model end-to-end packet channel behavior, jointly capturing losses and delays characteristics. The proposed model generalizes the HMM description of real channels introducing a joint stochastic modeling of losses and delays and is not restricted to the case of a periodic source. Preliminary results are very encouraging, as the IO-HMM is able to capture losses and delays characteristics of the network with reference to the local bit-rate of the source.
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