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ABSTRACT

As ICT services are becoming more ubiquitous and mobile and access technologies grow to be more heterogeneous 

and complex, we are witnessing the increasing importance of two related needs: i) users need to be able to configure 

and personalize their services with minimal effort; ii) operators desire to engineer and manage their networks easily 

and efficiently, limiting human agency as far as possible. We propose a possible solution to reach these goals. Our 

vision, developed in the so-called Simplicity project, is based on a personalization device, which, together with a 

brokerage framework, offers transparent service configuration and runtime adaptation, according to user preferences 

and computing/networking context conditions. The capabilities of this framework can be exploited: i) on the user side, 

to personalize services, to improve the portability of services over heterogeneous terminals and devices, to adapt 

services to available networking and terminal technologies; ii) on the network side, to give operators more powerful 

tools to define new solutions for distributed, technology-independent, self-organizing, autonomic networking systems. 

Such systems could be designed so as to be able to react autonomously to changing contexts and environments.

In this paper, we first describe the main aspects of the Simplicity solution. We then want to show that our approach is 

indeed viable. To prove this point, we present an application which exploits the capabilities of the Simplicity system: 

a mechanism to drive mobile users towards the most appropriate point of access to the network, taking into account 

both user preferences and network context. We use simulation to evaluate the performance of this procedure in a 

specific case study, where the aim is to balance the load in an 802.11b access network scenario. The numerical results 

show the effectiveness of the proposed procedure when compared to a legacy scenario and to another solution from 

literature. 

To give ample proof of the feasibility of our solution, we also designed and implemented a real prototype. The 

prototype enables not only the load to be balanced among different 802.11 access points, but also network and 

application services to be differentiated as a function of user profiles and network load. The main aspects of this 

prototype are presented in this paper. 
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I. INTRODUCTION

As technology develops, people are using an increasingly broader and heterogeneous range of ICT 

(Information and Communication Technology) devices and network-based services. The result is 

an enormous burden of complexity on the shoulders of users, service providers and network 

operators. Excessive complexity, in turn, creates obstacles to effective exploitation and acceptance 

of beyond 3G systems and paradigms such as ambient intelligence, context-aware services, 

pervasive computing and novel access technologies. Heterogeneous services, terminals and 

networks create a complexity barrier not only to end-users, but also to operators, who have to 

devise and deploy tools and procedures to engineer and manage their networks efficiently.

The strategic goal of the European Union co-funded Simplicity project2 [1][2] is to simplify the 

process of using and managing current and future services, by designing and deploying a 

brokerage level allowing i) an easy personalization of services to match user preferences and 

needs, ii) a seamless portability of services, applications and sessions across heterogeneous 

terminals and devices, iii) a smooth adaptation of services to available networking and support 

technologies and capabilities. 

A key attribute of Simplicity is re-configurability at various levels. Re-configurability is typically

understood as operating at lower layers (e.g., software defined radio, which indeed may be an 

“add on” to our solution). However, to integrate different paradigms from the user point of view, it 

is necessary, wherever possible, to break the logical wires which still tie mobile users to networks 

and services at upper layers as well. Thus, heterogeneous and mobile access networks can be fully 

integrated, as IP has glued heterogeneous networks. In order to move towards total 

re-configurability, the Simplicity project proposes a personalization approach, based on a user 

profile. 

In our view, each user will be characterized by a personalized profile providing access to different 

services and networks, and using different classes of terminals. Users will enjoy the automatic 

selection of services appropriate to specific locations, the automatic adaptation of information to 

specific terminal devices and user preferences, and the easy exploitation of different 

telecommunications paradigms and services. The user profile will be stored in a so-called 

Simplicity Device (SD). Alternatively, storage in the SD might be limited to a “pointer”, making it 

possible to download the whole profile from the network. Though it seems natural (from our own 

                                                       
2  The Simplicity project lasted 26 months (January 2004 - February 2006), and included 11 major European industrial 

organizations, network operators, small and medium enterprises, research labs and universities [1]. The project ended on the 10th 

of February with a final review that classified it as “highly successful”. The project web site contains papers, public deliverables, 

movies, presentations and other material that describes our work in the last two years.
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everyday experience of 2G systems) to think of the SD as a physical device (e.g., an enhanced 

SIM card, a Java card, a Java ring, a USB stick, a sensor, etc.) the SD could also be implemented 

as a network location or a software agent. If the SD is a physical device, users could personalize

terminals and services by simply plugging the SD into the chosen terminal. One of the novelties of 

the SD is that it is not tied to a single networking environment, or to a single class of user terminals 

(such as the GSM SIM, which, incidentally, is rarely used to routinely transport preferences from 

one terminal to another, except when a new phone is purchased).

The architecture of the Simplicity system encompasses three main components: the Simplicity 

Device, the Terminal Broker and the Network Broker.

The role of the SD, as discussed above, is to store a user’s profiles, preferences and policies. It also 

stores and enables the enforcement of user-personalized mechanisms to exploit service fruition, to 

drive automatic adaptation to terminal capabilities, and to facilitate service adaptation to various 

network technologies and related capabilities.

The Terminal Broker (TB) manages the interaction between the information stored in the SD and 

the terminal, into which the SD is plugged. The SD enables the TB to perform actions such as the 

adaptation to networking capabilities and to the environment, service discovery and usage, and the 

adaptation of services to terminal features and capabilities. The TB also caters for  user interaction 

with the overall Simplicity system (including network technologies and capabilities).

The goal of the Network Broker (NB) is to provide support for service advertisement, discovery 

and adaptation. Moreover, it orchestrates service operation among distributed networked objects, 

taking into account issues related to the simultaneous access by several users to the same 

resources, services and locations. Other functions of NB include sharing/allocating available 

resources, and managing value-added, networking functionality, such as service level 

differentiation and quality of service, location-context awareness and mobility support.

The enhanced capabilities of this distributed brokerage framework can be used not only to 

simplify the ICT users’ life, but also to give operators more powerful tools to define new solutions 

for distributed, technology-independent, self-organizing, and autonomic networking systems. 

Such systems could be designed so as to be able to react autonomously to changing contexts and 

environments in a heterogeneous framework. 

To sum up, the operators’ possible interest in a Simplicity-like solution could be twofold: simplify 

service fruition on the user side, and service management on the network side.

With Simplicity, users will be able to personalize and customize their services with minimal effort, 

and operators will be able to engineer and manage their networks easily and efficiently. 
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In this paper, to show the potential of our solution (and to also show that it works), we apply it to a 

concrete problem as perceived by an operator: network selection. In other words, we select a 

specific case study, the problem of the network selection, and show how this problem can be 

solved with our approach. 

Network selection may be defined as the process of selecting the most appropriate network point 

of access. If the process is user-driven (e.g., as in Wi-Fi hot-spots), the decision is taken by the 

final user and the metrics and criteria to select the access are typically user-oriented (e.g. price 

minimization, data rates maximization). If the process is operator-driven (e.g., as in cellular 

GSM/GPRS/UMTS systems, once the user has selected an operator), the decision is taken by the 

system (i.e., terminal+network) and not directly by the user. In this case, metrics and criteria to 

select the access are typically operator-oriented (e.g., maximization of the revenue, load balancing 

target, and more in general, service and network management objectives). 

In our case, we assume that the system drives Mobile Nodes (MNs) to the most suitable point of 

access (Access Point, AP) according to operator’s policies, which, in principle, may consider a 

number of inputs to the selection process from both the user (e.g., user profile and preferences) 

and the network side (e.g., network and application service status). Obviously, MN-AP 

association control can be used to achieve a number of different goals. In this paper, in order to 

show the capabilities of the Simplicity system in a specific case study, we assume that the target of 

the network selection process is to improve load balancing performance. The scenario we consider 

for both simulative and experimental analysis is that of a single administrative domain offering a 

802.11 wireless access. In principle, the mechanism can be extended to a heterogeneous scenario 

in which mobile terminals may have more than one wireless interface (multi-mode terminals). We 

introduce a monitoring procedure capable of tracking the access network context, including the 

state of resources, the amount of service demand and the available access points. As regards the 

latter, we assume that the TB is able to perform frequency scanning and to listen to Layer 2 (L2) 

beacons periodically transmitted by surrounding wireless access points, and to learn their 

identities (L2 IDs) in accordance with [5]. These access points are possible candidates to attach to 

and are communicated to the NB. Then, an appropriate selection procedure running in the NB uses 

this set of information to drive MNs towards the most appropriate point of access among those 

available in the surrounding area. Moreover, user information contained in the SDs can be used to 

predict users' behavior and to differentiate network services according, for instance, to the users' 

roles and tariff profiles. The whole procedure is run by the system in a way that is completely 

transparent to the users, who could be unfamiliar with networking aspects. Of course, in principle, 



55

users could also be involved in the decision process, depending on local policies and 

administrative rules/constraints.

To sum up, the contribution of this paper is twofold.

First, we present the Simplicity approach and its system architecture. Thanks to this solution and 

to its personalization/customization/configuration features, it is possible to satisfactorily and 

efficiently solve many problems and deploy several “applications”. 

The second contribution of this paper is the description, implementation, and analysis of an 

example of a Simplicity “application”: the system-driven access network selection. Our 

simulative and experimental studies have shown that exploiting the Simplicity framework can 

indeed improve performance. In more detail, as regards the network selection procedure, we 

show:

1. its functional and architectural characteristics;

2. its performance evaluation, in terms of load balancing, in an 802.11b scenario. The numerical 

results, obtained by means of an NS-2 based simulator [11], show the effectiveness of our 

architectural approach, when compared to other solutions under different network conditions 

and mobility models. We remark that our main goal is to compare different architectural

solutions without any specific focus on load balancing metrics, which have been widely 

discussed in many previous publications and standardization groups. In more detail, three 

different approaches were compared: (i) the legacy mechanism, where the point of access is 

selected by the terminal according to the signal power level; (ii) the Simplicity solution, 

according to which the point of access is selected by the network exploiting the brokerage 

framework distributed among the network and the terminal; (iii) the approach described in [4], 

based on a completely distributed architecture based on agents running at each access point 

without any support from the terminal;

3. its feasibility “proof”, obtained by designing and implementing a true prototype of the 

Simplicity system, which can manage the access network by also taking into account user 

context (read from the SD). This prototype enables not only the load to be balanced among 

different network accesses, but also network and application services to be differentiated as a 

function of user profiles and network load. We also report some measurement results 

concerning signaling load, handover time and packet losses.

As a final comment, we point out that our network selection procedure is backward compatible 

with current systems, in the sense that legacy devices can continue to work without problems, 

even though they will not benefit from the “new” features.
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The paper is organized as follows. In the next section, we give an overview of the Simplicity 

system. In section III, we frame our activity as regards network selection within the current state 

of the art. In section IV, we introduce the Simplicity access network control procedure. Section V 

presents and discusses both a quantitative (from simulation analysis) and a qualitative comparison 

between the Simplicity approach and other architectural solutions. In section VI, we describe the 

prototype developed in our laboratory and present some results from lab experiments. Finally, in 

section VII, we give some final remarks.

II. THE SIMPLICITY SYSTEM

In this section, we describe the core Simplicity system architecture. 

A number of applications may be deployed on top of the Simplicity system. There are four 

application categories: (i) applications explicitly developed for the Simplicity system; (ii) 

web-based applications, showing how Simplicity can complement existing web applications and 

enhance user experience; (iii) external applications, showcasing how existing, standalone 

applications can be integrated with the system; (iv) operator-centric services. To demonstrate a 

representative subset of the capabilities of the system, a number of scenarios were considered 

within the framework of the Simplicity project. In this paper, we will present the design and 

performance evaluation of an operator-centric access network control application in a so-called 

Campus Network scenario. The interested reader may find the detailed description of other key 

Simplicity applications and relevant scenarios in [28][33]. Such applications include: Adaptive 

Multimedia Messaging (an enhanced chat application that allows users to exchange pictures and 

video), MyPC (it customizes the software environment according to the user’s own settings), 

Home Entertainment Service (it complements normal web applications and enhance the user’s 

experience with personalization features), Auto-form filling (specifically designed for mobile 

phones), Tour Guide (an example of how an existing external application can be adapted to exploit 

the Simplicity vision).

The following sub-sections briefly describe the Simplicity layered architecture and architectural 

and functional entities. More details on the Simplicity architecture can be found in [32]. The 

project also produced a thorough analysis of the state of the art of related technologies, standards 

and works, which is available in [43].

A. High level architecture

This section describes a logical, layered, middleware architecture for user-centric service 
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provisioning, supporting simplified use and personalization of heterogeneous services, networks, 

and devices. The key enablers for this vision are: 

 personalization and adaptation functions allowing the personalization of services to match 

user profiles (including user-defined preferences), the current user context (the 

environment in which the user is located, the status of the user), and the resources 

available on user devices and in the user environment;

 policy management allowing users, service providers and network providers to manage 

policies for various aspects of service provisioning, (e.g., personalization, adaptation, 

authentication/authorization etc.).

Most traditional middleware architectures are based on a layered approach. To facilitate the re-use 

of functions already present in traditional middleware, we also follow a layered approach, adding 

a specific sub-layer to providing users with ‘simplicity’.

The overall functionality of Simplicity is divided into Functional Entities (FEs) that bear no 

relationship to its physical components. FEs are implemented by a set of interacting software and 

hardware components, distributed across the Simplicity system. They are grouped in three layers 

(see Fig. 1): Network Layer, Service Support Layer and User Layer. The layering concept we use 

is looser than the layering in the classical OSI modeling. Each layer consists of a set of FEs. FEs in 

one layer will collaborate with entities in other layers to provide the required functionality. The 

main goal of the layering is to group functions related respectively to the network side, to services 

and to users. This approach follows the same guidelines proposed by the Wireless World Research 

Forum [46] in WG2.

The network support layer provides functions for network communications control in 

heterogeneous networks. The service support layer contains most of the functions of traditional 

middleware, such as AAA (authentication, authorization and accounting) and profile management. 

The user support layer supports autonomous, proactive agent behavior that is not present in 

traditional service middleware. This layer is designed to simplify user interactions with the system, 

exploiting user context, preference-based personalization and autonomous coordination to 

provide user-centric services.

B. Architectural entities

B.1. Interfaces

The interfaces between the system entities must, of course, be clearly defined. In particular, three 
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fundamental interfaces were specified (refer also to Fig. 2): 1) the interface among brokers, 

handled by means of a Simplicity Asynchronous Event Protocol (SAEP); 2) the interface between 

brokers and the external applications (3rd party applications, 3pA) willing to exploit the system, 

called Simplicity Applications Interface (SAI); 3) the interfaces between the TB and the SD, 

called SD Access Interface (SDAI). Some details about these interfaces are given below, while 

describing system entities.

B.2.The Simplicity Brokers

Simplicity brokers are software systems instantiated in user terminals (Terminal Brokers, TBs) 

and in network servers (Network Brokers, NBs). Each broker consists of a central entity called 

Mediator and a number of loosely coupled subsystems attached to it, each one offering different 

functionality (see Fig. 2). Broker subsystems are stand-alone components, which provide 

functionality to other subsystems and specialize in a particular task. This design approach has the 

advantage that it enables a flexible encapsulation of a new functionality within a broker, without 

restricting pre-existing functionality. Communication between the subsystems is asynchronous 

and event-based. It is carried out by means of the Mediator, which has the ability to invoke the 

appropriate event distribution policies according to the “event context” (message type and sender) 

in order to filter, adapt and relay events among subsystems. A Mediator, according to the enforced 

policy, may reject an event or forward it to the intended receiver (with or without modification). It 

can also send it to a remote broker in a way which is transparent to the subsystem. This is done by 

passing the event to a specific subsystem, the Simplicity Broker Communication (SBC). In this 

case, the SBC has to decide whether the event needs to be targeted to a specific broker or 

broadcast to a group of brokers. 

The implementation of a distributed architecture requires close inter-working of software running 

on different machines. Fig. 3 depicts the protocol stack for the interaction within the Simplicity 

framework.

Simplicity specifies the inter-SBC interface as an asynchronous XML based protocol, called 

SAEP. SAEP describes the structure of the messages that SBCs exchange, along with the 

necessary exchange patterns and bindings with underlying protocols, which in our case is SOAP 

(Simple Object Access Protocol, [27]); SOAP messages are transported by using the HTTP 

protocol. SOAP was selected because it is an XML based protocol, and this favors interoperability 

between different implementation platforms.

In principle, SAEP protocol messages can be exchanged between brokers using transport facilities 
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provided by protocols such as ASAP [47], or alternative publish/subscribe communication 

mechanisms such as “tuple spaces” (e.g., [48]). This means that in principle different mappings 

can be defined. 

The current architecture and implementation ensures that communication may take place only 

among brokers that have already registered over an IMS (IP Multimedia Subsystem) infrastructure 

(e.g., see [49]), which can be co-located with the NB. The IMS architecture was originally defined 

and standardized by 3GPP and can be regarded as a collection of FEs and interfaces used by a 

network service provider to offer SIP (Session Initiation Protocol)-based services to IMS 

subscribers.

The authentication mechanisms, therefore, ensure that a broker will only contact, on its own 

initiative, brokers that are authenticated, and, therefore, legitimate. Thus, the Simplicity services 

and Simplicity enabled 3rd party services are provided after successful access and registration of 

the terminal with the network.

B.3.The Simplicity User Profile and the Simplicity Device

The Simplicity User Profile (SUP) was designed taking into account two complementary views 

regarding structure and content. The first one is represented by the 3GPP Generic User Profile, in 

particular the Data Description Model (DDM) [34], which describes a syntax to express a “generic 

user profile” (XML-based). The second view was inspired by the so-called Simplicity Information 

Model, which defines the different types of user/services/capabilities information that a profile for 

3G & beyond systems must contain. It is expressed in UML diagrams and is independent of any 

specific application, protocol, platform, data storage and access technology and can be extended 

to include additional information. The SUP data are physically distributed for efficiency, but 

semantically represent a whole, characterizing each user. The SUP is stored in the SD in a safe, 

secure way. The ideal SD would have an unbounded, secure and reliable memory space for 

storage, powerful processing capabilities to manage data and a minimal physical size. The project 

developed four prototypes using devices very familiar to end-users: i) a Bluetooth phone SD 

(BTSD), which exploits the memory, connectivity and processing capabilities of J2ME and 

Bluetooth-enabled phones; ii) a Java Card SD (JCSD), which implements the SD as an applet 

deployed on a JavaCard; iii) a Flash Memory SD (FSD) which uses memory cards or memory 

sticks and iv) a Virtual SD (VSD), consisting of a pure software implementation (see Fig. 2).

The heterogeneity of the different SD implementations was addressed by a special subsystem 

residing in any TB, the Simplicity Device Access Manager (SDAM). The SDAM uses controllers 
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that provide a unique interface for developers, regardless of the particular SD implementation. A 

single TB may host more than one controller, enabling the use of different kinds of SD with the 

same TB. Depending on the nature of the SD, communication with the SD itself may be based on 

asynchronous messages over Bluetooth connections, exchanges of Java Card APDUs, or other 

mechanisms. The SDAM offers to other Simplicity subsystems an interface based on the 

XQuery/XPath language specifications. The SDAM also enables the SD to exploit functions 

offered by the NB and TB. For example, when the SD has limited or no memory capacity, data are 

stored in a network repository called Simplicity Data Storage, SDS, and a pointer is used to link 

the SD to the location where data are stored.

It is worth noting that, beyond the terminal registration to the network described above, the 

Simplicity system also foresees the authentication of the user towards the SD, for instance when 

the latter is inserted in the terminal. User authentication is the most common kind of 

authentication and it is typically based on a secret login-password or a Personal Identifier Number 

(PIN). 

B.4.The Simplicity Personal Assistant

The Simplicity Personal Assistant (SPA) supported by a number of “core” Simplicity subsystems, 

offers mechanisms to proactively assist users in their interaction with the system. It supports 

personalization and adaptation for services and user interfaces, as well as automatic service 

subscription/invocation, including configuration of services for used devices and session transfer 

across devices. 

The SPA interacts with users via a User Interface and it is attached to the broker system through 

the Simplicity Application Interface of the relevant manager (SAIM). The SPA User Interface 

combines several functions, e.g., a desktop manager, a task manager and a system tray, to name 

only a few. A reduced version of the SPA, named miniSPA, was also developed for Bluetooth 

phones embedding an SD (BTSD).

Note that, in order to integrate third party applications, the TB may also offer the Simplicity 

Applications Interface to third party applications. The SAI API allows applications to benefit from 

Simplicity features.

B.5.Other core subsystems in the Simplicity framework

Profile Management Subsystems: Upon a subsystem request to retrieve/modify the SUP, the 

Profile Management Subsystem interprets the request, checks the requester credentials, checks the 
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access rights associated to the requester contained in the SUP, and consequently allows or denies 

access to profile data. The profile data is then presented in a suitable format which may be, 

depending upon the request, plain text, xml, or even custom structured data. In order to do this, it 

exploits the aforementioned interfaces exposed by the SDAM. Security and data presentation are 

in this way ensured.

Policy Subsystems: One important goal of Simplicity is to build a flexible adaptive system. This 

can be achieved by “Subsystem Policies”, which define choices in the behavior of a system, using 

context information. Simplicity provides two core subsystems dealing with policies. The policy 

subsystem, representing the Policy Decision Point (PDP), makes decisions based on a specific 

subset of context information and policies, which are provided by other Simplicity subsystems. 

The policy management subsystem is in charge of administrating all policies that are used inside 

the whole Simplicity environment.

Service Manager Subsystems: The functionality of the Service Manager on the TB is to request 

services from the Service Manager on the NB, based on the user’s profile and on current needs. 

The Service Manager searches for the services from service registries and provides the Service 

Subsystem with the necessary information from the services which have been found. Finally, if the 

user chooses to subscribe to a service, the SUP is suitably updated.

User contracts and pricing manager: This subsystem is responsible for providing information as 

regards the costs of services and network accesses. 

Capability Manager: The Capability Manager stores and provides the hardware and software 

configuration of the user terminal system. The complete terminal configuration is stored in an xml 

file. 

Access Network Subsystems: The purpose of the Access Network Subsystem on the TB (ANS-TB) 

is to auto-detect network parameters (IP address, subnet mask, gateway IP, etc.) of every terminal 

network interface. The Access Network Subsystem on the Network Broker (ANS-NB) is, on the 

other hand, responsible for providing information about a given user’s current connection with the 

system.

Location Manager: The Location Manager subsystem uses e.g. RFID technologies to provide 

information as regards a user’s position. 

III. ACCESS NETWORK SELECTION: RELATED WORK

Network selection may be performed by the human user or by a software tool running in the 

terminal on his/her behalf and according to his/her policies (user-driven selection). Alternatively, 
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the selection process can be executed by the system (in the terminal and/or in the network), 

according to operator policies (operator-driven selection). In the latter case, the network selection 

can be triggered either by the terminal or the network [44].

The choice of the “best” network Access Point (referred to below as AP) has different implications, 

depending on whether the reference environment is made of homogeneous or heterogeneous 

access networks, but is of interest in both cases, and is of growing importance as the offer in terms 

of number of wireless accesses and services increases. In fact, several standards and technological 

solutions take this issue into account.

The IEEE 802.21 [16] working group aims to specify media-access independent mechanisms 

which optimize handovers between heterogeneous 802 systems and between 802 systems and 

cellular networks. The 802.21 draft standard specifies a set of handover-enabling functions within 

the mobility-management protocol stacks of the mobile nodes and of the network elements that 

provide mobility support. These functions are performed by the so-called Media Independent 

Handover Function (MIHF), which is logically defined as a shim layer between L2 and L3. Its 

goal is to help the higher layer mobility management protocols to have a global view of 

heterogeneous networks to be found in a given area and to perform effective network selection for 

both horizontal and vertical handovers. In particular, the MIHF has to collect information 

(denoted as 802.21 Information Service Elements, ISEs) relevant to the heterogeneous network 

accesses existing within a geographical area. The 802.21 standard classifies the ISEs into three 

categories: (i) General Network Information (e.g., network identity, location, network operator); 

(ii) Link Layer Information (e.g., channel, frequency, physical types, data rates, security, quality 

of service); (iii) Higher Layer Information (e.g., IP configuration, Virtual Private Network, types 

of applications, pricing, roaming partners). This set of information may be retrieved by the MN 

(and thus from the user) from an information server in the network by means of MIH message 

exchanges, and be used as input to the AP selection process. Note that some information can also 

be made available directly by the L2 (e.g., by means of beacons broadcasted by 802.11 APs). In 

the latter case, the MIHF can get this information via a properly defined, local interface between 

MIHF and L2. 

As an example of information provided with the aim of facilitating network selection, we quote 

the decision of 802.11 TGu to address the distribution of the following information [19][20]: 

authentication and enrolment methods, roaming agreements, and application service offer. 

Price-related information is set as an optional requirement.

It is also worth mentioning the work carried out by the IETF Seamoby Working Group, which 
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proposed a Candidate Access Router Discovery (CARD) protocol [5]. This is a high-level 

protocol, which enables a network-assisted mechanism for the quick discovery of the surrounding 

wireless environment, and in particular of IP addresses and service capabilities of candidate access 

routers to hand over to. The procedure is distributed and involves all access routers (ARs). The 

rapid acquisition of IP addresses enables MNs to speed up the (horizontal or vertical) handover 

process and thus to perform a seamless handover [21][22]. On the other hand, information about 

service capabilities (e.g., in terms of security and quality of service) is important for the selection 

of the most appropriate wireless access (target access router). The main aim of this solution is to 

improve the efficiency of attachment procedures in the case of a change in location, and it does not 

provide any support when an MN is not already attached to a network and wants to find a suitable 

access. In fact, since link-layer decisions depend on information retrieved from a high-level 

protocol, the MN needs prior association and authentication with a network point of access, in 

order to enable the mechanism. A performance analysis of different CARD solutions in terms of 

discovery time and signaling burden may be found in [23], whereas an analysis of the capabilities 

needed to drive L2 and L3 handovers is shown in [24].

As for the selection of the best point of access, it is worth noting that a very critical point is the 

definition of metrics able to quantitatively compare heterogeneous points of access, to drive 

optimal vertical handovers. In fact, metrics which account for physical layer parameters differ 

greatly in different wireless networks. Such a topic has been widely studied over the last decade; 

the interested reader should refer to [35][36][37][38].

Other works on this topic focus on architectures and protocols to manage layer 2 handovers in a 

homogeneous 802.11 access section, which is the reference access network that we consider in 

both simulation (section V) and experimental (section VI) analyses.

In the typical implementation of real 802.11b systems, a terminal selects the AP exclusively on its 

received signal strength, without taking into account the current traffic load.

In [4], the Authors propose a distributed architecture based on agents running on 802.11 APs, 

called Load Balancing Agents (LBAs). In the following, we will refer to this approach as 

LBA-based solution. The APs exchange traffic load information to cooperatively balance the 

traffic among them, by forcing the handover of a subset of MNs associated with an overloaded AP. 

The drawback of this approach is that the procedure is unaware of which APs are available to an 

MN, and this implies that an MN which is forced to leave the current AP could be denied a 

subsequent association and could remain connectionless. The advantage of this approach is that it 

works with standard wireless LAN stations. However, in our opinion, if load balancing decisions 
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are taken on the network side, information about the access network context obtained from the 

terminal side is necessary to make the approach effective. The performance of the LBA-based 

solution will be analyzed in section V by means of simulations.

Another alternative, proposed in [6], is that users could be explicitly requested to cooperate 

actively, by physically moving towards specific locations within the network for load balancing 

purposes. In [8][9] Authors assume that selection decisions are taken by MNs and propose to 

embed load balancing information in 802.11 beacons, which are periodically transmitted by APs 

and can be received by MNs. This approach would require some modifications to the structure of 

the IEEE 802.11 beacon. As a result of this approach, some vendors have introduced proprietary 

solutions for load balancing purposes in 802.11 wireless networks (e.g., see [10]). However, this 

solution leads to a lack of interoperability between different vendors. In addition, moving all 

context information, together with the decision process, towards terminals has two main 

drawbacks. The first one is that, if an operator does not want to divulge network-related 

information for security and/or business reasons, it is not possible to embed such information into 

beacons, which are accessible by everyone. The second drawback is that, if the decision is taken 

by the terminal, it is not possible to perform advanced management operations to control the 

wireless access network. 

Another approach is proposed in [39], where the Authors assume that each mobile device is 

equipped with client software to monitor the wireless channel quality that the user is experiencing 

from each of its nearby APs. The client gives this information to a network control centre (NOC) 

which determines the users' associations and updates the clients about its decisions. Accordingly, 

the users switch their associations. The MN-AP association control is an NP-hard problem and the 

Authors present several approximation algorithms under different, firm assumptions (greedy users 

and advanced scheduling algorithms in the APs). In principle, the algorithm is run offline and 

synchronously for all MNs and is to be repeated each time a user arrives or departs. The 

drawbacks are the strong assumptions on which the association control algorithm is based and the 

fact that the approach does not prove to match a dynamic service pattern.

IV. ACCESS NETWORK CONTROL: THE SIMPLICITY APPROACH

A typical goal of a network manager is to optimize network operation in terms of quality of service 

(users' side), throughput and load balancing (operator's side), to minimize failure probability by 

deploying well-designed redundancy and pre-empting critical situations, and minimizing the load 

on human operators. In general, network control actions depend on user-related information, on 
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the spatial distribution of users over the coverage area, and on the characteristics of the network, 

such as network topology, network resources, and available tuning capabilities. If this data is 

largely unknown, network management has to be essentially reactive. Our goal is to collect the 

largest possible amount of information and to use it as input for a decision engine. In this regard, 

we argue that the goals mentioned above could be achieved more easily by exploiting certain 

specific features of the brokerage framework defined within the Simplicity architecture.

The reference environment is an IP network managed by a single operator (e.g., a Campus 

Network) with a number of access routers (ARs) which control a set of heterogeneous APs. 

Handovers can be both inter and intra-technology, intra and inter AR, at both layer 2 and layer 3. 

As regards mobility among ARs, this can be managed with the Mobile IP protocol or by means of 

higher layer solutions (e.g., SIP) [15]; here, without loss of generality, we assume Mobile IP is 

used in order to maintain session continuity. We assume that mobile terminals may be provided 

with a number of wireless interfaces (multi-mode terminals).

In the following, we first give details about the network control procedure and frame such an 

approach within the Simplicity system architecture. We then present some considerations about 

the NB deployment. 

A. The access network control process within the Simplicity framework

For access network control purposes, the most important characteristics of the Simplicity 

brokering framework are:

- the capabilities of the SD-enabled terminals, which can be exploited to assist the network in 

monitoring availability and performance of wireless coverage;

- the user information retrievable from SDs (profiles and preferences), which can be useful to 

predict users' behavior and to differentiate network services according, for instance, to users' 

roles and tariff profiles.

We assume that the network selection process is operator-driven. Users may only provide the 

operator’s management actions with implicit inputs by means of the information stored within the 

SDs. The NB is the entity acting as decision maker, i.e., it is the functional entity in charge of 

taking decisions on the operator side. The TB is in charge of assisting the NB, by providing inputs 

regarding the access network context (i.e., the radio access technologies currently perceived by 

the terminal through a frequency scanning), and by acting as Policy Enforcement Point (PEP), e.g., 

to force handovers. MNs are able to perform frequency scanning and listen to L2 beacons 

periodically transmitted by surrounding APs, and learn the L2 IDs of the APs (i.e., the unique 
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identifier of an AP [5]); these APs are the candidates to hand over to. Note that the ability to 

perform frequency scanning is a minimum requirement for all wireless technologies. In addition, 

we assume that a monitoring process provides the NB with information concerning the current 

status of availability of wireless resources at the APs.

The NB output consists of network control decisions. By applying properly designed algorithms, 

the NB can not only dynamically optimize the distribution of mobile users within the wireless 

section, but also activate/deactivate APs, control AP transmission power, limit the fruition of 

application services and so on.

In this paper, we test the ability of the Simplicity system to balance the load by driving MNs 

towards the most appropriate AP. We assume that the wireless coverage is such that several 

wireless accesses are available (dense wireless coverage), so that a load balancing mechanism 

makes sense. Balancing the traffic load is obviously convenient not only for management 

purposes, but also for the users, who can thus experience an improved level of service. The 

selection process may be invoked: (i) when the terminal is switched on; (ii) periodically, 

according to operator's policies; (iii) when a handover is needed. The overall process is sketched 

in Fig. 4. When a terminal is switched on, the TB exchanges information with the NB through a 

default network connection and the NB drives the terminal towards the most appropriate wireless 

access.

The distributed nature of this procedure raises a number of security and privacy considerations, 

both for users and for service providers. These aspects are beyond the scope of this paper; however, 

the Simplicity project did, in fact, analyze them (see [32]). 

We point out that our proposed approach can be used in a heterogeneous wireless access network 

environment, including several different access technologies.

With reference to the detailed Simplicity system architecture described in section II, the access 

network control process is accomplished by new application-specific entities: the Campus 

Network Access Control (CNAC) subsystems, one in the TB and one in the NB (see Fig. 5).

The CNAC subsystem in the TB is in charge of

 communicating with the CNAC in the NB via the mediator subsystems;

 retrieving user and terminal side information and sending them to the CNAC in the NB;

 interfacing with the heterogeneous Network Interface Cards (NICs) of the terminal with 

the aim of (i) driving frequency scanning operations and retrieving the access network 

context from the terminal side; (ii) monitoring the current wireless connection; (iii) 
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forcing the wireless connection of the terminal towards a given point of access according 

to the commands from the NB;

 triggering a new selection process (e.g., when the quality of the current access is 

definitely decreasing).

As regards the CNAC in the NB,

 it communicates with the CNAC in the TB via the mediator subsystems;

 it is configured with specific management policies, defined by the network operator with 

the aim of improving network performance while maintaining user satisfaction;

 it executes a network monitoring function to periodically collect information concerning 

the status of the network points of access, for instance from bandwidth monitors installed 

within them;

 it periodically triggers the network selection process.

Thus, all the user and network context is stored by the CNAC in the NB. As regards the act of 

taking decisions, in principle such a task may be performed by either the CNAC or the PDP 

subsystem.

B. The NB architecture

In principle, the NB may be implemented either as a centralized entity or distributed over several 

network entities. In the latter case, we assume that the NB instances are co-located with ARs. This 

means that each AR is in charge of directly managing only the APs under its control.

As regards the issues specifically related to the case of 802.11 access networks which we analyze

in the remainder of the work, a large number of vendors currently envision the presence of a 

centralized controller entity addressing management issues. The interested reader should refer to 

the work of the IETF CAPWAP Working Group [17][18], the main goal of which is to define a 

standardized, interoperable interface between the APs and the controller without involving user 

terminals. An important feature of the Simplicity architecture, and a difference with respect to the 

CAPWAP centralized architecture, is that the NB may also communicate with Simplicity-enabled 

terminals.

The centralized implementation of the NB is a reasonable choice for small networks. On the other 

hand, if the network is large, the distributed solution could, for reasons of scalability, be 

mandatory. In this case, each AR has to be able to retrieve the network status of its APs and of APs 
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belonging to neighboring ARs, the coverage area of which overlaps with its own. In this way, 

MNs can be driven by the current AR to perform handovers at both layers 2 and 3. The discovery 

of the surrounding wireless coverage map at each AR (discovery phase) may be either manual or 

automatic. In the latter case, the network has to be able to self-discover its wireless coverage. In 

operation (steady phase), neighboring ARs have to exchange the service capabilities of their APs. 

The analysis of the self-learning discovery phase and of the steady phase, along with a quantitative 

evaluation of discovery time and signaling burden, can be found in [23]. In this regard, we remark 

that the signaling burden associated with both the discovery and the steady phase in the whole 

network is definitely low (few Kbps). Thus, the benefits which can be obtained by implementing 

the Simplicity load balancing mechanism may easily justify the corresponding cost in terms of 

network resource consumption and complexity of implementation. 

V. MODEL DEFINITION AND PERFORMANCE ANALYSIS

In this section, we define the parameters of the model and show some numerical results obtained 

with a simulation campaign. Our aim is to highlight the effectiveness of the proposed load 

balancing mechanism. We carried out many experiments by using a NS-2 [11] simulator, in a 

homogeneous 802.11b access network.

We compare three approaches:

 the legacy approach, where the point of access is selected by the terminal according to the 

signal strength (Received Signal Strength Indicator, RSSI);

 the Load Balancing Agent (LBA)-based approach described in [4], consisting of a 

completely distributed architecture based on agents running at each AP without any 

support from the terminal. In more detail, each LBA periodically broadcasts the load level 

of its AP to other APs. Using the reports from other LBAs, each LBA assesses whether the 

load is balanced among neighboring APs. If it is not balanced, it determines its AP state 

with respect to load sharing. Under-loaded APs are willing to accept new MNs. 

Overloaded APs do not accept additional MNs and force the disconnection (sending a 

de-association notification) of some MNs to reduce their load level;

 the Simplicity solution, according to which the point of access is selected by the network 

exploiting the brokerage framework distributed among the network and the terminal, as 

described in section IV.

These approaches do not require any modification to the IEEE 802.11 standard, but only 
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application-level software within either APs and/or MNs. A qualitative comparison among the 

three approaches is reported in Table 1.

It is to be noted that the Simplicity approach requires the installation of new software in both user 

and network elements. One might argue that this is a heavy requirement. However, installation of 

this additional software in our business model for the Simplicity approach is not merely for the 

sake of load balancing. It is put there for a variety of reasons, primarily to personalize and 

customize services. Then, it may also be used to balance the load.

Table 1: Architectural/functional comparison among legacy, Simplicity and LBA approaches.

Feature LBA-based approach Simplicity approach Legacy approach 

Compatibility with IEEE 802.11 
standard

YES YES YES

Additional software in APs YES
(LBA)

YES
(bandwidth monitor)

NO

Additional software in MNs NO YES
(Terminal Broker)

NO

Network-MNs cooperation NO YES NO

Communication protocol Needed
(among LBAs)

Needed
(among brokers: NB-NB and TB-NB)

Not needed

Centralized controller NO YES
(a Network Broker for each IP subnet)

NO

Decision maker LBA Network Broker Mobile Node

Decision output De-association of MNs Target AP Target AP

Inputs to the selection metric Traffic load Traffic load, RSSI, etc RSSI

Network service differentiation on 
the basis of user profile

Not possible YES Not possible

Autonomic mobility management NO YES
(system driven)

NO

Operator-oriented YES YES NO

A. Simulation scenario

We simulated a network scenario with 25 APs (802.11b). Each AP is controlled by an AR. This is 

due to an intrinsic limitation of NS-2, which allows connecting only one AP to each AR. Thus, in 

the following, we will refer to AR and AP indifferently, since they are co-located. Nevertheless,

this limitation does not affect the generality of our results on the load balancing performance. 

We distributed the ARs following a regular, hexagonal, cellular pattern over a rectangular area of 

100×130 m2, representing a portion of a campus area. This implies that the ARs located at the 

centre of the simulated area always have six neighboring ARs. The distance between any two 

neighboring ARs is set at 28.8 m. The coverage radius is equal to 22.4 m (corresponding to a 

coverage area equal to 1576 m2), and the overlapping area between two adjacent APs is equal to 

381 m2. We classify the coverage area of an AP into two zones: the optimal zone and the border

zone. The former is characterized by a received power level in the range [PWopt, PT], where 
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PT=34 mW is the transmission power, and PWopt=9.889 nW is the minimum received power for an 

optimal reception (corresponding to a radius equal to about 19.4 m). The border zone is 

characterized by a received power level in the range [PWmin, PWopt], where PWmin=6.677nW is the 

receiver sensitivity. The overlapping area between the optimal zones of two neighboring APs is 

equal to 125 m2.

In order to simulate a real setting, we adopted a frequency reuse strategy based on a triangular 

structure, and selected channel numbers 1, 6, and 11 of the IEEE 802.11b standard [12]. This 

implies that at any point in the simulation area, there is only one AP active for a given frequency 

channel. The Mobile IP version used to manage inter-AR mobility is MIPv6.

MIP advertisements are sent each second, whereas the L2 beacons are sent each 100 ms. Since 

three 802.11b channels are used, the duration of the beacon listening phase is bounded by 200ms 

(i.e., the time needed to scan the two channels different from the current one).

To analyze the load balancing capability of the Simplicity-enabled system, we loaded the network 

with constant bit rate traffic (modeling VoIP calls, [26]) with an overall bit rate equal to 

B=64 Kbit/s. The call duration is exponentially distributed with an average duration of 5 minutes. 

Call arrivals are modeled as a Poisson point process. The value of the average arrival frequency is 

set so as to have a traffic load within the network equal to (0.6·NMN) Erlang, where NMN is the 

number of MNs in the area. Such a number is variable in the different simulation settings and 

ranges from 50 to 200. We do not implement any call admission control scheme to limit the 

number of VoIP calls in the network.

As regards the mobility model, as stated in [40], “in the absence of established properties of real 

mobility patterns, it is not yet clear today what the requirements on a mobility model should be”. 

However, according to the review presented in [3], we selected the Gauss-Markov mobility model, 

because “the Gauss-Markov Mobility Model also provides movement patterns that one might 

expect in the real-world”. In fact, the Gauss-Markov model avoids sharp changes of direction, 

thus allowing previous speed and direction to influence future mobility; in addition, it forces MNs 

away from the edges of the simulation area, thus avoiding undesired edge effects [3].

The equations controlling the motion of a MN mobility are:



















1

1

)1()1(

)1()1(

2
1

2
1

n

n

xavenn

xavenn

dddd

ssss




, (1)












)sin(

)cos(

111

111

nnnn

nnnn

dsyy

dsxx
, (2)



2121

where sn and dn are the speed and the direction of the MN at time n, 0≤≤1 is the tuning parameter 

used to modify randomness, aves  and aved  are values representing the average of sn and dn, 
1nxs

and 
1nxd  are Gaussian random variables with zero mean and variance 1 and , respectively. 

Clearly, xn and yn represent the surface coordinates of the MN position in the area at time n.

We have used this model with directional parameter 5.0 , variance of the direction 

initial average direction d0=0 and average speed 1aves  m/s, with the step fixed at 1 s (i.e., 

the position of MNs is updated every meter, on average). When an MN is near the edge of the 

simulated area, its average direction is inverted.

In addition, we also considered a modified version of this mobility model. This modification aims 

to model situations in which a number of MNs move towards the same set of points (which we 

define attractors). In particular, if (xa, ya) are the coordinates of an attractor, the average direction 

( aved ) of an attracted MN at step n is modified as follows:
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In our simulations, we have included five attractors, the coordinates of which are (65,85), 

(57.5,85), (65,77.5), (72.5,85), and (65,92.5). When the attractors are switched on, a percentage 

XACC of the total number of MNs moves towards them with a number of attracted MNs equal to 

(XACC·NMN)/5 for each attractor. In addition, we also simulated a Stop&Go behavior to model the 

case when MNs are both in movement and motionless. The rationale of these choices may be 

found in the mobility features which may be typical of a campus network [41]. The movement 

towards attractors may be representative of a number of users (e.g., students and professors) 

gathering in laboratories or classrooms for lessons. On arrival, it is clearly necessary to emulate 

the length of stay in such a place. 

B. Selection metric

As regards the process of selecting an AP, we implemented three models in the simulator: the 

legacy 802.11b system, the LBA-based mechanism, and the Simplicity-enabled 802.11b system.

As regards the formal definition of the load of an AP, there is no common consensus in literature 

(e.g., see [4][7][36][25][37][39][42]). Possible definitions are the following: (i) the number of 

MNs associated with the AP; (ii) the throughput of the AP; (iii) the percentage of time during 

which the medium is busy; (iv) the sum of the inverse of the effective bit rates of MNs associated 
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with the AP; (v) the number of competing stations. In this work we assume that the load is the 

throughput of the AP, including both uplink and downlink traffic, since such a value can be easily 

computed by the AP without any assistance from the MNs.

B.1.The legacy approach

The legacy mechanism was designed according to the typical implementation of real 802.11b 

systems, in which a terminal remains attached to the current AP until the received power level 

goes below PWmin. When the terminal detects it is going to be disconnected, it performs a beacon 

scanning and then selects and attaches itself to the AP with the highest signal strength among the 

set of discovered APs.

B.2.The Simplicity approach

In the Simplicity mechanism, when the power level of the current AP goes below PWopt, the TB 

performs a L2 beacon scanning, communicates the relevant outcome to the NB, and requests a 

driven handover. We also assume that, when the terminal turns on, it initially selects the AP with 

the highest signal strength to enable the message exchange between TB and NB. In the simulator, 

we implemented the distributed version of the NB. Thus, each AR acts as an NB and is in charge 

of controlling the MNs under its coverage. Each NB identifies the “best” AP among the set of 

candidates by using both the context information retrieved from the TB (available APs and 

relevant power level) and the measurements collected each TBW=6 s at the neighboring APs (i.e., 

the amount of available bandwidth, which is measured on a time window equal to 6 s). An AP is 

considered a candidate if the power level of its L2 IDs is above PWmin. 

As mentioned above, the selection process may also be triggered periodically in a way which is 

asynchronous for each MN. The period, TSEL, is set to TSEL=60 s. The choice of the values of TBW

and TSEL was made according to the results of the analysis carried out in [25], where we presented 

results showing the ability of the system to distribute the MNs among points of access, without 

explicitly considering network traffic.

Finally, the NB notifies the target AP to the TB, and the TB associates with such an AP. 

The Simplicity enhanced system selects the best AP by using a cost function, MAP, which depends 

on the current load (L) of the AP and on the power level (PW) perceived by the MNs during 

beacon listening. 

The choice of the cost function was motivated by the following considerations (see Fig. 6). 

Whenever possible, the MN has to be driven towards the APs with a power level of over PWopt, 
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since an MN in the border zone of an AP is in a precarious situation (even a small movement can 

lead to a loss of the network connection). We define this set of APs as top level candidates. Among 

them, the selection is made by taking into account the load balancing criterion. Thus, load 

balancing influences the AP selection if the MN is in either the optimal zone of more than one 

candidate APs or the border zone of all candidate APs; we define the APs whose signal is received 

by an MN with a power level in the range from PWopt to PWmin as low level candidates. 

Thus, the AP selection is a two-stage decision. In the first stage, APs are classified on a 

power-basis. In the second stage, the least loaded AP is chosen from among those selected in the 

first stage. In other words, the selected AP is the one with the lowest cost, defined as 

   iiAP PWfLfiM 21)(  . (4)

The function f1(Li) represents the cost related to the amount of used bandwidth on APi, and is given 

by
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where Li is the current average load of APi, whereas j is a parameter set equal to 0 for the AP to 

which the MN is currently attached and equal to 1 for the other candidate APs.

Parameter C is a normalization value and is set equal to 11Mbit/s (i.e., the nominal bandwidth of 

an 802.11b AP); B=64 Kbit/s is the amount of bandwidth associated with a call. Parameter H

(hysteresis) is introduced to avoid annoying ping-pong effects (i.e., continuous switches among 

overlapping APs). Of course, the higher the value of H, the lower the load balancing effect of the 

procedure, and the higher the stability of the process. Thus, the choice of the value of H has to be 

made considering a trade-off between performance and stability. The value a>1 is a design 

parameter introduced to make the cost function f1(L)≠0.

The function f2(PWi) is the factor related to the power level of APi, and it is equal to 
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Thus, we separate the cost associated with top level candidate APs and the cost associated with 

low level candidate APs, for any value of L and for each choice of a. We choose a=1000 so as to 

make the bandwidth cost of the extreme case (the one corresponding to no traffic load) lower than 

the bandwidth cost relevant to a single call (i.e., to have f1(0)=1/a<B/C). In this way, f1(L) ranges 

from 0.001 (all the bandwidth is free) to a value lower than 1, since the maximum net bandwidth 

of an 802.11b AP is far lower than 11 Mbps and is around 5 Mbps. The cost function is depicted in 

Fig. 6. We are aware that the proposed approach is a heuristic one, using a fairly simple metric, 
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and we stress that the goal of this work is to show the effectiveness of the architectural solution 

even with a non-optimized, selection algorithm, as illustrated in the following subsection. Clearly, 

the Simplicity architecture can easily support the use of a more complex and performing metric in 

both homogeneous and heterogeneous wireless environments.

B.3.The LBA-based approach

We assume that each AP compares the value of its load (L) with the one (Lave) obtained by 

averaging the loads of its neighboring APs. Each LBA has to be configured manually with the list 

of neighboring APs. Note that, since the MN cannot communicate the set of APs it listens to, Lave

has to be evaluated on all the APs in the list. In principle, the MN may not be under the coverage of 

them all.

If L < Lave+B, then the MN is allowed to remain connected with the current AP, otherwise it is 

forced to de-associate. This operation is performed periodically in a way which is asynchronous 

for each MN; the period is set equal to 60 seconds. Neighboring APs periodically exchange 

information about their current load with a period equal to 6 seconds. When the MN realizes to be 

disconnected, it performs a beacon scanning and then selects and attaches itself randomly to one 

of the discovered APs. 

C. Numerical Results

The total simulated time is 3000 s. It consists of a transient period (lasting for the first 1000 s, 

during which we do not collect statistics) and two observation phases. In phase 1, lasting from the 

time instant 1000 s till the time instant 2000s, MNs move according to the Gauss-Markov mobility 

model; subsequently they stop until the end of the simulation (phase 2, from time instant 2000 s 

until the time instant 3000s). This enables the load balancing mechanism to be test both when 

MNs move and when they are motionless.

Please note that all the curves, if not differently specified, are obtained by averaging 20 simulation 

runs. Confidence intervals, which are definitely low, are not shown to improve the neatness of the 

figures. In the case of the Simplicity approach, we ran simulations for values of the hysteresis H

ranging from 0 to 4; in the figures, we only report curves relevant to the value of H=2, which 

yields the best performance and provides the system with sufficient stability.

Our goal is twofold. Firstly, we aim to minimize the traffic load of the most loaded AP in the 

network area. In other words, the load balancing procedure has to be able to minimize the 

maximum utilization coefficient among the APs. A preliminary observation is that, due to the 
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mobility model adopted, MNs tend to concentrate in the centre of the simulated area. 

Consequently, the APs in the central region of the network are the most loaded ones. Secondly, we 

aim to maximize the throughput of the whole network (i.e., to minimize packet losses on the 

wireless section due to congestion). 

We define the average throughput of the most loaded AP during a simulation phase (either 1 or 2) 

as

}{max
,..,1

i
Ni

loadAP Lmax
  , (7)

where iL  is the average throughput of the ith AP for a given simulation run and N is the number of 

APs. In addition, we define the average throughput of the overall system as 
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In the first set of simulations, attractors remain inactive throughout the entire simulation.

Fig. 7a shows the mean value of maxAP-load during phase 1 (i.e., when MNs move) for the legacy, 

the LBA and the Simplicity approach as a function of the number of MNs, NMN. Fig. 7b plots the 

same quantities with reference to phase 2 (i.e., when MNs move) Clearly, the throughput increases 

with NMN, since the traffic load also increases with NMN, as mentioned above. When the MNs move, 

the performance of the three mechanisms are quite close to each other, whereas the improvement 

of the Simplicity load balancing mechanism is evident (around 25% for NMN=150 with respect to 

both legacy and LBA solutions) when MNs stop. 

Fig. 8 shows the average throughput of all the APs in the network area during phase 2 for the three 

approaches, for a single run, when NMN=150. Histograms show that the traffic load is definitely 

well distributed among the APs when Simplicity load balancing is used. The APs in the central 

area of the network are definitely the most loaded ones, whereas the APs located on the border of 

the network area deliver a lower amount of traffic and are almost useless for load balancing 

purposes. 

Fig. 9 illustrates the average packet loss experienced in the network as a function of the number of 

MNs during phase 1 and phase 2. As expected, the Simplicity mechanism presents the best 

performance. This is especially due to the fact that the Simplicity system is able to drive the MNs 

connection by taking into account information coming from the terminals (i.e., the set of 

surrounding APs) and it is also able to drive handovers before MNs are disconnected from their 

previous link. This allows limiting the time during which MNs are disconnected, thus reducing 

packet losses. This clearly means that the Simplicity system guarantees a higher value of the 

overall throughput LTOT.
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The improvement of the Simplicity approach with respect to the legacy system is quite noticeable 

and is more evident when MNs stop and the Simplicity system is able to reach a steady state; when 

NMN=150, the improvement in terms of losses is around 60% in phase 1 and 80% in phase 2.

As for the LBA approach, we can see that it performs even worse than the legacy system when 

MNs stop. This is due to the fact that the LBA mechanism forces the de-association of an MN 

without any knowledge about the coverage status surrounding the MN itself. Consequently, the 

number of “blind” handovers of LBA is definitely higher than that of the legacy system (in 

principle equal to zero), thus implying a higher disconnection time and more packet losses. This 

negative result would only be avoided if the coverage area of neighboring APs were completely 

overlapped. On the other hand, when MNs are in movement, the LBA load balancing action has a 

positive effect on the overall throughput and the performance is better than the legacy approach, 

although definitely worse than the Simplicity approach.

Beyond the advantages in terms of throughput and packet losses, we remark that the Simplicity 

approach improves the load balancing performance when MNs are motionless (as illustrated in the 

figures above). In addition, it is also worth noting that the current AR knows the surrounding 

wireless coverage and is able to communicate to the MN the IP address of the AR to hand over to. 

This enables the overall handover process to be speeded up and fast handover procedures to be 

executed ([13][14]). 

Now, let us analyze the case in which attractors are switched on during phase 1 (i.e., from time 

instant 1000 s until time instant 2000 s), when MNs move according to the modified 

Gauss-Markov mobility model. During phase 2 (i.e., from time instant 2000 s till time instant 

3000s), MNs are motionless. The situation is quite different from the one in the previous 

simulation setting. In fact, a number of MNs move towards a small portion of the simulation area, 

and thus a subset of network resources are more stressed during phase 1 and especially during 

phase 2.

Fig. 10 shows the average value of maxAP-load for all solutions in both phase 1 (Fig. 10a) and phase 

2 (Fig. 10b), as a function of the percentage of attracted MNs, XACC. XACC ranges from 20% to 50% 

and the number of MNs is set equal to NMN=150. Since the concentration of MNs in a small area 

represents a critical condition for the APs covering such an area, in this case the advantage of the 

Simplicity solution with respect to both the legacy and LBA solution is always noticeable, even in 

phase 1, with a gain of up to 67%; in phase 2 the gain reaches values of up to 30%.

Looking at Fig. 10a (relevant to phase 1, [1000 2000] s), for XACC equal to 20% and 30%, the 

higher the value of XACC, the higher the throughput of the most loaded AP. This is an expected 
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result, since the higher the number of attracted MNs towards a small area, the higher the load of 

the most stressed AP, which is the one in the centre of that area. However, for XACC equal to 40% 

and 50%, this trend is inverted.

This behavior can be explained by also taking into account the results shown in Fig. 11a, which 

reports the average packet losses experienced in the network as a function of XACC in phase 1. As 

expected, packet loss rapidly increases with XACC, since, when a number of MNs are concentrated 

in a small area, they offer a large amount of traffic to a small number of APs. This implies that 

these APs become highly congested and start losing packets due to collisions on the shared 

wireless medium3. 

Thus, if we return to Fig. 10a, when the percentage of MNs concentrated in a small area is not high, 

only a few packets are lost, and the throughput of the most loaded APs (i.e., the ones in the 

crowded area) increases with XACC. For higher values of XACC, this phenomenon increases, and the 

packet loss due to collisions becomes dominant and maxAP-load begins to decrease.

As regards phase 2 ([2000, 3000] s), if we look at Fig. 10b, the throughput of the legacy system for 

low values of XACC strongly increases with XACC, as in phase 1. When the number of MNs 

concentrated in a small area increases up to 75, due to the same phenomena mentioned above, the 

value of maxAP-load for both the legacy and LBA systems rapidly decreases. The behavior of the 

Simplicity system when compared with that of phase 1 is slightly different. The value of maxAP-load

still increases for XACC equal to 40%, whereas its value definitely decreases less than in Fig. 10a 

for higher values of XACC. This is due to the load balancing function performed by the Simplicity 

system, which also enables approximately 6% of the overall system throughput to be saved, when 

compared to the legacy and LBA systems, for a value of XACC equal to 40%. Fig. 11b shows that 

the gain in terms of packet losses is approximately 30% for XACC=40%. When attractors are 

switched on and MNs are motionless, the improvement in terms of aggregated throughput is due 

to the fact that network resources are stressed, and a better load distribution implies a lower 

amount of packet losses. Another comment is that Fig. 10b shows that, as expected, when the 

number of attracted MNs increases, the action of the load balancing function is less efficient, even 

though the performance of the Simplicity approach in terms of packet losses and load distribution 

among APs is always better than those of the other solutions. In this regard, Fig. 12 shows results 

obtained with a single run, for NMN equal to 150 and XACC equal to 30%. It illustrates the average 

load in phase 2 for the legacy, LBA and the Simplicity system. With respect to Fig. 8 (attractors 

inactive during phase 1), the effects of the load concentration in a very small number of APs and 

                                                       
3 This also means that the overall throughput, LTOT, delivered by the wireless network decreases with XACC.
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of the load balancing function in the Simplicity system are definitely more evident. 

As for the LBA solution, we remark that, contrary to the case with attractors switched off, in this 

case in phase 2 it experiences performance in terms of packet losses similar to the legacy system, 

whereas its performance in terms of load balancing capabilities are slightly better. This behavior is 

due to the fact that, under these new conditions, wireless resources are definitely more stressed 

and, contrary to the case when attractors are switched off, the positive effect of the load balancing 

is able to compensate the negative effect caused by network disconnections.

To sum up, as already mentioned for the case with attractors switched off, the Simplicity load 

balancing mechanism is definitely more effective when MNs do not move, and the system 

dynamics is due to call arrival/departure processes only.

VI. PROTOTYPE DESIGN AND DEVELOPMENT

The prototype described in this section is part of the test-bed developed within the framework of 

the Simplicity project (see e.g., [28][33]), according to the architecture guidelines described in 

section II. The goal of the scenario we focus on in this paper (the so-called Campus Network 

scenario) is to show the feasibility of a mechanism which enables a network operator in the 

Campus to control the wireless access network, by personalizing both network and application 

services. For this purpose, and contrary to the simulations discussed in section V in which users 

are considered equal to each other, the system also takes into account the user profile information 

retrieved from the SD, which is a basic input of the personalization process of the service. 

In principle, service personalization is a general concept, which can be extended to any access 

network and application services. Here, we limit the scope of the demonstration to an 802.11b 

access network, two classes of users (professors and guests/students) and to a web browsing 

service. We consider two classes of APs. APs of class A are open to everyone, irrespective of their 

load status and, if the load is above a given threshold, guests/students are allowed to browse in 

limited mode only (i.e., web pages are downloaded without images and flash videos4; an example 

is reported in Fig. 13 and Fig. 14). APs of class B are open to everyone only if their load status is 

below a pre-defined limit. Beyond this value, guests/students are not allowed to access all class B 

APs.

                                                       
4 The rationale of the choice of forbidding low priority users from downloading web images and videos under critical network 

conditions is twofold. The first is that this policy enables wireless bandwidth to be saved and a basic service to be provided at the 

same time. The second is that, even though it is clearly possible to define more effective policies to personalize application services, 

this policy is impressive and easily visualized.
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The objective of the access network control process is twofold:

- the procedure enables the operator to perform network access differentiation and load 

balancing, based on the user role, which is a specific field of the user profile. High priority 

users (professors) perceive a better service in the case of wireless network congestion. In more 

detail, they have full access to all APs, whereas low priority users (guests/students) have 

access to a set of “restricted” APs (class B), only if the congestion level of these APs is low. In 

addition, high priority users can always browse the web in normal mode, whereas students can 

be forced to browse in the limited mode in the case of a high traffic load. 

- the access network control process provides users with an automatic mechanism able to 

manage network connection without requiring any additional effort on the part of the user.

In the following sections, we first describe the demo architecture, giving some details concerning 

hardware and software choices, and then we report the results obtained from a measurement 

campaign performed to evaluate the overall procedure in terms of signaling burden, handover time 

and packet losses.

A. Test-bed description

The physical demo architecture is illustrated in Fig. 15. We assume that the users are located in the 

same IP network, under the coverage of two APs connected to the Internet through a gateway. The 

coverage areas of the two APs are partially overlapping. The NB is implemented in a Linux server 

located in the same IP network. 

On the terminal side, the Campus Network scenario comprises a Linux-based Simplicity laptop 

hosting the TB. We remark that the TB is in charge of (i) driving the mobile terminal towards the 

most appropriate AP, and (ii) setting the web-surfing mode (limited or normal). Such network 

control decisions are taken by the NB on the basis of the wireless traffic load, retrieved from the 

APs (implemented by means of Linux-based laptops), and of the user role, retrieved from the SD 

through the TB. 

In this scenario, the SD is implemented by means of an USB stick. The exchange of messages is 

illustrated in Fig. 4.

As depicted in Fig. 15, we use two laptops to generate the traffic that loads the two APs. For this 

purpose, we used the D-ITG software [31].

As mentioned in section IV, the specific access network control functions are executed by the 

CNAC subsystems. In more detail, the CNAC Subsystem in the TB communicates both network 

and user context to the CNAC in the NB in order to allow it to select not only the best AP among 



3030

those discovered by the MN, but also the proper web surfing mode. All Simplicity subsystems 

were developed in Java. In addition to the Java-based broker software, we developed a number of 

specific software modules to implement the load balancing and the web surfing adaptation 

functions. These additional application-specific modules are located both in the MNs and in the 

APs (see Fig. 16). As regards the MN, these modules are:

- Wi-Fi Manager: this is a C module developed to interact with the 802.11b wireless card 

(WLAN 802.11b Digicom Palladio Wave with chipset Prism2). It is driven by the CNAC in 

the TB, which orders to perform frequency scanning and to attach to the target AP. Interaction 

with the wireless card is handled by means of the Linux Wireless Extensions, available in the 

kernel of the Mandrake 10.0 distribution, able to fully drive the Prism2-based card with the 

Host AP driver [29] in managed mode. The interface with the CNAC is implemented with a 

TCP local socket.

- Web Surfing Manager (in the TB): this is a modified version of Muffin [30], which is a 

Java-based proxy driven by the CNAC in the TB with the aim of setting the selected web 

surfing mode. The interface with the CNAC is implemented with a TCP local socket.

- A graphic user interface (the SPA, see Fig. 17), in the user terminal reports information 

relevant to the current connection, and in particular the name of the current AP, the current 

web surfing mode, and the current received power level. 

The APs were implemented by means of the Host AP daemon [29] in master mode, using WLAN 

802.11b Digicom Palladio Wave with chipset Prism2. In addition, we  developed a module named 

Bandwidth (BW) Monitor. It is a C module which measures the used bandwidth on the wireless 

interface of each AP within a sliding window, and communicates this information periodically to 

the NB via a UDP network socket.

As regards the NB, we developed a graphic control panel enabling the network operator to set the 

system configuration parameters. In Fig. 18 we show a screenshot of this control panel, which 

includes the following fields:

 The list of managed APs: it is possible to add, remove or edit any entry in the list of APs, 

specifying the L2 ID, the Class (A: everyone or B: restricted), and the IP address of the AP. 

The amount of bandwidth currently used in each AP (in Kbit/s) is periodically updated.

 IP address and port number of the NB: this specifies the socket on which the CNAC in the NB 

receives the updates from each AP in the list.
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 BW Measurement Window: the length of the measurement window used by the BW Monitor 

module located in the APs to compute the average load.

 BW Update Period: APs send updated information to the CNAC in the NB with this period. 

This parameter corresponds to TBW, already defined in V.B.

 Selection Period: the time period used by the CNAC in the NB to check the status of the 

controlled terminals and, if needed, to change their settings. This parameter corresponds to 

TSEL, already defined in V.B.

 Bandwidth Thresholds (Kbit/s): the meaning of this parameter depends on the class of the AP 

(class A or class B, as defined at the beginning of this section). If the traffic load of an AP of 

class A is higher than the Everyone threshold (LE), guests/students connected to that AP are 

allowed to browse in a limited mode only. If the traffic load of an AP of class B is higher than 

the Restricted threshold (LR), then guests/students are not allowed to access that AP. 

 Power Thresholds (these parameters have been already defined in section V.A): 

 PWmin (dBm): this is the power value under which an AP is not considered a candidate to 

be selected as a target access to the network;

 PWopt (dBm): this is the power value beyond which an AP is considered an optimal 

candidate to be selected as a target access to the network.

 Hysteresis levels:

 BW (Kbit/s): used by the CNAC in the NB in the bandwidth metric (refer to (5)) to avoid 

ping-pong effects. This has the same meaning of the product H·B, used in section V.B;

 PW (dBm): used by the CNAC in the NB in the power metric (see (10) below) to avoid 

ping-pong effects, when a terminal is near the border zone (i.e., it receives a power level 

around PWopt).

The metric used to select the target AP in the demonstrator is more complex than that used in the 

simulations, since it also takes into account inputs from the user profile. It is an enhanced version 

of the one proposed in section V.B and is defined as follows. If the user is low priority, the cost of 

the i-th AP discovered by the MN is equal to 

   inewiLPLPAP PWfLfiM ,2,1, )(  , (9)

where f2,new(PWi) is a slightly modified version of the f2(PWi) presented in section V.B, whereas 

f1,LP(Li) is a cost function specific for low priority users that takes into account the AP load Li. In 
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more detail, the new power-based cost function is
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where the parameter PW is the hysteresis value described above, a is equal to 1000 (as in the 

simulation trials),and j is equal to 0 for the current AP, and equal to 1 for all other candidates. This 

modification of the power-based cost function presented in (6) is due to the characteristics of the 

real wireless channel, which differs considerably from the one we used in NS-2. To be more 

specific, the signal strength of the current AP is monitored reliably, since disconnection from the 

current channel is not required to execute this measure, whereas the power level of possible 

candidates is gathered within a single frequency scan, and this measure could be very unreliable 

due to some transient, environmental factors. Thus, to limit the ping-pong effect due to 

unfavorable scan results, we added a hysteresis on the power level measured for candidates other 

than the current AP.

The new load-based cost function for low priority users is a bit more complex than that presented 

in (5), and is equal to
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where the parameter BW and LR have been defined above. 

If the user is a high priority one, the cost function of the i-th AP discovered by the MN is simply 

equal to

   inewiHPAP PWfLfiM ,21, )(  , (12)

where f1(Li) is the function defined in (5).

In addition, the demonstrator implements another metric to decide whether the browsing sessions 

of low priority users connected to a class A AP, which is too heavily loaded, need to be set to the

limited mode. To this end, we define for ClassAAPi   the function g(Li), which establishes the 

web browsing mode of low priority users served by the AP according to the following law:

 


 


otherwise
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We recall that the web browsing mode of high priority users is always set to “normal”.

The functions of the demonstrator are described by means of a story-line, in Fig. 19.
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B. Measurement results

We carried out a number of measurement trials to assess the performance of the Simplicity access 

network control procedure. In more detail, we evaluated the cost in terms of signaling rate, and the 

benefit in terms of reduced packet losses. In addition, we also measured the handover time.

As regards the traffic overhead, Fig. 20 reports the signaling rate per-user as a function of the 

selection period TSEL. As expected, the signaling rate decreases with the selection period and its 

value is below 3 Kbps when the selection period ranges from 1 to 4 minutes. 

As regards the benefit of the mechanism in terms of reduced packet loss, we considered three 

different kinds of users and performed a measurement trial for each of them: a non-Simplicity user, 

a Simplicity student, and a Simplicity professor. Each user generates a UDP traffic with a constant 

bit rate equal to 3 Mbps. We also generated a background traffic to load the network. The traffic 

pattern used to load the two APs of the test-bed during the experiment (lasting 210 seconds) is 

shown in Fig. 21a. Both APs are initially unloaded; at time t1=30 seconds the user begins the UDP 

session; at time t2=60 seconds the AP of class A is loaded with another UDP traffic flow with a 

rate equal to 4 Mbps; at time t3=150 seconds another UDP flow charges the AP of class B with a 

load equal to 1.5 Mbps.

At the beginning of the experiment, all users are connected to the class A AP and the selection 

process occurs at times 60, 120, 180 seconds.

The Simplicity professor is always able to reach the less loaded AP, whereas the Simplicity 

student is forced to connect to the AP of class A from the time t4=180 seconds (i.e., the first 

selection decision after time t3) until the end of the experiment. Moreover, the non-Simplicity user 

is not driven by the system and can be connected to the AP of class A only.

Fig. 21b shows the percentage of packets which are lost during the experiment for the three class 

of users. As expected, the Simplicity professor perceives the best service, whereas the 

non-Simplicity user experiences the highest value of packet losses, even if he does not make any 

handover.

Finally, we investigated the total time needed to perform a handover triggered by the NB. The 

total handover time is defined as the time needed to execute the following steps (see Fig. 22): 

1. the NB sends the TB the request to find the access network context;

2. the TB executes the frequency scanning, which lasts ∆t1 (see Fig. 22);

3. the TB delivers the results to the NB;

4. the NB selects the target AP;
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5. the NB communicates to the TB the identity of the target AP;

6. the terminal executes the layer 2 (802.11) handover, which lasts ∆t2 (see Fig. 22).

Fig. 23 reports the total handover time as a function of the network load of the AP to which the 

terminal is associated, before the execution of the handover. As expected, the total handover time 

increases with the traffic load. The total handover time seems to be fairly high, however it is worth 

noting that the time during which the MN is actually disconnected (called handover interruption 

time) is equal “only” to ∆t1+∆t2. In fact, the total handover time includes also message exchange 

among brokers to select the new AP. The handover interruption time, perceived by the user, is 

much less than the total handover time: our measurements indicate values around 130 ms and 2 ms 

for ∆t1 and ∆t2, respectively. These values are quite dependent on the network card and our results 

are in line with the analysis presented in [45].

Another important comment is that the handover interruption time with the Simplicity approach is 

definitely lower than the one perceived with the legacy mechanism, which can reach values of up 

to 2 seconds [45]. This improvement is due to the fact that our mechanism manages proactively 

the handover and avoids a connection interruption during detection time, which is the time taken 

by the network card to realize the disconnection and the need for handover [45].

As a general comment, the performance of the access network control process can be considered 

as satisfying.

VII. CONCLUSION

In this paper, we have presented our Simplicity vision for existing and emerging ICT services. The 

Simplicity project addressed a crucial issue for systems beyond 3G and proposed a solution to 

handle the increasing complexity of systems, services and technologies. We have proved this 

concept by designing our proposed architecture and implementing its main aspects, thereby 

showing its feasibility. The Simplicity system offers applications features of adaptation and 

personalization, based on an extensible, open and standardized Simplicity User Profile, 

conveniently expressed as an XML construct. It becomes the main source of personalization

information, thus easing the spread of personalized services. In addition, the demonstrator showed 

that it is possible to support a wide range of terminals by developing different types of hardware 

devices. Last but not least, the project performed tests and measurements on the demonstrator to 

assess: i) the feasibility of our approach; ii) the usability, ergonomics, and human (and social) 

impact of the services provided by Simplicity; iii) some basic performance of the Simplicity 

system. Regarding applications, the Simplicity demonstrator proved that the Simplicity 
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architecture is versatile enough to support both Simplicity-specific and external applications. 

The application presented in this paper, the network selection procedure, is one of the “living 

proofs” of the validity of our approach. The proposed procedure exploits the enhanced capabilities 

of SD-enabled mobile terminals, which allows them to co-operate with a broker entity in the 

network. This co-operation in turn enables the knowledge of network context and of user 

profile/preferences to be exploited in order to: i) simplify the fruition of services; ii) define new, 

automatic, management tools for network control and self-configuration in a heterogeneous 

framework. Thanks to the distributed brokering system, all management operations are 

transparent from the user point of view.

As regards network management, our case study in this paper focused on load balancing. The 

simulation analysis showed that our proposed architecture improves performance in terms of both 

user-perceived levels of service (packet losses) and load balancing. In addition, our proposal 

should be judged not only in terms of the particular load balancing application described 

extensively in this paper, but also as a powerful tool to be used for a broader set of management 

operations and service customization/personalization.

Finally, we presented a prototype of our procedure, developed to show its feasibility and to gain 

more insight into its working operation. The demonstrator can differentiate network services 

according to user role, in addition to executing load balancing functions.
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• Jan goes to the Campus to meet his friend Nick, who is a professor of networking. Since Nick 
is temporarily busy, he offers to Jan his Simplicity-enabled laptop, provided with a wireless 
card, to browse the web. Jan plugs his SD into the laptop.

• The Simplicity system recognizes Jan as a guest.

• The Simplicity system drives the terminal towards the AP belonging to Class A (APA), which 
is currently unused, without requiring any effort/action from the user. 

• Jan starts browsing the web in the normal mode.

Function: load-based access network selection

• Another user starts using APA, so that its load goes above LE. In order to maintain high the 
quality of the browsing session, the mobile terminal used by Jan is automatically driven 
towards the AP belonging to Class B (APB), which is currently unused. No effort/action is 
required from Jan.

• Jan continues browsing the web in the normal mode.

Function: network/application service personalization

• A professor starts using APB, so that its load goes above LR. Due to the limited privileges of 
Jan (he is a guest) and the current network status, the terminal used by Jan is driven back 
towards APA and Jan is constrained to browse in the limited mode.

Function: load-based access network selection

• At this stage, Nick kindly asks Jan for his laptop. Jan removes the SD from the laptop and 
Nick plugs his SD into it.

• The Simplicity system recognizes Nick as a professor.

• The terminal is now driven towards the best access, which currently is APB. No effort/action is 
required from Nick.

• Nick starts browsing the web in normal mode. Since Nick is a professor, he enjoys a service 
better than students/guests.

Function: power-based access network selection

• Nick moves from the current location and the terminal is automatically driven towards APA to 
maintain the network connection. No effort/action is required from Nick. 

• Nick continues browsing the web in the normal mode. 
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