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Fig. 9. Examples of Hilbert’s space-filling curves: orders 1, 2, and 3.

will show how the bots select their target IP addresses by first in-
crementing the most significant byte. Therefore, we can assume
that the external 255 probes from the bot reach all the other /8
networks in the IPv4 address space. In Section IV, we will also
explore another feature of the data in Fig. 8: The bots proceed
at different rates and are active over different time intervals. We
will refer to this finding later in the paper.

IV. ANALYSIS PART II: PROPERTIES OF THE SIPSCAN AND OF
THE BOTNET

A. Reverse IP Sequential Order

A first manual observation of the sipscan destination ad-
dresses revealed that the bots were coordinated, presumably by
a botmaster, to choose targets in a predefined sequence while
scanning the entire IPv4 address space. Such coordination has
not yet been documented in botnet-related research literature
(see Section II). Even more interesting, the target IP addresses
incremented in reverse-byte order—likely to make the scan
covert. Reverse-byte order scanning was considered in the
context of supporting network-friendly Internet-wide service
discovery [39], but was discarded for being difficult to extrap-
olate metrics from partial scans. A pseudo-random approach
in selecting target addresses was also used as a technique
for nonaggressive Internet-wide measurement surveys [32].
However, to the best of our knowledge, this reverse-byte order
scanning has been neither empirically observed in malicious
scans nor discovered in botnet source code.
Manual examination of a sequence of 20 million addresses

is practically infeasible; even its visual representation is a chal-
lenge. We used a visual map based on the space-filling Hilbert
curve [46], [53] to verify that the target IP addresses incre-
mented in reverse-byte order for the three bytes that we could
observe (the most significant byte is fixed in our data to the /8
of the darknet observation point).
The Hilbert curve is a continuous fractal curve that can be

used to map one-dimensional data into two dimensions filling a
square, such as shown in Fig. 9. Other researchers have effec-
tively used the Hilbert space layout to visualize results of In-
ternet-wide scanning or other Internet-wide data [21], [32]. The
original order of the data is preserved along the Hilbert curve in
two dimensions and conveniently displays data that are struc-
tured in powers of two. Hilbert curves of orders 4, 8, and 12 have
2 , 2 , and 2 points, respectively, which in turn correspond
to the masks for Class C (/24), Class B (/16), and Class A (/8)

Fig. 10. Snapshot of our animation representing the progression over time of
the IP addresses targeted by the sipscan [12]. The darknet address space is rep-
resented as a Hilbert curve of order 12 in which the order of the three least
significant bytes of each address is reversed before mapping it into the curve.
Highlighted pixels correspond to IP addresses that have been probed up to that
time (5 February 2011, 11:47 GMT, in this frame). The animation proves the
reverse-byte order progression is rigorously followed by the bots during the en-
tire 12 days, independent of the varying rate of the sipscan. (This snapshot is
a modified version of the original frame from the reverse-byte-order animation
at [12]; we overemphasized the fading effect to better illustrate, in a single pic-
ture, the path the scan took through the address space.)

address blocks in the IPv4 numbering space. When mapping IP
addresses to these two-dimensional Hilbert curves, adjacent ad-
dress blocks appear as adjacent squares, and even CIDR blocks
(in between Class A, B, and C block sizes) are always repre-
sented as squares or rectangles.
We visualized the progression of the IP addresses targeted

by the sipscan through an animation. Each frame represents the
IPv4 address space of our darknet using a Hilbert curve of order
12, in which each cell corresponds to one IP address of the
darknet, thus varying the three least significant bytes through all
the possible combinations. The curve is displayed as a bitmap of
size 4096 4096, with each pixel being assigned an IP address.
For each frame, the pixels corresponding to the IP addresses
that have been probed prior to that point in time are highlighted.
We also added a brightness decay effect to better highlight the
addresses probed in the last few frames while displaying the
animation.
Drawing the Hilbert curve using IP addresses sequenced in

their natural byte order does not reveal a particular pattern in the
target progression, showing the square uniformly filling across
the 12 days of the scan. This animation of target progression is
available at [12]. In contrast, reversing the order of the three
varying (i.e., least significant) bytes yields a representation that
clearly illustrates the reverse sequential IP order rigorously
followed by the sipscan: Throughout the 12 days, all the bots
“march” together toward filling the entire address space. Fig. 10
shows the frame for 5 February 2011, 11:47 GMT, from the full
reverse-byte order animation available at [12]. This animation
proves the strong coordination of bot activity: The progression
is strictly observed by all the bots for the entire execution of the
scan, independent of: 1) variations in global scanning speed;
2) the rates at which different bots proceed (see Section III-D);
3) the large number of hosts involved at the same time and thus
the possible distributed architecture of the botnet (e.g., multiple
C&C channels).
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Fig. 11. Arrival of new bots. The continuous line with squares shows the cu-
mulative percentage of bots that probed our darknet throughout the 12-day scan.
The continuous line with circles is the cumulative percentage of source /24 net-
works. The slope of these curves indicates a constant arrival (during the botnet’s
active periods) of new bots participating in the scan. The dashed line represents
the number of unique source IPs scanning per 5-min interval, representing the
evolution of the scan over time.

We also created a composite animation that combines both the
natural and reverse-byte-order heatmaps with the world map an-
imation into a single synchronized view of both the sources and
the targets of the sipscan. This composite animation is available
at [12].
The reverse IP sequential order used in this scan has signif-

icant implications. Observing this scan from a generic /24 net-
work would result in a very low number of packets per day:
The average speed, during the largest phase of the scan—from
the 2nd to the 6th of February—increments the least significant
byte 34 times per day, unlikely to be detected by many auto-
mated systems [40]. This stealth technique is even more effec-
tive when combined with the constant turnover of bots that we
illustrate in Section IV-B.

B. Bot Turnover

The scanning statistics in Table I—in particular the number
of unique source IPs (about 3 million), total number of probes
(about 20 million), and the average number of destinations a
source targets (6.85)—suggest that there is a large turnover in
the use of the bots. Fig. 11 shows the constant use of new bots
throughout the entire scan, except for the interval from approx-
imately 7 February, 00:00 GMT, to 11 February, 12:00 GMT,
which exhibits significantly reduced botnet activity. The contin-
uous line with square symbols shows the cumulative percentage
of bots that probed our darknet over the 12-day scan. Its linear
slope indicates a constant arrival of new bots participating in the
scan. To partially take into account the effect of dynamic IP ad-
dress assignment, we also plot the cumulative sum of unique /24
networks containing the source IP addresses (continuous line
with circles). The slope of this curve proves that new bots take
part in the scan for its entire duration.
Fig. 12 shows the distribution of the number of packets sent

by each bot. The diagram on the left uses a log-log scale to
show all the data, whereas the diagram on the right uses a linear
scale to zoom in to the left side of the distribution up to 10
packets. More than 1 million bots (more than 1/3 of the total)
sent a single probe and never participated further in the scan.
The number of bots that sent more than 100 packets during the

Fig. 12. (left) Full histogram of packets sent per bot (log-log scale).
(right) Zoomed histogram of packets sent per bot for bots that sent up to
10 packets (linear axis). Most bots sent few packets, e.g., over a third of the
bots sent a single packet during the entire scan.

scan is two orders of magnitude smaller. This difference sug-
gests rapid turnover of bots during the scan. We hypothesize
that this behavior is related to how the C&C channels managed
and assigned tasks to bots. For example, a C&C channel may
assign a list of target IP ranges to a queue of bots, in which case
it is unlikely that a single bot could reach the head of the queue
twice. In such a situation, bots that reappear in the scan would
have likely been assigned to a C&C channel with a smaller pool
of bots.
In combination with the reverse-byte-order property of the

scan, the high bot turnover rate makes the scan impressively
covert. Not only would an automated intrusion detection system
on a /24 network see only 34 packets to the same port in a single
day, but they would most likely arrive from 34 distinct IP ad-
dresses, making detection highly unlikely (see Section VI.

C. Coordination and Adaptation

1) Coverage and Overlap: The scan fails to cover the entire
darknet’s /8 address space, probing only 86.6% of it (Table I).
On the other hand, there is a nonnegligible overlap in terms
of bots hitting the same target: About 5.7 million IP addresses
were probed by more than one bot, and on average a targeted
IP is probed by 1.39 distinct bots. Whether probed zero, one,
or multiple times, the probed IP addresses are scattered all over
the address space without clusters or holes, in both the standard
and reverse representation of the address bytes. These proper-
ties—coverage and overlap of target addresses—are indepen-
dent of the number of bots active at any given time, the overall
rate of the scan, or specific subnets being scanned. However,
we did discover a correlation between coverage and overlap in
targets, which we believe is likely a function of a parameter of
the scan configured by the botmaster to support trading off com-
pleteness and redundancy of scanning.
The representation with the Hilbert curve of the probed IP ad-

dresses in reverse-byte order reveals three regions with different
densities. These regions are labeled A, B, and C in a detail of the
Hilbert-curvemap in Fig. 13(a) and correspond to three different
phases of the scan as indicated in Fig. 13(c). Brighter areas indi-
cate a greater coverage of the corresponding address space: The
scan starts with a very high percentage of targets probed (“A”);
a parameter is changed after a few hours, and the coverage sig-
nificantly drops (“B”); finally the parameter is adjusted again,
and an intermediate level of target coverage remains for the rest
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Fig. 13. Different phases (A, B, C) of the scan characterized by different but
correlated rates of coverage and overlap of the target IP space. (a) Slice of the
Hilbert-curve map (with reverse-byte-order IP addresses) highlighting areas of
different density indicating different coverage of the target space. (b) Same phe-
nomenon in terms of overlap: The lit pixels in the map represent target addresses
probed bymore than one bot. The three regions perfectly match between the two
maps. (c) Scanning source IPs throughout scan, showing the transitions from
Phase A to B and from Phase B to C.

TABLE II
CHARACTERISTICS OF THE THREE PHASES OF THE SCAN, WITH DIFFERENT
COVERAGE AND OVERLAP OF THE TARGET ADDRESS SPACE, SHOW A

TRADEOFF BETWEEN THE TWO PROPERTIES

of the scan (“C”). The same regions are visible in Fig. 13(b),
where we use the Hilbert-curve map to highlight the overlap in
targets: IP addresses (in reverse-byte order) that were probed
more than once are depicted in white.
Table II shows statistics calculated separately for the three

phases of the scan. The correlation between coverage and
overlap of the scan is evident and is consistent with a prob-
abilistic mechanism in the choice of the targets that can be
configured by the botmaster to trade off completeness and re-
dundancy of scanning. The finding illustrated in Fig. 14 further
substantiates the hypothesis that the three phases correspond to
different configurations of the scan. The figure shows, for each
phase, the distribution of the number of packets sent in each
“reverse /16 subnet” (we define a reverse /16 subnet as the set
of all possible IP addresses obtainable when the least two sig-
nificant bytes are fixed). The three curves refer to populations
of different size, which explains the different smoothness of
their shapes (e.g., phase C is considerably longer, thus covering
a larger number of reverse /16 subnets). However, all of them

Fig. 14. Consistent and distinctive behavior of the different phases of the scan.
The curves represent, for each phase A, B, C, the distributions of packets ob-
served at the UCSDNetwork Telescope in each “reverse /16 subnet.” The distri-
butions are all centered around different values and are mostly nonoverlapping.

are highly centered around a different value [average values are
395.6 (A), 196.3 (B), 312.6 (C)] and mostly nonoverlapping,
reflecting a consistent and distinctive behavior in each phase.
Finally, in both Fig. 13(a) and (b), we also observe better

coverage and larger overlap in the transition from one region
to the other, suggesting that the botmaster reissued a command
to scan those IP ranges to the bots after changing the configura-
tion parameter (possibly because the scan was stopped without
collecting the results of the previous command). The higher
coverage in these transition areas provides further evidence of
a probabilistic approach in the choice of the target IPs (prob-
ably happening at the level of the single bots): Reissuing the
commands for that range of target IPs results in a partially dif-
ferent set of probed targets.
Even given nonnegligible redundancy, an average of 1.39

bots hitting the same target is small compared to the large
number of bots involved. Such low redundancy is novel, or at
least undocumented in the literature, which has mostly reported
on bots that independently scan the same address range in a
random uniform fashion [42], [65]. The small overlap, and
thus high efficiency in terms of completeness versus redun-
dancy, achieved by this botnet is an impressive consequence of
strongly orchestrated behavior.
2) Adaptivity: The strong coordination of bot activity is

also visible in terms of adaptation capabilities. Starting around
7 February, 00:00 GMT, through around 11 February, 12:00
GMT, the scan proceeds very slowly, with only a few active
bots (Fig. 2). A possible hypothesis is that most of the C&C
channels are down during this period. However, we observe that
the target IP ranges that would have normally been assigned
to these C&C channels were automatically redirected to those
channels that were still up.
Fig. 15 illustrates this behavior. Dashed lines in the graph rep-

resent the probing rate per hour of the three bots discussed in
Section III-D. During this period, the bots do not change their
speed, suggesting that the C&C channel they refer to has not
changed its characteristics in terms of numbers of bots man-
aged, etc. (i.e., the number of bots competing for a certain C&C
channel does not change, therefore the rate at which each bot
gets assigned a new “reverse” /24 stays the same). However,
over this same time interval, we observe a significant change in
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Fig. 15. Adaptive assignment of target IP ranges to different C&C channels.
Dashed lines represent probes per hour (PPH) carried out by three different bots.
Their speed did not change significantly on 7 February, but the global speed of
the scan decreased considerably, probably because someC&C channels went of-
fline. However, the target IP ranges assigned to these bots became denser during
this period, to compensate for the absence of other C&C channels: Continuous
lines represent the distance between subsequent target IPs of each respective
bot, showing an order of magnitude decrease in that time interval.

the sequences of IP ranges assigned to these bots. The contin-
uous lines in Fig. 15 show, for each of the three bots, the dis-
tance between subsequent target IPs, calculated by subtracting
the target IPs after reversing their byte order and converting
them into 32-bit numbers. The graph shows a drop of about
one order of magnitude in the distance, meaning that the cor-
responding C&C channel(s) receive a “denser” list of targets to
compensate for the disappearance of the other C&C channels.

D. Botnet Characteristics

Observing a horizontal scan of this magnitude from such a
large darknet allows unique insight into the characteristics of
the botnet that performed it. The size of the darknet, combined
with the reverse IP sequential ordering of the targets, allowed
the telescope to capture probes across the entire life of the scan,
providing an unprecedented view of the population of the Sality
botnet.
A white paper from Symantec [23] estimated the size of the

Sality botnet at approximately a million bots, by measuring the
number of hosts that a “rogue” server under their control com-
municated with.We identified a total of 2 954 108 unique source
IPs for bots that participated in the sipscan. As the authors of
[62] demonstrate, it is difficult to accurately determine the size
of the botnet population when using source IP addresses col-
lected from traffic sent by infected hosts. This difficulty arises
due to the effects of dynamic IP address assignment (DHCP),
which can result in several IP addresses being used by a single
bot (especially over a 12-day interval), and NAT, which can
cause multiple bots to appear as a single IP. However, Fig. 11
shows continuous growth in the number of unique /24 networks
hosting bots over the entire duration of the scan. This diversity
of /24 networks can be used as an approximation for the number
of new bots that arrive over the course of the scan.
We leverage the large population of source addresses ob-

served to further understand how hosts compromised by
botnets are distributed globally. To this end, we determine

TABLE III
TOP 10 ORIGIN ASS OF BOTS USED IN THE SIPSCAN. AS NOTED IN OTHER
WORK [58], WE SEE A DOMINANT AS AT THE TOP OF THE LIST (TURKEY,
WITH 10% OF THE OVERALL BOT POPULATION), FOLLOWED BY A LONG
TAIL. THE COUNTRY AND AS NAME DATA HAVE BEEN EXTRACTED

FROM WHOIS DATA FOR EACH AS

TABLE IV
COMPARISON OF THE TOP 10 ASS OBSERVED IN THREE DIFFERENT BOTNETS:
THE CONFICKER BOTNET AS SURVEYED BY [58], THE MEGA-D BOTNET
AS REPORTED BY [4], [58], AND THE SALITY (SIPSCAN) BOTNET.
WE OBSERVE A TREND TOWARD EASTERN EUROPEAN COUNTRIES
THAT HAVE NOT FEATURED AS PROMINENTLY IN PREVIOUS BOTNETS

the Autonomous System Number (ASN) for each bot using
a Routeviews BGP routing snapshot [63] taken on Monday,
14 February 2011, at 12:00 UTC, proximate to the scanning
episode. Using this table, we perform longest-prefix matching
to resolve each source IP to its origin AS.
The ASs enumerated in Table III are the 10 most common

across the bots used by the sipscan botmaster. We also list the
AS name and home country extracted from whois data. Similar
to the Conficker[58] and Mega-D[4] botnets, we see a domi-
nant AS at the top of the list (TTNet), which alone accounts for
over 10% all participating bots, followed by a long tail of small
ASs. However, although the scale of the leading ASs may re-
semble other botnets, the networks featured in the top 10 are
quite different (Table IV). Only four of the ASs in the top 10
of the sipscan appear in the top 10 of either Conficker [58] or
Mega-D [58]. Notably, TTNet in Turkey, which [58] lists in 10th
place, represents the largest AS by more than a factor of two in
the sipscan botnet.
Both the Conficker and Mega-D AS distributions indicate a

move toward larger representation of bots in Asian and South
American countries, corroborating the results of [58]. However,
we see a considerable rise in bots in Eastern European coun-
tries, which becomes even more apparent on a per-country level
(Table V).
Simply aggregating bots by their ASN can be misleading be-

cause many large organizations/providers have multiple ASNs.
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TABLE V
TOP 10 COUNTRIES OF BOTS USED IN THE SIPSCAN COMPARED TO THE

MEGA-D BOTNET. GEOLOCATION DATA FOR SIPSCAN SOURCES WAS OBTAINED
USING THE MAXMIND GEOLITE DATABASE [44]. AGGREGATING BOTS BY
COUNTRY RATHER THAN AS HELPS IDENTIFY REGIONS THAT ARE HEAVILY
COMPROMISED BY BOTS BUT HAVE MANY SMALL ASS, SUCH AS THE RUSSIAN

FEDERATION, WHICH IS NOT IN THE LIST OF TOP 10 ASS

To complement our AS findings, we geolocate the bot’s IP ad-
dress using a MaxMind GeoLite database [44] snapshot from
March 1, 2011 (again, proximate to the scan episode). Table V
presents the top 10 countries for bots in both the sipscan and the
Mega-D botnets [4]. Once we aggregate bots to a country gran-
ularity, the distribution of locations changes appreciably, with
the Russian Federation making an appearance in the top 10 lists
of both Mega-D and sipscan.2

Contrary to similarly large botnets [4], [51], [58], [64], the
sipscan bots do not have a dominant presence in China. China
has been recorded in the top 10 lists of these other botnets, but
in the sipscan, China is in 27th place (0.57%)—close to the
US’s 29th-place position (0.44%). Heatmaps of overall Sality
bot locations [23] also indicate a corresponding lack of Sality
bot presence in China. We believe this underrepresentation of
China, when compared to previous botnets, may be considered
a limitation of the Sality botnet rather than a specific design
choice by the botmaster. Although the data presented in [23]
is largely in aggregated graphical form, it does appear to cor-
roborate our findings in terms of geographical distribution. As
noted earlier, however, we are able to identify a much larger bot
population.
In addition to analyzing the networks that host the bots, we

also investigated the bots themselves. Output of the p0f pas-
sive OS fingerprinting tool [66] reported that more than 97%
of bots were running operating systems of the Microsoft Win-
dows family. The distribution of UDP source port values shown
in Fig. 6 also shows that the majority of packets fall into the
1025–5000 range of ports, which was used by Microsoft Win-
dows until Vista and Server 2003. There are, however, a nonneg-
ligible number of bots that p0f identified as running the Linux
operating system.We believe these machines are likely not bots,
but rather NAT gateways proxying packets from infected hosts.

V. BINARY ANALYSIS

We had the opportunity to analyze the binary code respon-
sible for this scanning. The binary is a separate executable that
Sality-infected computers download via a URL as directed by
the peer-to-peer botnet infrastructure [22], [23]. Although our

2Reference [58] only provides Conficker results at an AS level.

work focuses on the Internet measurement aspect of the event,
we partially reverse-engineered this code to validate some of
our inferences. Here, we summarize the most relevant findings.
We found that each bot contacts a hard-coded IP address (the

C&C channel) in order to receive a probing command from the
botmaster. The command followed by the bots we observed is
one of three different command types that the binary supports.
Through this command, the botmaster sends the target IP to the
bot in the form of an ASCII string (dotted quad decimal format).
By analyzing the code, we verified that this address is the actual
address probed by the bot. In particular, the bot properly man-
ages the endianness of the target IP addresses, e.g., when con-
verting the ASCII string into binary and then when contacting
the target.
Each bot reports through the C&C channel the results of a

probe immediately after receiving a response from the victim.
It then selects and probes a new target by incrementing the
most significant byte of the target address received by the bot-
master. This increment is repeated 15 times, for a total of 16
targets probed, each one from a different /8 network. The bot
then sleeps for a fixed amount of time before contacting the bot-
master again to receive a new target IP.
These findings, along with the progression of the target IP

addresses observed through the UCSD Network Telescope,
indicate that both the botmaster and each bot incremented the
target IPs in reverse-byte order, and that the sequence followed
by the scan reflected the original orders of the botmaster (who
was sending addresses as quad decimal dot-separated ASCII
strings). In other words, the reverse-byte-order probing was
most likely not due to a bug or error in managing the endianness
of the target IP addresses.
Inspecting the binary also revealed that several interesting

properties of the scan would have not been visible by relying
solely on the reverse-engineering the bot binary. For example,
the code running on a single bot shows only the selection of
16 target addresses (whose increments to the most significant
byte could have been attributed to a coding mistake, without the
knowledge of the overall pattern). However, analysis of traffic
from the UCSD Network Telescope revealed a heavily coordi-
nated behavior of many bots around the world, allowing infer-
ence of the mechanisms adopted by the botmaster in orches-
trating the scan.
Finally, our analysis of the sipscan code binary confirmed the

ability of the bots to perform break-in attempts—trying to reg-
ister users with the SIP server—based either on brute-forcing or
using specific lists of user/password pairs communicated to the
bot by the botmaster. The software included code to try selected
lists of common user/password pairs in case a Web administra-
tive panel was found active on the SIP server, trying to gain ad-
ministrative rights. Symantec also reported the presence of both
functionalities in the binary module [22]. It is credible that the
purpose of registering users or gathering full control of the SIP
server was to perform fraudulent VoIP activities [24].

VI. DISCUSSION

Botnets commonly scan large segments of the Internet’s
address space for various purposes, such as infecting or com-
promising hosts, recruiting hosts into a botnet, or collating
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a list of future targets. Awareness of evolving botnet charac-
teristics and spreading techniques can improve our ability to
navigate and mitigate their impacts. As mentioned in Section II,
although many aspects of botnet behavior have been docu-
mented, we are not aware of any published investigation of a
million node botnet covertly scanning the entire IPv4 space.
Most of the available literature are studies of older-genera-
tion (pre-2007) botnets that are substantially smaller in size,
scope, and capability than newer-generation botnets. Studies
of newer-generation bots have focused on aspects other than
the scanning behavior, such as the command and control,
peer-to-peer infrastructure, or the domain of abuse, e.g., spam
campaigns inflicted by the botnet. We presented a new angle on
the study of new-generation botnets: their scanning activity as
observable in large darknets, most aspects of which cannot be
inferred by reverse-engineering the bot malware.
This paper offers contributions in two areas: documenting

and visualizing behavioral aspects of a current generation
botnet, and thoroughly analyzing the multiple synergistic
characteristics of its extraordinarily well-coordinated scanning.
The scan that we analyzed in this study was new, or at least
not previously documented, in four ways. It was sourced by
a current-generation (2011), widely deployed, peer-to-peer
botnet (Sality [23]). Although earlier-generation versions of
Sality were first reported in June 2003, it was not until February
2011 that Sality operators deployed a new module designed
to locate and compromise SIP servers in a distributed, heavily
coordinated manner. The population of bots participating in the
scan was several orders of magnitude larger than any previ-
ously documented botmaster-orchestrated scanning. Previous
Internet-wide scanning behavior perpetrated by botnets was due
to worm-spreading modules inside the bot, e.g., in Conficker,
rather than botmaster-coordinated scanning. Not only was this
sipscan coordinated, but it was impressively well engineered to
maximize coverage, minimize redundancy and overlap among
target IP addresses by scanning bots, and evade detection by
even state-of-the-art intrusion detection capabilities.
We used the detailed packet traces captured by the darknet to

richly analyze many properties of the botnet, including several
interacting properties of the botnet’s heavily coordinated scan-
ning. The size of the botnet, the fact that it was a /0 scan, i.e.,
of the entire IPv4 address space, and the reverse-byte ordering
sequence of IP addresses targets were unprecedented and im-
pressive-enough characteristics. Time-series analysis of the ac-
tive IP addresses operating as bots revealed an unusually rapid
turnover rate and associated low reuse rate of the bot population,
all tightly coordinated by the botmaster to scan in a extremely
regular, stealth pattern.
In a recent work [40], Leonard et al. performed a stochastic

analysis of horizontal IP scans and of detection techniques im-
plemented in modern intrusion detection systems (IDSs). The
authors formalized under which conditions current IDS imple-
mentations would be able to detect a horizontal scan (based on
pattern, number of source IP addresses used for probing, etc.)
when monitoring a network of a given size. The numbers we
found in the case of the sipscan show that detecting a scan with
similar characteristics would be impossible for state-of-the-art
IDS implementations. A typical IDS raises an alert when ob-
serving a number of probes, from a single IP address, greater

than a threshold within a predefined time window . The
longest time window and the minimum threshold values (i.e.,
highest detection sensitivity) in default settings of current IDSs
are respectively 3600 s and 5 probes (these values try to opti-
mize the false positives/false negatives tradeoff, as well as limit
memory consumption) [40]. A scan from approximately 3 mil-
lion distinct source IP addresses over a duration of 12 days, load-
balancing its packets across the scanned space, would avoid
detection even by an IDS monitoring an entire /8 network (with

and ).
We developed animation and visualization techniques to

facilitate our exploration of the sipscan. The Hilbert-curve map
visualization clearly revealed the strictly ordered reverse-byte
incrementing behavior of the progression of the entire scan;
without this visualization technique, it is not clear that we
would have verified this sequence (for all the three observable
changing bytes). Animations over time [12] exposed the three
phases of the scanning, and juxtaposing the Hilbert maps with
a geographic map of bot activity as well as a traffic time-series
allowed us to simultaneously visualize multiple dimensions of
the scanning behavior. We expect this technique will be useful
for analysis of other large-scale Internet probing behavior [37].
Analysis of this scan provided an eye-opening, if ominous,

indicator of the more sophisticated capabilities of modern mal-
ware to surreptitiously survey and exploit critical infrastructure
vulnerabilities on a planetary scale. Our darknet packet capture
allowed us to precisely analyze this botnet’s comprehensive and
covert scanning behavior, and in the process we developed gen-
eralizable methods to correlate, visualize, and extrapolate botnet
behavior across the global Internet. Finally, another contribution
of this work is the dataset available at [12], with detailed infor-
mation (e.g., timestamp and source IP geolocation) for each sip-
scan UDP probing packet we captured.
This work leaves open the question of how to automatically

detect such macroscopic events. In [18], we suggested that the
time series of distinct source IP addresses per destination port
is a better indicator than packet rate, but we also reported that
commonly scanned ports (such as TCP 80 and 445) receive so
much probing traffic that it would be difficult to spot large-scale
coordinated scans with traditional change-point detection ap-
proaches. Novel methodologies should instead correlate dis-
tinctive features (such as common source IP addresses, auto-
matically extracted common substrings in payload, etc.) from
traffic captured simultaneously on different large darknets and
live networks. To support our own and other efforts to automate
the analysis of darknet as well as two-way traffic, we release
as open source the Corsaro [36] software suite we developed
to perform high-speed analysis of packet trace data, which we
used to analyze the sipscan. We are currently using Corsaro to
extract in quasi-real time a large number M of time se-
ries from traffic and experiment with visualization techniques
for the identification of specific scanning patterns.
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