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Abstract

Wireless and mobile networks represent an enabling
technology for ubiquitous access to information systems.
However, there are critical issues that still prevent the
widespread use of these technologies. In this paper we
analyze and discuss our experience over a real ubiqui-
tous network testbed capable to provide a seamless hand-
off among heterogeneous networks. We describe Mobile
IPv6/IPv4 interoperability and an efficient mechanism,
based on link-layer information, for a seamless handoff
among wired and wireless networks. We present the solu-
tions adopted in setting up a real testbed and provide an
evaluation of the observed performance, including a char-
acterization of interoperability among three wireless ac-
cess network technologies: 802.11 WLAN, GPRS, and
UMTS.

1. Introduction

Hospitals, airports, university campuses, large
plants, represent environments where ubiquitous ac-
cess to data and services (i.e., ubiquitous comput-
ing) may dramatically improve the quality of service in
many respects: for instance reducing the need of phys-
ical movements, improving communication among
people, preventing errors and delays.

Wireless networks represent an enabling technology
for ubiquitous access to information systems. However,
a really ubiquitous and seamless access to a complex
information infrastructure demands somehow conflict-
ing requirements:

• access must be guaranteed when moving through
different subnets, based on different technologies:

Ethernet LANs, IEEE 802.11 WLANs, and 2.5/3G
cellular data networks (for geographic access).

• sessions must be seamlessly maintained through
different subnets. Handoff must be fast enough not
to cause service degradation.

• security requirements must be enforced on all net-
works.

• no additional configuration effort must be required
to final users.

A comprehensive solution to many of these issues is
provided by IPv6 [6]. IPv6 is the next generation ver-
sion of the IP protocol. The principal benefit of IPv6,
and the main reason for its initial deployment, is a
vastly increased address space compared with its pre-
decessor IPv4. However IPv6 offers much more than a
large address space. From the security viewpoint IPsec,
part of the IPv6 specification, provides security ser-
vices at the IP layer that enable a system to select se-
curity protocols, determine the algorithms to use, and
put in place any cryptographic keys required. Since
these services are provided at the IP layer, they can
be used by any higher layer protocol (e.g. TCP, UDP,
etc). This is a clear advantage with respect to other ex-
isting solutions working at transport (e.g. SSL) or ap-
plication level (e.g. ssh for remote access) as it is com-
pletely transparent to the final user. IPsec is available
also for IPv4 as an add-on [1]. However the deploy-
ment of IPsec for IPv4 networks is very limited since
many IPv4 stacks available today do not have IPsec or
support only a limited subset of it.

A similar situation there is for the support to mobil-
ity. Mobile IPv6 is defined in [2, 3] and although this
is still a draft, it includes many features for streamlin-
ing mobility support that are missing in IPv4 includ-
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ing Stateless Address Auto-configuration and Neighbor
Discovery.

Actually, mobility support in IPv6 as proposed by
the Mobile IP working group, follows the design for Mo-
bile IPv4. It retains the ideas of a home network, home
agent, and the use of encapsulation to deliver pack-
ets from the home network to the mobile node’s cur-
rent point of attachment. While discovery of a care-
of address is still required, a mobile node can config-
ure its care-of address by using Stateless Address Au-
toconfiguration and Neighbor Discovery. Thus, foreign
agents are not required to support mobility in IPv6.
For all these reasons we think that IPv6 is the strategic
solution for the ubiquitous access to information sys-
tems. However, we need to take into account that tran-
sition mechanisms are required because a number of
systems/services in information systems still run plain
IPv4 and support neither mobility nor security exten-
sions.

Besides the interoperability problems, there is, at
least, another issue. In the case of roaming among net-
works, the current MobileIPv6 specifications define a
handoff procedure that, working at IP level, shows,
most of the times, pretty poor performance. This rep-
resent a limitation in many practical situations. Think
for instance of real time applications, where accept-
able disruption times should be fairly below the sec-
ond, whereas with the present techniques the handoff
times can be an order of magnitude higher.

In this paper we discuss our experience about pro-
viding support for ubiquitous access to information
systems through heterogeneous wireless networks. We
present the solutions adopted in setting up a real Mo-
bile IPv6 testbed and provide an evaluation of the
observed performance, including a characterization of
interoperability among three wireless access network
technologies: 802.11 WLAN, GPRS, and UMTS.

The paper is organized as follows. In Section 2 back-
ground information useful for the following discussion
is given. In Section 3 we present a solution to Mobile
IPv6-IPv4 interoperability. Section 4 is devoted to ana-
lyze vertical handoff latency and to discuss a technique
we proposed for handoff triggering based on informa-
tion gathered at link-layer. In section 5 we present
some performance characterization of TCP connections
when handoff between different access networks is per-
formed. Section 6 concludes the paper.

2. Background and related work

Mobile IPv6 [2, 3] is designed to manage mobile
node movements between IPv6 networks. When a mo-
bile node (MN) is moving through other networks a

router on its home subnet, known as home agent (HA),
keeps track of the current binding of the mobile node.
When a handoff takes place, the mobile node sends
messages, known as Binding Updates (BU), both to
the home agent and to any node with which is com-
municating, usually indicated as Correspondent Nodes
(CN). If the correspondent node is not Mobile IPv6-
enabled, packets are sent through the home agent, by
means of IPv6 tunneling[4], causing triangular routing
like in Mobile IPv4 [1]. If the correspondent node un-
derstands BUs it may bypass the home agent and route
its own packets directly to the mobile node by using a
special option in the IPv6 Routing Header.

Several mechanisms have been proposed to enhance
the handoff performance of Mobile IPv6. A few of these
focus on mobility among wireless networks in limited
domains like corporate buildings or university campus
(horizontal micromobility, [7, 8, 9, 19, 20, 21]). A com-
parison among these approaches, based on simulations,
is reported in [22]. An accurate analysis of Mobile IPv6
horizontal handoffs on WLAN, based on experimental
data, can be found in [17]: this paper describes the rela-
tionship between link layer (L2) and network layer (L3)
handoffs and shows that the contribution of L2 hand-
off to the overall handoff delay can be predominant, es-
pecially when there are more users in the same cell. A
detailed account of L2 handoff delay can be found in
[23].

Methods for minimizing handoff latency and packet
loss that operate above the network layer have also
been proposed [14, 24, 26, 25]. In general, solutions op-
erating at the network layer are regarded as being more
suitable since they do not violate any of the fundamen-
tal Internet design principles and because they do not
require any change to the protocols at the correspond-
ing nodes.

Another active research topics is mobility among
heterogeneous networks. Although the protocols can
be the same, the basic mechanism in this case is called
vertical handoff. Peculiarities of vertical handoffs jus-
tify a separate analysis:

• horizontal handoffs are typically required when an
access router becomes unavailable due to mobile
hosts’ movement: on the contrary, a node could be
connected to an Ethernet LAN and be at the same
time under the coverage of a Wireless LAN or a
cellular data connection.

• a vertical handoff can be initiated for convenience,
rather than connectivity, reasons.

• vertical handoff latency and packet loss are af-
fected by network overlay: it is often possible to
have loss-less handoffs by performing the configu-
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ration and signaling steps on the new network be-
fore leaving the old one.

One of the first projects aiming at the integration of dif-
ferent wireless network technologies was MosquitoNet
[27], which proposed an improved implementation of
the Mobile IPv4 protocol to allow mobile nodes to
visit foreign networks that do not provide any sup-
port for mobility. Most recent projects in this area refer
to the integration of cellular geographic networks with
WLANs [12, 28, 29]. Experimental measures of handoff
performance for Mobile IPv6 over heterogeneous net-
works and its effects on TCP behavior are presented
in [18]: this paper highlights how differences in net-
work link characteristics during vertical handoffs can
produce severe performance problems on TCP flows.

The flexibility provided by the presence of different
network interfaces poses the question of how to config-
ure a mobile node to transparently migrate among dif-
ferent network environments at different levels of the
network stack. In [30] an architecture for dynamic net-
work configuration is presented, as well as the effect
of transparent and non-transparent reconfiguration on
different applications. [31, 32] propose mechanisms to
control the selection of the most desirable packet deliv-
ery path based on the characteristics of traffic flows. A
protocol based on a rule language that explicitly deter-
mines the attribution of traffic flows to different inter-
faces, aimed at the implementation of mobility policies
is proposed in [10].

The use of link layer information to improve hand-
off performance has been proposed under different ap-
proaches most of which focused on Mobile IPv4. Ref-
erence [13] proposes different interaction schemes be-
tween link and network layers and describes simula-
tion results. [15] proposes the use of dedicated MAC
bridges connecting different 802.11 subnets: this ap-
proach is limited to homogeneous networks, i.e. hori-
zontal handoffs. A handoff case study between GPRS
and WLAN is presented in [12]: the handoff informa-
tion is gathered at link layer and transmitted to a dae-
mon program on the application level. Link layer in-
formation is taken into account in some of the mo-
bility protocols we already mentioned, like FHMIPv6
[19], as well as in proposals aiming at network adap-
tivity to support mobility, like DIRAC [16], a software
based router system for wireless networks designed to
facilitate the implementation and evaluation of vari-
ous channel-adaptive and mobility-aware protocols.

In this paper we present experimental performance
characterization of an architecture for seamless hand-
off and in particular we point our attention on (i) a
IPv6-IPv4 interoperability mechanism in charge of al-
lowing IPv6 clients to access IPv4 hosts; (ii) a layer 2

Figure 1. IPv6-IPv4 interoperability

triggering technique to monitor the status of the inter-
face in order to speedup the handoff without waiting
the network layer triggering based on Router Adver-
tisements; (iii) a performance characterization of inter-
operability between heterogeneous wireless networks.

3. Mobile IPv6-IPv4 interoperability

A number of systems/services in currently available
information systems still run plain IPv4 and support
neither mobility nor security extensions. To this pur-
pose we are experimenting NAPT-PT [5] a transition
mechanism that can be located at the boundary be-
tween an IPv6 and an IPv4 network. It translates IPv6
packets into IPv4 packets and vice versa. IP headers
are translated and transport layer headers are mod-
ified with new port numbers. This allows transparent
communication between IPv6 nodes that at the present
time are the mobile clients and the IPv4 nodes that
are legacy platforms providing services of typical in-
formation systems (see Fig. 1). We have extended the
NAPT-PT prototype to solve the problems of connec-
tion tracking and IP fragmentation were originally not
supported.

The main benefit of this approach is the simplicity:
the mechanism is easy to configure, since clients needs
only to use a DNS server that supports IPv6 addresses.
The main drawback is that it prevents from using the
IPsec component of IPv6.

A further challenge is posed by the requirement
of supporting bi-directional vertical handoffs between
802.11 networks and public IP networks based on
GSM/GPRS/UMTS. The problem is that most of the
providers who offer IP over GSM/GPRS do not sup-
port IPv6 at this time, so there is the need of tunnel-
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ing IPv6 traffic in IPv4 packets when the Mobile IPv6
clients make use of the GSM/GPRS network. Obvi-
ously IPv6 packets must be extracted so they follow
the same route (through the NAPT-PT gateway) when
they reach the network where hosts providing services
if the information system are located. To this purpose
we added one more component to the architecture: an
IPv6-in-IPv4 tunnel manager (see Fig. 1), located at
the Access Router, in charge of extracting the IPv6
packet when they reach the home network and encap-
sulate them in IPv4 packets when they leave the net-
work.

This could appear as a tricky approach (IPv6 pack-
ets are encapsulated in IPv4 packets, then they are ex-
tracted and translated by the NAPT-PT gateway in
IPv4 packets). However, we feel that support for IPv6
will be available in GSM/GPRS networks much ear-
lier than IPv4-only networks and systems completely
disappear, so we expect to keep the NAPT-PT for a
long time whereas we will get rid of the tunnel man-
ager in a (hopefully) short time. This assumption mo-
tivates the choice of using two separate components.

A detailed description of our testbed is contained
in Figure 2. The experimental results reported in Sec-
tion 5 have been obtained with this configuration of
the testbed. IPv6 packets from the mobile node travel
in the IPv6-in-IPv4 tunnel to the Access Router and
then to the Home Agent. Packets who have a IPv6 des-
tination address are sent to the corresponding node,
whereas packets to IPv4 hosts, that have been marked
with a special IPv6 network prefix by the mobile node,
are sent to the NAPT-PT router that translates them
to IPv4 packets and sends the resulting packets to the
appropriate interface.

Note that in the in Figure 2 the IPv4 corresponding
node is located in the home network, but the approach
works also when the corresponding node is a generic
IPv4 host in the Internet: in this case the NAPT-PT
router sends the outgoing IPv4 packets to the Access
Router. The only drawback of the NAPT-PT approach
is the trangular routing resulting from the fact the the
NAPT-PT mechanism must be on the path form the
mobile node to the corresponding node.

The functionality of our testbed has been validated
in an operating environment requiring geographic ac-
cess to a hospital information system (HIS): in this case
the IPv4 corresponding node is the server running the
HIS. Mobile nodes can access the HIS through the wire-
less APs located in the hospital building, but whenever
is required to access the HIS from places which are not
covered by the wireless signal, the mobile node can use
a VPN to connect to the Access Router using its cel-
lular data card.

4. Vertical Handoff Performance in Mo-
bile IPv6

The ability of using Mobile IPv6 in scenarios where
communications rely on IPv4 subnetworks motivated
an additional analysis to improve handoff performance
in heterogeneous networks. We consider the handoff
process as composed of two phases: (1) handoff detec-
tion and triggering; (2) handoff execution. A general
approach to optimize handoff performance should at-
tempt at shortening both phases [13]. Many proposals
(see [7, 8, 9]) aim at reducing the second phase or, at
least, reducing packet loss due to handoff execution la-
tency. However, the detection phase is particularly im-
portant specially in vertical handoffs, where soft hand-
offs (with no packet loss) are possible.

We focused our analysis on the handoff among three
representative classes of networks: (1) Ethernet LANs,
characterized by high bit-rate, small power consump-
tion and no connection cost; (2) 802.11 WLAN, with
a bit-rate comparable to Ethernet LANs, but higher
power consumption; (3) cellular networks (e.g. GPRS
and UMTS), with lower bit-rate, high power consump-
tion and connection cost. The ranking reflects the nat-
ural preference order among these networks. A MN
would perform a downward handoff when a higher pref-
erence connection is lost; an upward move would result
from the availability of a better connection. More gen-
erally, vertical handoffs can be classified as:

• forced handoffs, triggered by physical events re-
garding network interfaces availability;

• user handoffs, triggered by user policies and pref-
erences.

Detection and triggering are more important for the
first kind of handoff. In the second case, the MN has,
most of the times, both interfaces available before start-
ing the handoff, so simultaneous multi-access should al-
low handoffs with no packet loss. Handoff latency and
can be further divided in the following components:
(1) delay Dt for detecting lower layer events eventually
leading to the handoff; (2) delay Dn for configuring an
IP address on the new subnet; (3) delay Ds for handoff
execution that includes the time for selecting the new
router, sending signals to the HA and the CN, and la-
tency before the arrival of packets on the new subnet.
A deeper insight on the meaning of these three param-
eters and on their impact on handoff performance can
be found in [33]. We just point out here that: (i) hand-
off execution always follows the first two phases, but,
for vertical handoffs, phase 1 and 2 can overlap or even
happen in reverse order, and (ii) current specifications
of Mobile IPv6 rely on network layer mechanisms for

Proceedings of the First International Conference on Testbeds and Research Infrastructures for the DEvelopment of NeTworks and COMmunities (TRIDENTCOM’05) 
0-7695-2219-X/05 $ 20.00 IEEE 



Figure 2. Experimental Testbed

detecting mobility events, although the introduction of
lower layer mechanisms is suggested for implementa-
tions (see [2] section 11.5.1).

We performed experimental tests on our testbed,
consisting of Linux 2.4.22 Pentium III PCs using the
MIPL 1.0 Mobile IPv6 implementation [11]. Each test
was repeated 10 times by using dedicated wireless net-
work access points, with no other traffic on them.
We had no access to information about the state of
the public GPRS network. The Router Advertisement
(RA) frequency of access routers and the Neighbor Un-
reachabiliy Detection (NUD) parameters used by the
MIPL module, which are the factors that mainly af-
fect handoff performance, determined, respectively, an
handoff detection delay in the range of 50-1500 ms (av-
erage value is then 775 ms), and NUD times of about
500 ms for LANs and 1000 ms for GPRS and UMTS.

Experimental results led to delays of about 400 ms
for user handoffs, and delays in the range 1.5-4 s for
forced handoffs. The handoff triggering delay Dt has
considerable impact on these times (from 47% to 98%
in the case of vertical handoff from a higher preference
interface with packet losses). We therefore tried to re-
duce triggering delay through lower layer triggering.
The basic idea was to monitor the status of the inter-
face in order to trigger the handoff without waiting the
network layer triggering based on RAs. The proposed
technique can be seen as a possible alternative to higher

frequency RAs that are not suitable to wireless links,
where they would consume the scarce bandwidth. Note
that there is still an open debate in the IETF commu-
nity about the employment of lower layer information
at the network layer. An experimental measure of the
efficiency that can be achieved by using link-layer in-
formation can help to determine whether the develop-
ment of wireless systems based on lower layer trigger-
ing is worthy.

Our approach is based on the modular architecture
reported in Fig. 3,

that monitors interfaces to different technologies
with the aim of hiding the details of the low level inter-
action with the device drivers. At this time, the pro-
totype runs in the Linux environment and is able to
manage Ethernet, IEEE 802.11b, and GPRS/UMTS
interfaces. The architecture can be easily extended by
adding handlers for other network interfaces. The in-
terested reader may find more details in [33].

Note that different policies can be enforced by the
Event Handler : A policy whose aim is to obtain seam-
less connectivity may keep active and configured all the
network interfaces in order to minimize handoff latency
at the cost of a greater power consumption, whereas
a power saving policy may activate wireless interfaces
only when needed. Events can regard either link avail-
ability/failure (e.g., the disconnection of an Ethernet
cable or the presence of an AP) or link quality (for
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Figure 3. Proposed software architecture for
lower layer triggering

forced handoffs Dt(L3 triggering) Dt(L2 triggering)

lan/wlan 1410 ± 390ms 200 ± 20ms

wlan/gprs 1820 ± 450ms 120 ± 50ms

Table 1. Comparison of experimental delays be-
tween network level and lower level handoff trig-
gering

wireless links). Potential parameters for link quality
are specific to the network technology and include sig-
nal strength, signal-to-interference ratio (SIR), bit er-
ror rate and frame error rate (see [13] for a survey).

The efficiency of lower layer triggering depends on
fast signaling to the Event Handler from the network
interface handlers: these get information about the in-
terface status with a frequency (currently 20 times per
second) defined at start-up time. Table 1 shows the
results of our tests: the delay shown in the table is
Dt, since Dn and Ds do not change. Higher values for
the frequency of interface status control would yield
smaller values of the triggering delay (the response is
roughly linear).

The efficiency and flexibility of an approach based
on Mobile IPv6, vertical handoffs and L2 triggering can
be highlighted through a comparison with the special-
ized protocols cited in Section 2 designed to improve
Mobile IPv6, like FMIPv6 [19]. We consider the case
of real-time applications on mobile hosts connected to
wireless networks: in this case, the emphasis is on short
handoff delays when moving through different subnets.
The drawback of FMIPv6, shared by any network layer

protocol, is that the total disruption time depends also
on L2 handoff delay that is highly dependent on the
number of clients of the visited WLAN: in [17] the to-
tal handoff delay using FMIPV6 on 802.11b networks
is reported to be 152 ms with a single user and 7000
ms (worst case) with 6 users. With our approach, one
could either:

• use one wireless NIC, obtaining roughly the same
handoff performance (total delay is L2 delay plus
about 120 ms) but without any modification to
the corporate network (whereas FMIPv6 requires
the deployment of a specialized protocol on the
routers);

• or, use two wireless NICs and let them associate
at two different APs. The handoff is triggered like
an interface change (vertical handoff) by L2 inter-
faces management module. No change is required
to the routers on the network. The cost of using
two NICs is compensated by the following advan-
tages: i) handoff with no packet loss; ii) no depen-
dence on L2 handoff delay; iii) stable handoff de-
lay of about 120 ms.

5. Experimental Results

It is clear that to make possible to future users to
have ubiquitous access to novel media services we need
to allow them to roam transparently across different
networks, terminals and service technologies, in the
same way today they are allowed to roam across dif-
ferent network operators with GSM/GPRS cellular de-
vices. At the same time we have to ensure the needed
QoS parameters when the handoff process is executed.

To provide a first characterization of the real net-
work performance in presence of different network con-
ditions, we measured some QoS parameters (delay, jit-
ter, throughput), in a TCP environment (we used the
Linux implementation, including the New Reno and
SACKS extensions). In particular, in this section we
focus on the perceived End-to-End performance at the
application level.

Trials and experimentation are carried out by using
an innovative tool for network performance evaluation
that we called D-ITG (Distributed InternetTraffic Gen-
erator) [34]. D-ITG, configuring the PS (Packet Size)
and IDT (Inter Departure Time) values, is in charge of
generating the needed bitrate and thanks to the infor-
mation stored at both sender and receiver sides is able
to analyze the output results.

In all experiments the mobile node starts its commu-
nication using the cellular network (GPRS or UMTS),
moves toward 802.11b wireless access network after 60
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s (user handoff) and returns to the cellular network
after 120 s (forced handoff). After 180 s the experi-
ment terminates. The D-ITG sender was located over
the HA node, whereas the D-ITG receiver was the MN
node. Taking into account the nominal bitrate of the
considered network technologies, we introduced the fol-
lowing “traffic load” classes: (i) low traffic load: PS =
32 bytes and IDT = 1

100 s; (ii) medium traffic load: PS
= 256 bytes and IDT = 1

100 s; high traffic load: PS =
512 bytes and IDT = 1

100 s. For each measured param-
eter and for each traffic class, several trials have been
performed in the same operating conditions. The val-
ues reported in the following graphics represent a mean
value across three test repetitions.

According to the approach presented in previous sec-
tions, we tested both L3 and L2 triggering, although for
space reasons we will present only L2 triggering with
UMTS as a cellular network.

Finally, experimental results are carried out over a
real testbed (see Figure 2).

Representative experimental data are reported in
Figures 4, 5, and 6. In all cases throughput, delay and
jitter are reported for the same network condition. Fig-
ures 5 and 6 refer, respectively, to “low performance”
UMTS connections (about 100 kb/s, of the same or-
der of magnitude than GPRS), and maximum perfor-
mance UMTS connections (about 380 kb/s). They also
refer to different triggering mechanisms (L2 and L3, re-
spectively).

A first observation concerns the performance of the
cellular networks. In all cases, they exhibit higher and
much more variable delays and jitter than WLAN.
While this result was expected by a qualitative point
of view, it is interesting to consider the mean and peak
values of these parameters. In particular both GPRS
and UMTS may experiment very high delay and jitter
for short time intervals. Note that this is more evident
when throughput is lower (Figures 4 and 5), and that
these peaks do not seem related to handoffs, since they
happen at different times and also before any hand-
off take place.

As to TCP performance during handoffs we distin-
guish user handoffs, when the handoff is toward a faster
link, from forced handoffs, when the handoff is toward
a slower link. In both cases, before discussing quanti-
tative results, we briefly describe which is the expected
behavior of the protocol.

When performing a handoff from cellular networks
to WLAN, TCP may receive a more or less short se-
quence of out-of-order packets, due to the different
speeds of the two networks. The effect of on TCP is
twofold:

• at the sender end (the CN in our scenario), ACKs
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sent on the WLAN arrive sooner, causing a higher
transmission rate (see the peak at about 60 s in
the bitrate diagrams in Figures 4 and 5);

• at the receiver end, packets sent on the WLAN
arrive before previous packets sent on the cellu-
lar network. The TCP behavior depends on the
version: TCP with New Reno and SACKS exten-
sions implemented in Linux acknowledges selec-
tively these packets, causing the re-sending of pre-
vious packets, which would in any case arrive on
the cellular link.

No packets are lost, since this is a soft handoff: how-
ever a certain number of packets are retransmitted. The
number of retransmitted packets depends on the traffic
load. At a traffic load of 3.1 kB/s the handoff is smooth
on both GPRS and UMTS links, and no packet is re-
transmitted. When the traffic load is 50 kB/s the av-
erage number of retransmitted packets is 27 for GPRS
and 4 for UMTS. However, since packets are retrans-
mitted on the fast WLAN link, the delay due to packet
re-sending is always less than 0.2 s.

An almost seamless handoff can thus be expected
at the application level. As for the perceived CN per-
formance, however, two cases may happen. If the sus-
tained bitrate before the handoff is limited by the cel-
lular network performance (Figures 4 and 5), then a
peak is reached at handoff for the combined effect of
the early arrive of ACKs with the large amount of pack-
ets waiting for transmission. This behavior observed in
our real experimentation agrees with the simulation re-
sults given in [35], where a deeper analysis of this kind
of handoff is reported. Conversely, if the sustained bi-
trate before the handoff is not limited by the cellular
network performance (Figures 6), a completely seam-
less handoff is performed.

In the opposite case, when a forced handoff from a
fast WLAN link to a slower cellular link is performed,
a certain amount of packets may be lost. These packets
are not acknowledged, thus the sender retransmits the
first of them with an exponential backoff interval. The
negative implication of this TCP mechanism on the
handoff is that, even when the Binding Update arrives
at the CN causing a Binding Acknowledgment, the re-
transmission of lost packets is not resumed until the
backoff interval expires. The average value of this ad-
ditional TCP delay grows exponentially with the num-
ber of retransmission attempts, that depends on the
handoff delay at the network level. The TCP delay is
thus exponentially dependent on the network delay.

In these cases, the perceived CN performance varies
with the performance of the handoff triggering mecha-
nism. In all cases, after handoff the bitrate allowed by

the cellular network is reached. However, while tempo-
rary remarkable drops in throughput and long transi-
tory periods may be experienced when L3 triggering
is used (Figures 4 and 6), a smoother behavior is ob-
served when L2 triggering is used (Fig. 5). In particu-
lar, comparing the throughput graphs in Figures 4 and
5, that refer to connections with similar performance,
it is apparent that the throughput drop is much more
limited and that it reaches its upper bound much ear-
lier when L2 triggering is used. Note also that even
when the cellular connection is able to sustain the re-
quired throughput (Fig. 6), a longer handoff due to use
of L3 triggering gives rise to higher oscillations and a
longer transitory.

6. Conclusion

The use of Mobile IPv6 in real-world applications re-
quires special attention to practical issues like the inter-
operability with IPv4 and the performance of the hand-
off procedure. We discussed how, according our expe-
rience, Mobile IPv6 effectively support mobility and
showed how, by resorting to layer 2 triggering, the to-
tal handoff delay can be reduced to less than 0.2 s in
case of hosts with multiple heterogeneous interfaces.
The proposed approach is advantageous also from the
viewpoint of simplicity and modularity since there are
no additional requirements on the network stack, and
it is open to be integrated with modules for the man-
agement of mobility policies taking into account both
the user preferences and the environment constraints.
We presented a performance characterization of TCP
in handoff scenarios, where WLAN 802.11b, GPRS
and UMTS wireless networks are involved. Experimen-
tal data about throughput, jitter, and delay indicate
that, apart intrinsic performance limitations of cellu-
lar networks, almost seamless handoffs between het-
erogeneous wireless networks are possible with Mobile
IPv6 support is used and that the resort of L2 trig-
gering provides some additional advantages in forced
handoffs.

As future work, on the one hand we plan to further
characterize the performance of IPv6 mobility support
with respect to UDP flows and to multimedia applica-
tions.
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