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« An important category of emerging Internet applications
» The percentage of Internet traffic related to network games is
constantly growing [1].
« Their traffic characteristics and QoS requirements, substantially
differ from those of traditional Internet applications.
* We show an ongoing work on the search for invariant characteristics
of network games traffic
* We perform a characterization of the traffic generated by Counter
Strike, under different network scenarios, and compare the results.
« The traffic is observed at packet level
* Payload Size (PS) and Inter-Packet-Time (IPT).

» Two distinct gaming sessions happened at different times and networks
(WAN vs LAN), and observed respectively from the points of view of both
server and clients
« A trace from a WAN scenario, captured at a Counter-Strike server [2].
« A characterization of a LAN party performed by J. Faerber [3].

* We compare results in [3] with our characterization of the WAN trace
« Clients IDT mean value (41.7 ms = ca. 24 pkts/s) reported in [3] is
consistent with the mean of the server IAT from all the 22 clients
(0.002s = 528 pkts/s = 22 players x 24 pkts/s).
 The peak at about 19 Hz (ca. each 53 ms) of server incoming packet
rate freq. spectrum, is consistent with client-side IDT PDFs (mean ~55
ms) reported in [3].

probabilty density function

40 80 By
Clients IDT

IPT PDF: client-side DT (left) [3], server-side IAT (right)
012 amaa A x10* Pouer spectrun -IDT

1

8%

Extreme(55.6) —

L A S,
0 20 30 40 5 6 70 8 9 100 oo e o
packetinterarrival time [ms] frequency (+2)

Client-side IDT PDF (left) [3], Frequency spectrum of Server-side incoming packet rate (right)

* To further investigate
the foreseen invariants
other data are needed
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» We placed the game
server in our LAN. Then,
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clients on

- LAN UMTS PLAYERS
— Wi-Fi Az
— HOME ADSL <

- UMTS ‘

* The testbed can be
used to study the traffic
of other applications
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The results of the characterization we present are those of the LAN scenario
« All clients have the same behaviors, both in terms of IPT and PS
* Both server and clients generate small packets
« PS clients: [25,61] bytes, mostly concentrated at 50
« PS server: [0,460] bytes, gamma-like, higher variance
« Clients PS show some degree of correlation at least until lag 50
« Server PS correlation has an oscillating decay with period T = 4 lags
« Clients IPT are gaussian-like centered at ~42 ms (pkt rate mean ~24 pkt/s)

« Server IPT autocorrelation shows a strong periodicity 7 = ﬁlags

with N = # players and K integer number. This can be due
1) as found by Faerber [3], the server sends updates with a fixed time
period (namely T’ ~ 55 ms)
2) packets sent to the different clients are sent either very close to
each other (i.e. IPT ~ 100 wus) or with an IPT equal to a fraction of T’
(we have observed T’/2 and T’/4).
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» PS has shown to be totally invariant with respect to the network

« Strong invariants for IPT
« Clients IPT become more spread when the packets traverse a WAN
« Looking at seconds time scale (pkt rate) the behavior is the same in all
considered scenarios (LAN, Wi-Fi, ADSL)
« Server IPT autocorrelation shows a periodic behavior (same behavior as
in the LAN)

« The search for invariants allows us to identify the behaviors related to the
application by isolating them from the network environment.

« Traffic of Counter Strike is highly predictable. Allowing, e.g., ISPs to identify it,
and to provide specific QoS and billing accordingly.

* We have identified some properties that are dependent of the numbers of
players. This allows to estimate such number by looking at the traffic.

* We are also performing this analysis for other networking games.

« In general, our testbed will allow to apply our methodology to different kinds of
applications.
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