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ABSTRACT

We review the problem of network mobility
and internetworking between heterogeneous
data networks and present an approach to the
integration of WLAN and cellular networks
based on loose coupling and the use of emerging
mobility protocols. The handoff performance of
such an approach is studied, at the network and
transport levels, in a realistic scenario along with
the impact on global performance of transport
protocols. Finally, a method of eliminating any
packet loss at the network layer during handoff
is presented and evaluated.

INTRODUCTION

The integration of wireless LAN (WLAN) based
on IEEE 802.11 and cellular networks offers sev-
eral advantages. Although users take advantage
of high-speed data connections only in proximity
of hot spots they can, thanks to the geographical
coverage of cellular networks, maintain seamless
connectivity, albeit at reduced speed. Such inte-
gration, however, requires the solution of prob-
lems at different levels: from the definition of an
internetworking architecture to the management
of user authentication and billing.

In this article we present an approach to the
integration of WLAN and cellular networks
based on loose coupling and the use of emerging
mobility protocols that is very flexible and simple
to implement. It requires only the introduction
of a specialized mobility protocol in the network
stack of the mobile host with no additional
requirement to existing wireless networks or the
Internet infrastructure. Since there are some
concerns about its efficiency, we decided to char-
acterize the performance that can be expected,
not only in theory or by means of simulations,

but in a real usage scenario. Our study is not
limited to the performance of the network layer,
even if this is crucial to determine the handoff
delay; it also considers the transport protocols,
since these determine the overall performance of
network applications (e.g., file transfer, multime-
dia streaming, voice and video communications),
and, as a consequence, the final user perception
of network usability

The remainder of this article is organized as
follows. We introduce the terminology and solu-
tions to network mobility problems, and describe
a possible WLAN/cellular internetworking sce-
nario. We then present both a model and experi-
mental results on internetworking performance
at the network layer. We discuss how to improve
this performance. We devote a section to evalu-
ating performance at the application layer. We
then offer some concluding remarks.

BACKGROUND ON NETWORK MOBILITY

The solutions proposed for the integration of
WLAN and cellular networks are usually classi-
fied as tightly coupled or loosely coupled [1]. In
the tightly coupled approach the WLAN appears
to the cellular core network as another cellular
access network. The WLAN emulates functions
that are natively available in cellular radio
access networks, so the WLAN network cards
need to implement the cellular protocol stack.
In loosely coupled solutions, WLAN and cellu-
lar networks are completely separated and only
connected through the Internet. The mobile
node (MN) must resort to a mobility protocol
like Mobile IP to manage the internetworking
between WLAN and cellular networks. This
implies the availability of a mobility gateway on
the MN’s home subnet known as a home agent
(HA). Other specific mechanisms must be sup-
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plied if authentication, billing, and QoS guaran-
tees need to be managed seamlessly between
the two access networks. Even if no generally
accepted conclusion has been reached yet, there
is some evidence that loosely coupled approach-
es offer several architectural advantages, with
no evident drawbacks [2]. Hereafter, we only
consider the loosely coupled approach based on
the Mobile IPv6 protocol.

Mobile IPv6 [3] is designed to support mobile
nodes in IPv6 networks. When an MN moves
through other networks, the HA keeps track of
the current binding of the MN. When a handoff
takes place, the MN sends messages, known as
binding updates (BUs), to both the HA and any
node with which it is communicating, usually
indicated as correspondent nodes (CNs). If a CN
does not support Mobile IPv6, packets are sent
through the HA by means of IPv6 tunneling
between the HA and the MN, resulting in trian-
gular routing like in Mobile IPv4. If the CN
understands BUs it may bypass the HA and
route its own packets directly to the MN by
using a special option in the IPv6 routing head-
er. The above mechanism is called horizontal
handoff if the migration is between homoge-
neous networks. The same procedure can also
be used for mobility through heterogeneous net-
works for MNs equipped with more than one
network interface. In this case the change of
active interface is called vertical handoff, since it
takes place in the presence of a hierarchy of
overlaid networks with different features (e.g.,
bandwidth, power consumption, cost).

Performance of Mobile IPv6 with respect to
horizontal handoffs has been studied thoroughly
in the last years [4, 5]. Several mechanisms have
been proposed to enhance and optimize aspects
of the protocol, in particular to reduce handoff
delay and packet loss. Even though vertical
handoffs can be implemented through Mobile
IP, their peculiarities justify specific analysis [6,
7]. Foremost, horizontal handoffs are typically
required when an access router becomes unavail-
able due to mobile host movement. In other
words, multiple access routers are usually not
accessible at the same time for long periods. On
the contrary, being overlaid is a common situa-
tion for heterogeneous networks. An implication

of the above observation is that handoff can be
initiated for convenience, rather than connectivi-
ty, reasons. Moreover, handoff latency and pack-
et loss are affected by network overlay. It is
often possible to have lossless handoffs by per-
forming all the configuration and signaling steps
on the new network before actually leaving the
old one. This is considered a soft handoff as
opposed to a hard handoff, which happens when
the active access router becomes unreachable
before handoff execution.

Figure 1 shows the mobile scenario we con-
sider (for similar usage scenarios see [8]). An
MN has seamless access to the private intranet
and public Internet through multiple network
interfaces such as Ethernet cards, wireless cards
and 3G data cards. When connected through
public hotspots or cellular networks, the MN
resorts to a virtual private network (VPN) to
create a secure connection to the corporate
intranet. Authentication and security issues are
handled by the VPN application, and we do not
consider these issues in the sequel. The corpo-
rate gateway, which is the arrival point of the
VPN, is configured to see the VPN as an addi-
tional IPv6 subnet, through which it sends router
advertisements that are used by the MN to con-
figure its care-of address away from home. We
also assume that the intranet is IPv6-enabled,
and that both the MN and CN are IPv6 hosts.
Actually, the testbed we implemented in order
to evaluate the performance of this configura-
tion includes mechanisms to cope with IPv4
hosts. However, due to lack of space, these are
not discussed here.

INTERNETWORKING PERFORMANCE AT THE
NETWORK LAYER

Two issues must be addressed in order to achieve

seamless internetworking:

¢ Established connections should not be broken
when the mobile host changes the active net-
work interface.

e The service disruption should be so short that
it does not preclude satisfactory use of net-
work services.

As described earlier, the transparency to existing

connections is obtained at the network (i.e., IP)

layer. As to the second point, in general, the
handoff process can be seen as being composed
of two phases:

* Handoff detection

* Handoff execution

The optimization of handoff performance

should attempt to shorten both phases. Howev-

er, the detection phase is particularly important
when moving through heterogeneous networks,
for example, when a mobile host is connected
to a corporate WLAN and is also under the
coverage of a cellular network. A delay on the
order of seconds to disconnect from the WLAN
and transfer its connections to the

GPRS/UMTS card is hardly acceptable in this

situation, since the mobile host is already con-

nected through both interfaces. Vertical hand-
offs can be divided in:

* Forced handoffs, triggered by physical events
related to network interface operability issues,
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as in the case described above of a mobile

host losing its connection to the wireless VSl Lt Forced handoff
access point. In our context, forced handoffs
are usually from WLAN to cellular networks. From WLAN to GPRS 1187 = 340 2552 + 433
e User handoffs, triggered by user policies and From WLAN to UMTs 637 =120 1657 + 272
Packet loss no yes

preferences. The typical situation is when the

mobile host discovers the availability of a

faster or cheaper network. In our context, this

means a handoff from cellular networks to

WLAN.

The fundamental difference between the two
kinds of handoffs is that in the first case the pre-
ferred network is no longer available after the
handoff, whereas in the second case it is avail-
able only after the handoff. Detection and trig-
gering are more important for forced handoff,
since the service disruption is proportional to
the delay after which the mobile host becomes
aware of being disconnected from the preferred
network. In user handoffs, the mobile host could
postpone handoff execution until the newly
selected interface is properly configured. More-
over, simultancous use of the old and new inter-
faces could allow lossless handoffs. The handoff
latency at the network level is due to the com-
bined effect of:
* Delay D, for detecting physical events eventu-
ally leading to the handoff
e Delay D,, for detecting the new access router
and configuring an IP address on the new sub-
net
e Delay D; for handoff execution, including
delay for selecting the new router, sending sig-
nals to HA and CN, and latency before the
arrival of packets on the new subnet
Note that the handoff execution always follows
the first two phases, but phase 1 and 2 can over-
lap or even happen in reverse order, since all
network interfaces could be up and configured
before the handoff starts. Deeper insight on
these three parameters is convenient for our
subsequent analysis of handoff delays.

Current specifications of Mobile IPv6 rely on
router advertisement (RA) messages received
from routers for detecting mobility events (L3
detection). When a timeout for the maximum
RA advertisement interval (Tgys) from the cur-
rent router expires, the mobile host can execute
the neighbor unreachability detection (NUD)
procedure. Thus, D, delay depends on Tgys and
NUD delay, whose duration may vary from about
0.2 s to more than 4 s, and may have a relevant
impact on the overall handoff delay. Note that
for forced handoffs the NUD procedure is nec-
essary, since only the unreachability of a higher-
preference network can force the handoff to a
lower-preference interface. For a user handoff,
NUD is not necessary. The maximum RA inter-
val is critical for layer 3 (L3) detection, and the
most recent Mobile IPv6 specification indicates a
maximum value of 0.07 s for access routers sup-
porting mobile hosts. However, it is not reason-
able to demand such a high frequency on cellular
networks, where it would consume the scarce
bandwidth. Moreover, packet buffering in these
networks would nullify the high frequency of
RAs, since a group of them would arrive at the
same time to the mobile host.

Configuration delay D,, is the time required
to configure an address on the new subnet and is

Delay depends on

From GPRS to WLAN 393 +£8 1960 + 210

From UMTS to WLAN 393 +£8 1640 + 130

Packet loss no yes

Delay depends on Tra, WLAN RTT Trw » cellular NUD, WLAN RTT

M Table 1. Network layer handoff delays (in milliseconds).

mainly due to the duplicate address detection
(DAD) procedure. For vertical handoffs D,, does
not contribute to handoff delay since DAD is
performed before the handoff. Moreover,
Mobile IPv6 implementations usually do not
wait for the DAD termination before using a
new address.

Signaling delay Dy is the delay for handoff
execution. It is the time interval between the
sending of the BU to the HA and the arrival of
the binding acknowledgment on the new inter-
face. D; is influenced only by the round-trip time
(RTT) between these two nodes and the load on
the network. Typical values for Dy range from 6
ms for WLANSs to 800 ms for GPRS links and
250 ms for UMTS links.

Table 1 summarizes some experimental
results collected in our testbed. The RA fre-
quency on both networks is set to typical values
for a mobile access router: Tgy, is equal to 1500
ms and the average RA interval (Tr4) is equal
to 775 ms. The NUD delay is approximately 650
ms on WLAN, 1200 ms on GPRS, and 900 ms
on UMTS. Experimental tests were performed
on Linux 2.4.22 Pentium IV PCs, using an MIPL
1.0 Mobile IPv6 implementation (http://www.
mipl.mediapoli.com/). Each test was repeated 10
times by using dedicated wireless network access
points, with no other traffic on them.

In a real scenario the two most common cases
are user handoff from cellular network to
WLAN and forced handoff from WLAN to cel-
lular network. Since there is no packet loss, the
delay is not relevant in the second case and
there should be no service disruption at the net-
work layer (even if at the transport layer the
effect is different as we shall see later). In the
first case, however, there is significant packet
loss. The delay is composed of three parts: the
delay for handoff triggering (Tgp/2 = 750 ms),
the NUD delay (650 ms), and the signaling delay
Dy (about 800 ms for General Packet Radio Ser-
vice, GPRS, and 250 ms for Universal Mobile
Telecommunications System, UMTS).

IMPROVING PERFORMANCE AT THE
NETWORK LAYER

The latency of the handoff mechanism is the
sum of the latencies of the detection and execu-
tion phases. The results of the previous section
show that the detection delay D, is a major com-

Tra, cellular RTT  Tgyy, WLAN NUD, cellular RTT
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ponent of the total latency, especially in forced
handoff. Cross-layer mobility management pro-
posals reduce the detection delay using link layer
information (e.g., signal strength). Besides the
reduction in handoff latency, there are other
reasons to employ lower-layer information:

* “Mobility policies” for mobile hosts can be
implemented more easily when information
about the status of the connection is reported
promptly to the policy enforcing module.

* Lower layer monitoring may improve the
behavior of higher layers of the network stack.
Future network applications could be designed
in order to take advantage of information con-
cerning connectivity status.

The idea has been extensively tested in hori-
zontal handoffs. Access points and a dedicated
medium access control bridge are jointly used
in [9] to reduce the handoff latency in WLANSs.
The micromobility management system S-MIP
[10] extends Mobile IPv6 architecture by
adding a new entity, the decision engine, in
charge of performing handoff decisions for
intradomain roaming. The DE uses the signal
strength obtained from the link layer to classify
movement patterns as linear, stationary, and
stochastic. The aim of this classification is to
choose the optimal schedule for the handoff
and avoid ping-pong effects between the old
and new access networks. Both approaches are
limited to intradomain mobility in a homoge-
neous network.

For heterogeneous networks there is the
additional problem of defining a metric for the
different interfaces. A model based on cost
functions is presented in [11], where it is
observed that further performance studies are
required. The solution proposed in [12] uses
link layer information to detect an interdomain
handoff between heterogeneous networks,
which are integrated through a network inter-
networking agent (NIA) that handles authenti-
cation, billing, and mobility management issues.
A similar cross-layer approach, not Mobile IP-
based, is present in the connection manager

(CM)/virtual connectivity (VC) architecture

[13]. The two modules are in charge of detect-

ing network interface status and maintaining

the continuity of ongoing connections during
handoff, respectively, without Mobile IP sup-
port. The CM uses fast Fourier transform

(FFT)-based decay detection schemes specifi-

cally adapted to the WLAN/cellular network

roaming scenario. The VC module introduces a

new protocol for mobility signaling, consisting

of new TCP options, and an intermediate head-
er between UDP and IP for UDP packets. An
additional entity, the subscription/notification
service is required in the network to support
mobility in all possible cases. Even if the

CM/VC approach has good experimental per-

formance, it is demanding with respect to both

changes in the end hosts (the network stack
must be modified) and the network infra-
structure (for the addition of the S/N service).

This probably prevents a large-scale deploy-

ment of this solution.

A general cross-layer solution for mobility in
heterogeneous networks requires the following
components:
 Interface monitoring modules, specific for

each network technology. For horizontal hand-

offs, the access routers can be responsible for
link layer monitoring and handoff decisions,
whereas for heterogeneous networks, the link
layer monitoring must be performed at the

MN.

* A decision module in charge of receiving link
layer information and user-specified prefer-
ences, in order to trigger the handoff accord-
ing to a decision algorithm.

* A handoff protocol (e.g., Mobile IPv6).

We present the results of an implementation of

such an approach for Mobile IPv6 and vertical

handoffs. Our prototype, represented in Fig. 2,

runs in the Linux environment and currently

supports Ethernet, IEEE 802.11b, and cellular

network interfaces [14].

The Event_Handler runs in user space and is
initialized by a description of the priorities of
the network interfaces. It receives events from
an event queue, where events are inserted by
modules monitoring each different type of net-
work interface. Events can regard either link
presence/failure (e.g., the presence of an AP)
or link quality. Potential parameters for link
quality are specific to network technology and
include signal strength, signal-to-interference
ratio (SIR), bit error rate, and frame error
rate. The decisions of the Event_Handler can
take into account also power consumption, as
MNs are frequently battery-powered, and dif-
ferent policies can be enforced by the
Event_Handler command interface. Note that
in our extensible architecture, the Event_Han-
dler can use several different algorithms for
handoff decisions, and switch among them at
runtime. The results collected in our testbed
were obtained using a simple two-threshold
algorithm: the handoff toward the lower-priori-
ty interface (in our case, the cellular network)
is triggered when the higher-priority signal
strength (i.e., the WLAN) drops below the
lower threshold. Triggering of the handoff in
the opposite direction requires that the higher-
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M Figure 3. TCP throughput for handoff from cellular network to WLAN 802.11b: a) GPRS; b) 100 kb/s UMTS; c) 384 kb/s UMTS.

priority signal raises above the higher thresh-
old. The double threshold algorithm is simple,
but effective in inducing a hysteresis phe-
nomenon that avoids a ping-pong effect.

The results of link layer triggering usage in
our testbed show considerable performance
improvements for handoffs from higher-priority
interfaces with packet loss. The overall handoff
delay at the network layer is reduced to (about)
20 percent of the original time. In the next sec-
tion we analyze the impact of this reduction of
handoff delay at the transport level to argue that
lower-layer triggering is crucial for mobility in
heterogeneous networks.

END-TO-END PERFORMANCE EVALUATION

In order to complete our discussion about seam-
less internetworking in mobile environments, we
present some results about perceived end-to-end
performance during handoff from the applica-
tion point of view. We gathered extensive experi-
mental data from our testbed, but for space
reasons we focus here on TCP, and limit our
attention to throughput as a performance index.
Although it cannot be considered by any means
a complete performance characterization, the

study of TCP dynamics during handoff allowed
us to draw some interesting and encouraging
conclusions on the possibility of managing the
handoff process seamlessly. Measurements were
performed using the Distributed Internet Traffic
Generator (D-ITG) (http://www.grid.unina.it/
software/ITG), an innovative tool for network
performance evaluation. The tool can be config-
ured to generate constant bit rate traffic by tun-
ing two parameters: packet size (PS) and
interdeparture time (IDT). In our tests the D-
ITG sender is the CN, whereas the D-ITG
receiver is the MN. To take into account the
declared bit rate of the cellular network tech-
nologies in use, we introduced the following traf-
fic load classes:
* Low: PS = 32 bytes and IDT = 1/100 s, corre-
sponding to a bit rate of 25.6 kb/s
* Medium: PS = 256 bytes and IDT = 1/100 s,
corresponding to a bit rate of 204.8 kb/s
* High: PS = 512 bytes and IDT = 1/100 s, cor-
responding to a bit rate of 409.6 kb/s
Several trials were performed in the same oper-
ating conditions for each traffic class. The values
reported in the plots represent an average value
obtained on the receiver side (MN) across three
repetitions of the test.
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Figure 3 shows the TCP throughput for the
handoff from cellular networks to WLAN. The
difference between the second and third cases is
the speed of UMTS connection (100 kb/s and
384 kb/s, respectively). The handoff happens at
time =60 s. In situations with higher traffic loads,
the throughput increases when migrating to the
WLAN. In particular, after handoff to the faster
network, there is a transient high peak when the
sending buffer is flushed. After that, a steady
transmit rate is achieved. Note that a steady
throughput is achieved with 384 kb/s UMTS for
all the considered traffic loads.

In Fig. 4 the forced handoff from WLAN to
cellular networks is shown. The handoff hap-
pens at time = 120 s. The first plot is from
WLAN to GPRS with L3 triggering where the
handoff is triggered by forcing the wireless card
to disassociate from the access point. The
throughput undergoes a sharp reduction, also
at low traffic loads, for about 20 s. The second
plot refers to 384 kb/s UMTS (the handoff is
performed in the same way). The throughput
reduction lasts about 10 s, but throughput is
always over 100 kb/s. At high traffic load there
is a peak after the handoff, when TCP empties

the sending buffer. The third plot refers to a
100 kb/s UMTS connection with an L2 trig-
gered handoff. In this case handoffs were per-
formed in a more realistic way by walking away
from the access point until the L2 module in
charge of monitoring the signal strength trig-
gered the handoff. Note that in this case the
perceived bit rate at the application level starts
decreasing before the handoff due to the fading
wireless signal. In general, L3 triggering
becomes not very reliable when the wireless sig-
nal weakens. Packets carrying RAs may be lost,
thus causing the handoff toward the cellular
network, but the possible arrival of subsequent
RAs from the WLAN determine a ping-pong
effect between the two networks that make
meaningless the measured throughput.

The handoff delay at the network layer is
only a fraction of the overall handoff delay.
Packets lost or arriving out of order during the
handoff execution trigger TCP congestion
avoidance mechanisms. Reliable protocols thus
amplify the delay of the network layer. The
mechanisms and size of this amplification are
described below for the two most common
cases.
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USER HANDOFF FROM
CELLULAR NETWORKS TO WLANS

When the handoff is toward a faster link, pack-
ets sent on the WLAN arrive before packets sent
earlier that are still traveling on the cellular net-
work. The effect of this on the TCP protocol is
twofold:

» At the sender end (the CN in our scenario),
ACKs sent on the WLAN arrive very quickly,
causing a higher transmission rate (see the
peaks in Fig. 3).

* At the receiver end, packets sent on the
WLAN arrive before previous packets sent on
the cellular network.

TCP behavior depends on the implementation:

New Reno TCP with SACKS, as implemented in

Linux, acknowledges these packets selectively,

causing resending of previous packets that are

still traveling on the cellular link.

No packet is lost, since this is a soft hand-
off. However, a certain number of packets are
retransmitted. For a traffic load of 25.6 kb/s,
the handoff is smooth on both GPRS and
UMTS links, and no packet is retransmitted.
When the traffic load is 409.6 kb/s, the average
number of retransmitted packets is 27 for
GPRS and 4 for UMTS. Nevertheless, since
packets are retransmitted on the fast WLAN
link, the delay due to packet resending is
always less than 0.2 s. A smooth handoff can
thus be expected at the application level.
Results from our experimentation confirm, at
least for high traffic loads, the simulation
results of [15], where an analysis of this kind of
handoff is reported.

FORCED HANDOFF FROM
WLANS 10 CELLULAR NETWORKS

This handoff causes packet loss from the sender
to the MN. Since TCP is a reliable protocol, it
associates to every packet a retransmission time-
out (RTO) for the acknowledgment based on
the estimated RTT. When the timeout expires,
the sender attempts retransmissions with an
exponential backoff delay; after receipt of an
acknowledgment, the sender assumes that the
network is congested and enters a slow-start
phase.

The negative side effect of this mechanism
on handoff is that even when the handoff is
completed at the network level, the retrans-
mission of lost packets is not resumed until
the backoff interval expires. The average value
of this additional TCP delay grows exponen-
tially with the number of retransmission
attempts, which depends on the handoff delay
at the network level. TCP delay is thus expo-
nentially dependent on network delay. With
L2 triggering it is possible to substantially
reduce the drawback of the exponential back-
off, as the delay between the last ACK on the
WLAN and the first ACK on the UMTS net-
work becomes about 300 ms, mostly due to the
increased RTT. However, even if with L2 trig-
gering no packet is actually lost at the network
layer, the last packet sent on the WLAN is
considered lost by the CN, since the RTO
computed on the fast WLAN link is much
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smaller than the new RTT. The packet is then
retransmitted on the UMTS link. Thus, even
with L2 triggering, the TCP of the CN goes
into slow-start mode. This is an inherent prob-
lem of TCP when passing to a slower link, but
since the capacity of the new link is still
unknown, the slow-start procedure is probably
the best way to achieve optimal throughput. In
Fig. 5 delay composition for a traffic load of
409.6 kb/s is shown.

CONCLUSION

Hybrid mobile networks like those formed by
WLANSs and 3G cellular data networks require
efficient handoff mechanisms to guarantee seam-
less connectivity. In this work we tested a loosely
coupled approach to internetworking between
WLAN and cellular networks. The results show
that the higher bandwidth of present UMTS net-
works allows traffic loads up to 400 kb/s to be
transferred to WLANs without altering the bit
rate. This handoff is really seamless at the appli-
cation level. Even for GPRS connections, hand-
off toward WLAN can be performed without
packet loss. The only consequence at the appli-
cation level is a change in the perceived bit rate.
We show how the employment of L2 triggering
allows seamless handoffs at the network layer
also when passing from WLAN to cellular net-
works. In this case, however, due to the different
RTT on the two links, the TCP incurs in the
slow-start phase, causing a temporary drop in
the bit rate at the application level. Since L2
triggering avoids the TCP exponential backoff,
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Since the 12
friggering avoids the
TCP exponential
back-off, the
disruption of the
connection can be
reduced, in this kind
of handoff, from a
few seconds to
about 0.4 s. This is
an encouraging
result for the loosely
coupled approach
and the Mobile IPvé
protocol.
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the disruption of the connection can be reduced
in this kind of handoff from a few seconds to
about 0.4 s. This is an encouraging result for the
loosely coupled approach and Mobile IPv6, par-
ticularly because it is obtained with no change of
the network infrastructure.
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