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Abstract—Recent contributions on energy-aware manage-
ment, aimed at improving the energy efficiency of network in-
frastructures are based on a combined use of two levers: power
consumption optimization obtained by (wholly or partially)
switching off a single network device and traffic engineering
strategies (with related algorithms) that, given the traffic model
on a daily time period, minimize the global energy consumption
avoiding traffic congestion. Switches, routers and links of
the actual Internet are often represented by simple power
consumption models, based on just a few states (typically, on
and off). Time for off-to-on switching is often ignored. We
claim that complex large-scale network infrastructures need
an energy-conscious control plane, which is able of quickly
configuring the network by taking into account both energy
efficiency goals and QoS constraints. In this paper we present
a green extension to the GMPLS network control plane, that is
able of minimizing the global power consumption under QoS
constraints. Time for fully activating components that were
initially in stand-by or off is considered as a QoS requirement.

Keywords-Green routing; Network Management; GMPLS
control plane; Path Computation Element; OSPF-TE

I. INTRODUCTION

Over the years, the Internet has become a central tool
for society. Its large adoption and strength originates from
its architectural, technological and operational foundation:
a layered architecture and an agreed-upon set of protocols
for the sharing and transmission of data over practically
any medium. However, the growth of such a global-scale
infrastructure, has recently raised new concerns. It has been
recently estimated that Information and Communication
Technology (ICT) sector accounts for 4% of the worldwide
primary energy consumption. The expansion of the Internet
incurs increased energy consumption, thus attracting a lot of
attention on energy efficient networking [1], in particular in
the context of optical networks [2]. Since the seminal work
by Gupta and Singh [3] the research community has started
developing technologies for manufacturing energy efficient
network devices, methodologies for power aware network
design, as well as energy management strategies for reducing
energy wastes of networks in operation. The field of green
networking has been attracting a growing attention during
the last years [4], [5], but, only a limited number of recent
works have been devoted to energy-aware traffic engineering
and network design. Different preliminary studies evaluate
the potentials and the actual applicability of energy-aware

routing procedures [6], [7], [8], [9]. As an example, the
approach proposed in [10] aims at switching off the linecards
(network links) guaranteeing QoS constraints (maximum uti-
lization and maximum path length constraints) in a scenario
where an hybrid Multi Protocol Label Switching/Open Short-
est Path First (MPLS/OSPF) scheme is adopted. Additional
recent contributions on energy-aware network management
are mainly focused on methods for switching off links solely
based on network topology features (i.e. traffic demands are
ignored) [11], [12], distributed algorithms to determine the
operating configuration of each node (energy consumption
minimization) [13], and new energy-aware protocols [14],
[15]. Energy efficiency has also attracted much interest in
the context of routing strategies for Mobile Ad-hoc Networks
(MANETs) [16], where the main concern is mainly reducing
the speed of battery discharge in mobile terminals. In this
paper we propose a novel approach for designing a green
network control plane for All Optical Networks (AONs),
based on the concept that the energy demand of today’s
network devices arises from increasing user traffic and router
capacities, which are not compensated by a corresponding
increase in silicon energy efficiency. In fact, most network
hardware is designed to operate constantly at maximum
capacity, irrespective of the traffic load, even though their
average utilization lies far below the maximum. These ob-
servations have motivated adapting the network capabilities,
and thus its energy requirements, to the actual traffic profiles.
This goal may be pursued by combining two different
approaches: (i) the implementation of power management
primitives in the hardware platforms of networking devices,
similar to those already implemented in general-purpose
computing systems, and (ii) the definition of a green control
plane whose goal is to find a network configuration that
leads to minimal global power consumption.

The main contribution of this paper is the design of control
plane extensions providing a uniform way for the network
resource orchestration to access the green networking capa-
bilities of devices. This novel architecture and the related
extensions is called O-Gene - Open GrEen network control
plaNE. The remainder of this paper is organized as follows.
The second section briefly refers to the context of All Optical
Networks. The third section describes how we propose to
extend a Path Computation Element (PCE)-based architec-



ture with green management features. The fourth section
presents an energy efficient extension of the existing OSPF-
TE routing protocol and the power consumption model used
to compare alternative routing paths. In the fifth section we
evaluate by simulation the energy efficiency of our solution
in a small scale network by using a power consumption
model of a real optical network switch. Finally the sixth
section concludes the paper.

II. CONTEXT

The Internet infrastructure is essentially an interconnec-
tion of several heterogeneous networks called Autonomous
Systems that are interconnected with network equipments
called gateways or routers. In the core-network segment,
routers are interconnected through links which are mostly
based on optical transmission technologies. The adoption
of optical technologies is recently emerging also in access
segments. In this paper we present a possible solution
for reducing energy consumption by means of an energy-
conscious network control plane. Our proposal is targeted to
Automatically Switched Optical Network/Generalized MPLS
(ASON/GMPLS) networks. We extend the routing (i.e
OSPF-TE, Open Shortest Path First-Traffic Engineering) and
signalling (i.e RSVP-TE, Resource Reservation Protocol)
protocols to choose the most power-efficient configuration
for the transport layer. By enabling resilient, automated
and power-efficient networks, GMPLS brings a number of
CAPEX and OPEX advantages in addition to eco-benefits.
The first step towards a high bit-rate core network was
the creation of electro-optical networks. In these kinds of
networks, although the signal travelling through them was
optical, all the processing in both ends of the connection and
in the intermediate nodes was done in the electric domain.
That is why they are also named opaque networks, that is,
because the signal does not remain all the way from an
end to the other in the optical domain; an optical-electrical-
optical (OEO) conversion must be done at some points to
ensure a correct routing and Quality of Service (QoS).
However, despite the improvements introduced by opaque
networks, the limitations of the electrical processing of
the signal was an important bottleneck for achieving a
low-power/high bit-rate core network, so that the next
step was migrating the backbone towards All Optical Net-
works (AONs), where the routing and the processing was
done in the optical domain. Automatically Switched Trans-
port Network/Automatically Switched Transport Network
(ASON/ASTN) is mainly the architecture used by these
kinds of networks in conjunction with GMPLS as the
technology used by the control plane.

The GMPLS framework is considered to be the emerging
control plane solution for future optical networks. The
main functionality that the GMPLS control plane offers in
optical networks is the dynamic establishment and teardown
of end-to-end optical connectivity. GMPLS currently does

Figure 1: GMPLS/PCE architecture integration

not include any mechanism to take into account energy
consumption parameters when identifying end-to-end paths
or disseminating the status of network elements with respect
to their power consumption.
What is missing is the connection between the network
control plane and the Optical Transport Network (OTN)
equipment that takes in account network management layer
requirements and translates it in optical network resources
with the objective to minimize the overall energy consump-
tion while providing the QoS requested by the application.

III. A PCE-BASED ARCHITECTURE FOR GREEN
OPTICAL NETWORKS

Optical networks are complex infrastructures whose ar-
chitecture is defined as a combination of layers and planes.
Dense Wavelength Division Multiplexing (DWDM) is the
emerging solution at the transport layer. The ITU-T G.872
standard defines the general architecture at the transport
layer. Provisioning of lightpaths in traditional optical net-
works was a lengthy process. To overcome this limitation,
ITU-T has recently proposed the ASON architecture, which
utilizes a control plane to provide fast and reliable lightpaths
within the optical transport network. In this context, the
GMPLS model defined by the Internet Engineering Task
Force (IETF) appears as the most promising technology to
implement the functionalities of the ASON control plane.
In this section, we propose an innovative architecture where
GMPLS is extended so that management procedure can
pursue both energy reduction objectives and satisfaction of
users’ QoS requirements. To enhance the GMPLS control
plane with green capabilities we introduce new metrics and
path selection algorithms in the PCE [17]. A PCE is a func-
tional element that cooperates with similar entities and with
network devices to compute the best possible path through
multiple domains. The PCE function may implemented
either as a centralized service or as a distributed architecture
involving one agent in each device. Our proposal assumes
that network devices are able to provide PCEs with energy
consumption information. A PCE receives path computation
requests from entities known as Path Computation Clients



(PCCs) (Figure 1). A PCE holds limited routing information
from other domains, allowing it to possibly compute better
and shorter inter-domain paths than those obtained using
the traditional per-domain approach. Among other purposes,
PCEs are also being advocated for CPU-intensive computa-
tions, minimal-cost-based TE-LSP placement, backup path
computations, and bandwidth protection. Along with the
process of identifying the requirements and development of
the architecture accordingly, a plethora of work is underway
at the PCE IETF WG aimed at defining new PCE com-
munication protocols and introducing extensions to existing
underlying routing protocols.

IV. PROTOCOL DESIGN FOR ENERGY EFFICIENT ROUTING

Implementing an energy efficient routing within GMPLS
requires spreading of additional knowledge throughout the
control plane. Such knowledge regards current power con-
sumption for each of the network nodes and links. Since
GMPLS uses an IGP protocol to exchange label information
within the network, this family of protocols is a perfect
candidate to be extended. Our proposal extends the OSPF
protocol. In particular, we consider opaque Link State Adver-
tisements (LSA) of the OSPF protocol for spreading current
power consumption values. New Type, Length, Value (TLVs)
to the TE extensions for OSPF have been added. The format
of a standard TE LSA packet, as defined in [18], is shown in
figure 2. TLVs can be included in a LSA payload. TE LSA
defined two types of top-level TLVs. We propose to add
sub-TLVs to link-level TLV. Thus, the energy information is
carried by setting up new sub-TLVs inside Link TLV (type 2)
of TE LSAs. Type in sub-TLVs is considered in the range of
32768-32777, which is reserved for experimental uses. Value
is defined to carry the energy information. It is composed
of the following information:

- The energy information, normally a value assigned to
represents the power consumption (mW);

- The link status, composed by 12 power status values
as defined in EMAN [19]. An EMAN Power State Set
represents an attempt for a standard approach to model
the different levels of power of a device;

- The transition time matrix (12x12) consisting of the
time required to transit from a link status to another
one.

The flooding procedure follows the standard procedure of
OSPFv2 flooding. After receiving a new LSA, the node
decides whether to forward the LSA or discard it according
to the carried timestamp. Link State Database is updated
upon receiving valid LSAs. A node that does not support the
newly defined TLVs ignores them but forwards them to its
neighbours. In a PCE-based architecture, a routing decision
is taken when a request for a new lightpath is submitted
to the network. A commonly used criterion is to choose
minimum-hop-count paths. Our goal is to base the routing
decision on a minimal energy consumption increase, by also

Figure 2: OSPF-TE LSA format

taking into account both minimum bandwidth and maximum
activation time as QoS constraints. To do so, we assume
that routing decision are taken by execuiting the classical
Dijkstra algorithm on the network graph, where a link’s cost
is expressed as follows:

cij = cEij + cUB
ij + cTij =

=

{
Eij if {UBij ≥ Bmin} and

{
TON
ij ≤ TON

MAX

}
,

∞ else
(1)

where cij is the cost per edge, cEij , cUB
ij and cTij are

respectively the Energy cost, the Unreserved Bandwidth cost
and the ON time cost on link (i,j). In particular:

cEij = Eij

cUB
ij =

{
0 if UBij ≥ Bmin,
∞ else

cTij =

{
0 if TON

ij ≤ TON
MAX ,

∞ else

where:
• Ei,j : possible increase of power consumption of the

link (i,j);
• UBi,j : unreserved available bandwidth value on link;
• Bmin: minimum guaranteed bandwidth on the link;
• TON

i,j : time for transitioning from the current status to
ON for the port connected to link;

• TON
MAX : maximum activation time for the whole path.

Green extension needs a support from the underlying hard-
ware. We make the following assumptions based on today’s
typical router architectures and hardware in designing green
extension. However, most of them can be relaxed to take
advantage of better hardware support in the future without
impacting the basic Green problem formulation and solution.
First, a line-card can have multiple ports, and each port
may connect to a link. Consider that the possible states of
a network interfaces are only on and off. When a link is



put to off-mode, the port that connects to the link can be
turned off. Second, a link can be put to off-mode only when
there is no traffic in both inbound and outbound directions,
which is based on the fact that the transceivers of inbound
and outbound traffic do not have separate power control in
most hardware. The Green model can be easily adjusted to
allow turning on/off unidirectional links and, if the hardware
supports it, will bring even more power saving than what we
show in this paper. Third, a port or a line-card can wake up
more or less quickly, controlled by its host router.

Actually the power consumption of a network interface i
can be modeled as the follow:

PWi =

[
on · (StaticPW +DynPW · curRate

maxRate
)

]
i

(2)

In addition, considering that the power consumption of a
linecard n, with In set of interfaces, is equal to:

PWn =
∑
i∈In

PWi+

[
StaticPW +DynPW · curRate

maxRate

]
n

,

(3)
where:

• on: boolean variable representing the state of the inter-
face. It is equal to 1 if the interface is in on-mode, 0
if off-mode;

• StaticPW : static power constant;
• DynPW : dynamic power constant;
• maxRate: maximum transmission rate;
• curRate: current transmission rate;

Note that both StaticPW and DynPW are device specifics
but dynamic one multiplies the percentage of the occupied
bandwith, so that dynamic power consumption depends on
current rate and increases with Bmin. We can describe the
increase of power consumption for the interface i of the
linecard n, as the sum of the interface contribution and the
linecard contribution of the interface:

Ei =

[
on · StaticPW +Bmin · DynPW

maxRate

]
i

+[
Bmin · DynPW

maxRate

]
n

(4)

Thus, the increase of power consumption of the link (i,j) is
equal to:

Eij = Ei + Ej (5)

Green route calculation uses the information in the Traffic
Engineering Database (TED), flooded by the TE LSAs,
and locally specified constraints on the link attributes. The
most stringent constraint is that a minimum Unreserved
Bandwidth be available at all links along the path; all the
links that do not meet the constraint are removed.

The cost of a path is the sum of costs of all its edges:

Csd =
∑

i,j∈Pe

cij (6)

where Pe is the set of edges of path P.

V. RESULTS AND DISCUSSION

In this section we present a preliminary evaluation of the
proposed Green routing algorithm, showing its effectiveness
in terms of energy savings. We consider a simple network
consisting of eight nodes connected by fifteen bidirectional
links with either 1 Gbps or 10 Gbps capacity, as it is
shown in Figure 4. In our node equipment model we have
assumed as a reference a subset of the Alcatel-Lucent Mul-
tiservice Switch 1850-TSS320, shown in Table I. In detail,
we have considered the equipment for each node shown in
Table II. The energy model and the routing algorithm were
implemented in MATLAB version R2012a. Routes were
computed by considering a link cost computed according
to formula 1. In this section, the results of our proposed
model are discussed and evaluated, with focus on the energy
cost reduction. To evaluate the effectiveness of our Green
routing algorithm, we compared the routes determined by
our algorithm to shortest paths (in terms of hop count).
In order to evaluate the effectiveness of our routing algo-
rithm under various network conditions, we assume that
12 traffic flows are submitted to the network. Each flow
requires a minimum guaranteed bandwidth randomly chosen
between 0.2 Gbps and 1.4 Gbps. These flows enter the
network in the nodes 1, 6, 7 and 8, and exit the network
at nodes 1, 2, 5 and 6 (see Table III). The twelve flows
have a duration of 60 minutes but start every five minutes,
so leading to an increasing network load in the first hour
and to a decreasing load in the second hour. By summing
up the energy consumption of all the eight network devices
we obtain the overall energy consumption. Under the same
load conditions, we compare the overall energy consump-
tion of our Green routing algorithm against a Shortest
Path algorithm that only takes into account the bandwidth
constraint, assuming that each port can wake up quickly
(TON

ij ≤ TON
MAX ). Under this assumption, Figure 3 shows

values used for link cost ci,j during simulation process for
each link. Note that due to display cost curves, the infinity
link cost value is represented by a large value (equal to
100). Figure 4a and Figure 4b show the different set of
link used by Source-to-Destination paths that are chosen by
Shortest Path and Green algorithms respectively during our
experiment to accommodate the 12 traffic flows. Note that
the high path redundancy and low link utilization provide
unique opportunities for power-aware traffic engineering.
When there are multiple paths between the same source-
destination (SD) pair, and the traffic volume on some paths
is low, one can move the traffic to a fewer number of paths so
that the other paths do not carry any traffic for an extended
period of time. Routers that have idle links can then put the
links to off-mode for energy conservation. Figure 5a shows
the overall power consumption during the experiment. By
integrating power consumption over time, we conclude that



our Green routing algorithm leads to a 14% energy reduction
with respect to a network in which the Source-to-Destination
path is computed as the shorthest path compatible with the
bandwidth constraints and to a 50% energy reduction with
respect to the today’s networks in which devices are powered
on at full capacity 24× 7 but highly under-utilized most of
the time. The Green routing algorithm penalizes idle links
to reuse busy ones. Due to this, the mean number of hops
increase with respect to the SP algorithm. As shown in
Figure 5b, the number of hops of each selected route is
higher by using the proposed algorithm (green line) than that
using the SP algorithm (red line). However the difference
between two average values (dotted lines) is maintained
below one hop. Additional tests putting down (4, 5) link
before the eighth traffic request, show that Green routing
energy reduction decreases by 2% and the average hop count
is one hop longer than the result using SP algorithm.

Table I: ALU-1850 TSS-320 Optical Switch

ID # description maxRate StaticPW DynPW
[Gbps] [W] [W]

1 Node TSS160C 320,0 30,0 0,0
1,1 Line Card 1 2x10Gbps 20,0 30,0 20,0
1,1,1 Interface 1 SFP 1x10Gbps 10,0 20,0 10,0
1,1,2 Interface 2 SFP 1x10Gbps 10,0 20,0 10,0
1,2 Line Card 2 SFP 2x10Gbps 20,0 30,0 20,0
1,2,1 Interface 1 SFP 1x10Gbps 10,0 20,0 10,0
1,2,2 Interface 2 SFP 1x10Gbps 10,0 20,0 10,0
1,3 Line Card 1 SFP 10x1Gbps 10,0 30,0 20,0
1,3,1 Interface 1 SFP 1x1Gbps 1,0 5,0 5,0
1,3,2 Interface 2 SFP 1x10Gbps 1,0 5,0 5,0
1,3,3 Interface 3 SFP 1x1Gbps 1,0 5,0 5,0
1,3,4 Interface 4 SFP 1x10Gbps 1,0 5,0 5,0
1,3,5 Interface 5 SFP 1x1Gbps 1,0 5,0 5,0
1,3,6 Interface 6 SFP 1x10Gbps 1,0 5,0 5,0
1,3,7 Interface 7 SFP 1x1Gbps 1,0 5,0 5,0
1,3,8 Interface 8 SFP 1x10Gbps 1,0 5,0 5,0
1,3,9 Interface 9 SFP 1x1Gbps 1,0 5,0 5,0
1,3,10 Interface 10 SFP 1x10Gbps 1,0 5,0 5,0

Table II: Nodes equipment

Node Linecard # interfaces maxRatei [Gbps]

Node 1 1 1 10,0
2 1 10,0
3 1 1,0

Node 2 1 2 10,0
2 1 10,0
3 2 1,0

Node 3 1 2 10,0
2 3 1,0

Node 4
1 2 10,0
2 1 10,0
3 2 1,0

Node 5 1 2 10,0
2 1 10,0
3 2 1,0

Node 6 1 1 10,0
2 1 10,0

Node 7 1 2 1,0
2 1 10,0

Node 8 1 2 10,0

Figure 3: Green link cost during our experiment

(a) Minimum hops (b) Green

Figure 4: Different set of the used links

(a) Overall power consumption (b) Routing hops

Figure 5: Tradeoff between energy saving and hop count
number

VI. CONCLUSION

The Network Control Plane of ASON/GMPLS networks
may play a key role in the operational energy efficiency
of network infrastructures. In this paper we propose a Path
Computation Element (PCE) architecture which is able to
compute end-to-end paths that meet users’ QoS requirements
and maximize the energy efficiency of the network. Our
preliminary evaluation shows that the proposed energy ef-
ficient approach may lead up to 14% reduction in energy
consumption for a moderate network load, compared to
a traditional Shortest Path routing algorithm, while still



Table III: Flows specifics

Start 5’ 10’ 15’ 20’ 25’ 30’ 35’ 40’ 45’ 50’ 55’ 60’
From → to 1 → 6 1 → 6 6 → 1 6 → 1 1 → 5 1 → 5 8 → 1 8 → 2 8 → 2 7 → 1 7 → 1 7 → 5
Amount data traffic [Gb] 5040 3240 1080 3240 4320 720 1080 3240 720 4329 3240 3240

maintaining acceptable routing hops numbers. Of course,
this energy saving may decrease under heavy load condi-
tions, when all the available resources need to be actively
employed. We are currently implementing the Green OSPF-
TE by extending an open source OSPF implementation.
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