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Abstract—Static and dynamic analysis techniques for bug detection have significantly improved in the last decades, and are today implemented in industry-strength tools and routinely applied by developers. Nevertheless, it is still difficult to deal with bugs located in OTS software, since developers lack the source code and/or knowledge about their internals to fix these bugs. In this paper, we propose an approach for fixing memory leak bugs in OTS software, that leverages dynamic binary analysis tools to find bugs, and binary code rewriting to patch them. Patching will allow to rejuvenate OTS-based software less frequently, thus further improving the availability of applications using this approach. Future work will implement this approach in a prototype, and validate it on real memory leaks found in complex software.
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I. INTRODUCTION

There are software bugs that are very difficult to find and to fix. This is the case, for instance, of memory management and synchronization bugs, that surface as software failures only after a long period of execution. As pointed out by Huang et al. in their seminal work [1], the complexity of these bugs, and tight time and budget constraints, hinder developers in finding and fixing them before a software release. This problem is even worse when the bugs are located in reused and Off-The-Shelf (OTS) software, for which developers do not have access to the source code: in this case, it is not possible for developers to fix the root cause of a bug.

To deal with these bugs, developers and researchers have been devising practical fault tolerance approaches to mask them. For instance, software rejuvenation can prevent failures by proactively cleaning (e.g., by restarting) the software at a convenient time [1]. This kind of approaches work around many tricky bugs without fixing them, at the cost of small period of downtime during recovery and rejuvenation [2], [3].

Today, after several decades, we need to consider that bug detection techniques significantly improved since early studies on fault tolerance and software rejuvenation. Several techniques have been developed for static and dynamic code analysis, that are able to discover classes of subtle bugs such as race conditions, deadlocks, memory leaks, integer and memory overflows [4], [5], [6]. These techniques are now regularly adopted by developers, and are implemented by industry-strength tools (both commercial and open-source) [7], [8], [5] and included in development toolchains (for instance, modern compilers includes rich set of advanced static and dynamic analysis techniques for early bug detection) [9], [10]. Some of these techniques can even be applied on binary code.

As a result, developers are now able to detect and fix tricky bugs that were previously out of reach to them. Nevertheless, it is still difficult to deal with bugs located in OTS software. Even if developers are able to pinpoint these bugs with automated tools, they lack the source code and/or knowledge about software internals needed to fix these bugs [11]. Thus, for this case, even if the bugs are known, software rejuvenation and fault tolerance still represent the sole viable paths.

In this paper, we propose an approach for fixing memory leak bugs in OTS software. The approach aims to patch OTS software automatically, and without requiring source code or other knowledge about its internals. The idea is to leverage dynamic binary analysis tools to find memory leaks, and binary code rewriting to inject memory management code for preventing the leaks. Reducing memory leaks by patching OTS code will allow to rejuvenate software less frequently, thus further improving the availability of applications using this technique. The goal of this paper is to present the ideas behind the approach, and discuss the challenges that need to be faced. Future work will implement this approach in a prototype, and validate it on real memory leaks found in complex software.

This paper is structured as follows: Section II briefly describes dynamic binary analysis for detecting memory leaks; Section III discusses our proposed idea for patching OTS code; Section IV discusses related work; Section V concludes with directions for future work.

II. DYNAMIC BINARY ANALYSIS

There are several tools for static and dynamic analysis of binary code, aimed at testing, security and reverse engineering purposes. In this section, we focus on Valgrind [5], a dynamic binary analysis framework that is widely used by developers for detecting and debugging memory corruption and concurrency issues. For instance, MySQL developers adopt Valgrind in their automated regression tests, in order to timely detect memory leaks and other memory-related issues [12].

Valgrind is a framework for supporting several types of code analysis at the binary level. This framework consists of the Valgrind core, and a set of tool plug-ins (each implementing a specific type of analysis) based on the Valgrind core. The most well-known Valgrind tool is MemCheck, which is aimed at detecting memory-management problems in C and C++ software [13], [14]; other Valgrind tools include Cacheegrind...
#include <stdio.h>
#include <stdlib.h>
#include <string.h>

void print_hello(void) {
    char * string = (char *) malloc(sizeof(char)*12);
    strcpy(string, "Hello World");
    printf("%s\n", string);
    return 0;
}
...

<table>
<thead>
<tr>
<th>LEAK SUMMARY:</th>
</tr>
</thead>
<tbody>
<tr>
<td>definitely lost: 12 bytes in 1 blocks</td>
</tr>
<tr>
<td>indirectly lost: 0 bytes in 0 blocks</td>
</tr>
<tr>
<td>possibly lost: 0 bytes in 0 blocks</td>
</tr>
<tr>
<td>still reachable: 0 bytes in 0 blocks</td>
</tr>
<tr>
<td>suppressed: 0 bytes in 0 blocks</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>HEAP SUMMARY:</th>
</tr>
</thead>
<tbody>
<tr>
<td>in use at exit: 12 bytes in 1 blocks</td>
</tr>
<tr>
<td>total heap usage: 1 allocs, 0 frees, 12 bytes allocated</td>
</tr>
</tbody>
</table>

12 bytes in 1 blocks are definitely lost in loss record 1 of 1
at 0x4C2B6CD: malloc (in /usr/lib/valgrind/vgpreload_memcheck-amd64-linux.so) by 0x400555: print_hello (test.c:17)
by 0x400585: main (test.c:18)

function, in which the pointer to the string allocated in heap memory is lost and is not more reachable by the program. Using information collected by the instrumented program, MemCheck provides a summary about the amount of leaked memory, and the location in the program where leaked blocks were allocated.

Finally, it is important to note that while this kind of analysis (and, in general, static/dynamic analysis) cannot find every possible memory leak bug in a program (in the case of MemCheck, the leak must occur during execution to be pinpointed), it proved to be useful at identifying several subtle bugs in practice, even in mature and complex software [12].

### III. Binary Patching Approach

Our approach is aimed at fixing memory leak bugs in binary code and in an automated way, that is, by avoiding human involvement and the need for source code and other information about software internals. The idea (see also Fig. 3) is to collect feedback from program analysis tools about memory leaks, and to inject additional memory management code where necessary into a binary program, to force the deallocation of a leaked memory area once the last pointer to that area is invalidated.

**Fig. 2.** An example of trivial memory leak bug, and report from Valgrind/MemCheck. Please note that source-code locations in the report are provided for readers' convenience, but no source-code information can be assumed to be available for OTS software.

**Fig. 1.** Overview of dynamic binary analysis in Valgrind.

(a cache profiler), Helgrind (a data race detector), and Massif (a heap profiler).

In Valgrind, the software under analysis is interpreted by a JIT compiler, in a similar way to a JVM interpreting Java bytecode (Fig. 1). The JIT compiler dynamically translates native code (e.g., x86 machine instructions in a binary program) into an intermediate representation (IR), which is an architecture-independent language with simple (RISC-like) instructions and amenable to instrumentation and analysis. IR code fragments are then passed to a tool plug-in (such as MemCheck), which injects additional IR instructions in the code fragment for tracing and analysis purposes. Finally, the instrumented IR code fragment is translated into native code and executed by the CPU. Compared to other binary instrumentation tools, such as Pin [15], which instrument the native code without intermediate translations, the dynamic translation performed by Valgrind enables more powerful types of analysis, such as shadow-tracking every memory bit (it is thus denoted by its authors as a "heavyweight" binary instrumentation tool [5]). However, this flexibility incurs in a overhead: for instance, programs executed under MemCheck run about 10–30x slower than normal.

The MemCheck tool plug-in uses this dynamic binary instrumentation mechanisms to trace operations that allocate and de-allocate heap memory, as well as memory accesses made by a program, in order to detect memory leaks (i.e., blocks of heap memory that are not referenced by any pointer, and are thus unreachable and leaked) and read accesses to uninitialized memory. MemCheck injects tracing instructions after each instruction that accesses memory, and after each instruction that allocates or de-allocates heap memory. For instance, the injected instructions record the location of every live heap block in a hash table; with this information, MemCheck can detect bad or repeated frees of heap blocks, and memory leaks [14]. Fig. 2 shows an example of report produced by MemCheck for a trivial memory leak: in this example, a memory leak occurs at the end of the print_hello()
leak occurs. This information can be used to (i) insert code right after the allocation of the heap area (allocation site) that records the address of the area, and (ii) insert code right before the loss of the pointer to the heap area (loss site) that forces the de-allocation of the area.

```
#include <stdio.h>
#include <stdlib.h>
#include <string.h>

void print_hello(void) {
    char * string = (char *) malloc(sizeof(char)*12);
    strcpy(string, "Hello World");
    printf("%s
", string);
    return 0;
}
```

Fig. 4. An example of binary code patching through the injection of memory management code.

For instance (see Fig. 4), the loss site can be the end of a function, in which the heap area is pointed by a local pointer variable, and the pointer is lost when the function ends. Another case is when the pointer is stored in a data structure in heap memory, and this data structure is deallocated without deallocating the area pointed by this pointer (for instance, a C++ class that does not deallocate a heap area in its destructor); the loss site is the code location in which the data structure (e.g., the object of the C++ class) is deallocated. Finally, a third case is when a pointer, either in local, heap, or global memory, is overwritten with a new value without deallocating the heap area pointed by the old value; in this case, the loss site is before the instruction that overwrites the pointer. All these types of loss sites can be detected by a dynamic memory analyzer such as MemCheck, which tracks the life of a pointer to heap memory from the allocation site to the loss site in order to detect memory leaks.

The injected code must strive for a very low overhead, since it is meant to be executed in production, in order to avoid memory leaks at run-time and thus reduce software rejuvenation. Since our memory management code will be significantly simpler than tools such as MemCheck, existing “lightweight” binary rewriting techniques, that inject machine instructions either dynamically (such as in Pin [15]) or statically (such as in PSI [16]), will suffice for our purposes. These techniques can be adopted to introduce small portions of memory management code into allocation and loss sites of memory leak bugs in the program. We expect that the overhead of this code will be low since: (i) In most cases, only a small minority of heap areas are leaked, and only leaked heap areas need to be tracked and freed by injected code. (ii) Injected code will be executed only when the the memory area is allocated and when its pointer is lost; memory management code will run seldom, and will not be involved during the program reads/writes to the leaked memory areas. We also expect that this approach will lead to significantly lower overhead than using an automatic, full-fledged garbage collector [17], [18], since our memory management code will focus on specific heap areas that we know to be affected by leaks: as mentioned above, this information will be provided us by a memory leak analyzer such as MemCheck.

Special care is needed to deal with heap areas that are pointed by more than one pointer. In such cases, the heap area must not be forcefully deallocated when there are still valid pointers to the area, otherwise the program will not be able to access to the area even if it is still reachable. It is thus necessary to deallocate the area only when it is actually leaked, that is, all pointers to it have been removed (e.g., overwritten with a new value or de-allocated). To do so, the approach will need to inject memory management code for each pointer, respectively when each pointer is initialized and is removed, using a reference counting mechanism: when a pointer is removed, a counter associated to the heap area is decremented, and when the counter reaches zero, the heap area is deallocated. To implement this mechanism, the memory leak analysis must be extended to provide information about all pointers to the leaked heap area (in particular, the code location in which these pointers are initialized and removed). These pointers can be found by means of static analysis [19]. Even if static analysis has intrinsic limitations (e.g., in some cases, it may not be able to track inter-procedural propagation of pointers through function pointers), it will still allow to fix those bugs for which propagation of pointers can be precisely tracked. The degree of effectiveness of this approach, however, has to be validated by applying it on memory leak bugs actually experienced by users and developers.

IV. RELATED WORK

Binary code rewriting has been proposed in past studies for making OTS software more robust against external threats and to improve its security, and we discuss here some relevant examples of binary rewriting for security purposes. Second-Write [20] is a binary rewriting tool aimed at retrofitting security checks in binary COTS software. It has been used to prevent attacks that affect the control flow, by inserting "stack canaries", by eliminating base pointers, by adding code for checking return addresses and indirect function calls. Several other tools [21], [22] adopt binary code rewriting to randomize elements of a program and to make it more difficult to attack, such as randomizing the ordering of code blocks and data, the layout of stack and heap memory, and the allocation of variables to registers. In [23], automatic blackbox testing and code instrumentation are adopted to improve the robustness of web services, by discovering inputs that are not gracefully handled, and by filtering these inputs through protective wrappers, that are introduced in Java bytecode using an aspect-oriented programming framework. Finally, binary rewriting has been applied to protect against untrusted binary programs obtained from external sources: in Reins [24], COTS x86 binaries are rewritten to prevent damages to the file system or network, and corruptions of trusted modules, by redirecting system API calls to a policy-enforcement library and by protecting it from attacks that affect the control flow. All these security applications are not meant to fix known bugs into binary software, but to make software more robust against external attacks, and to sandbox untrusted applications.

Binary rewriting has also been applied to perform “live updates” of software, in order to apply patches in production without restarting neither applications nor the OS [25], [26]. Live updates differs from our work, since we do not expect the availability of the source code, and do not require developers
to provide bug-fixes, as we take advantage of dynamic binary analysis to automatically discover and fix memory leak bugs.

V. CONCLUSION AND FUTURE WORK

In this paper, we discussed an approach for fixing bugs in OTS software, using dynamic binary analysis and rewriting techniques. This approach has the potential to reduce the impact of memory leaks caused by OTS software, in an automated way and with a small overhead. In future work, we will implement this approach in a prototype, by extending existing static and dynamic analysis tools such as Valgrind. Moreover, we will apply the approach on complex software with known memory leak bugs, in order to evaluate the overhead introduced by the approach and its ability to deal with these bugs. Finally, we will investigate how to extend the approach to fix other types of bugs, such as race conditions and deadlock bugs.
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