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Abstract—After 16 years, a significant body of knowledge has been established in the area of Software Aging and Rejuvenation (SAR). In this paper, we survey papers about SAR that appeared in IEEE conferences and journals, identify where SAR research has been mostly focused, and highlight some aspects deserving more attention, with the aim to provoke a constructive discussion among SAR researches about where SAR has arrived and where it should be headed in the next future.
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I. INTRODUCTION

Since 1995, year of publication of the seminal work of Huang et al. [1], much efforts have been devoted to characterize and mitigate the Software Aging phenomenon, that is, the accumulation of errors occurring in long-running operational software systems that leads to progressive resource depletion, performance degradation, and eventually to the hang or crash of the software system. As a result, a significant body of knowledge has been established and an international community of researchers in the area of Software Aging and Rejuvenation (SAR) has grown. Therefore, after 16 years, it is reasonable to look at what has been made, what has still to be accomplished to transfer the results to the industry world, and which are the future challenges for the SAR community. Starting from the analysis of 71 papers, which appeared in IEEE conferences and journals, this paper tries to identify where SAR research has been mostly focused, and to highlight some aspects which still deserve more attention by the SAR community. The aim is to stimulate a constructive discussion among SAR researches about where SAR has arrived and where it should be headed in the next future.

In Section II, we describe how SAR research papers have been collected. Section III reviews SAR literature with respect to four dimensions. Section IV concludes the paper with open issues and research opportunities.

II. ANALYSIS OF LITERATURE

To have a picture of the current status of SAR literature, we analyzed some of the most important conference proceedings and journals. The steps followed for the analysis are:

Search engine. We relied on IEEE Xplore (http://ieeexplore.ieee.org/) to conduct the analysis.

Selection of conferences and journals. This preliminary analysis focused on the most relevant conferences/journals in the field of dependability, also considering the workshops held jointly with them: International Conference on Dependable Systems and Networks (DSN), International Symposium on Fault Tolerant Computing (FTCS), Pacific Rim International Symposium on Dependable Computing (PRDC), International Symposium on Software Reliability Engineering (ISSRE), International Symposium on Reliable Distributed Systems (SRDS), Transactions on Software Engineering (TSE), Transactions on Reliability (TR), Transactions on Computers (TC), Transactions on Dependable and Secure Computing (TDSC). In addition, we also considered part of the software engineering community (by querying for “software engineering” in the proceedings or journal title), addressing conferences/journals like International Symposium on Empirical Software Engineering (ISESE), International Conference on Software Engineering (ICSE), World Congress on software Engineering (WCSE), and other minor conferences.

Search criteria. The research has been carried out by querying for the words “aging”, or “rejuvenation”, or “leak” in the metadata of the IEEEXplore research engine (e.g., title, abstract, keywords, etc.). Note that in the case of software engineering, the word “aging”, as well as “rejuvenation” has a different meaning: it indicates the software becoming obsolete, e.g., because of changed requirements, maintenance actions, and so on. As a result, most of the papers found in that case is not related to software aging as intended by the dependability community. Actually, only 8 papers of software engineering community are related to SAR. It should be noted that some papers on SAR appeared in venues not published by the IEEE or related to other computer science fields, and that we focus our analysis on the ones previously mentioned.

In Figure 1, the number of papers per year is reported. As may be noted, since 1995, the trend is increasing. A sharp increase of scientific productivity of the SAR community was fostered by the 2008 WoSAR workshop, which took place for the first time in that year. The venues preferred for SAR studies were ISSRE (30), DSN (12), and PRDC (8).

III. WHERE WE ARE

Past work on SAR can be analyzed with respect to several dimensions. We here consider four dimensions, namely:

• the type of analysis that has been conducted,
• the type of system to which the work is related,
The work focuses on predicting the time-to-aging-failure (e.g., response throughput and latency) [4], [5]. These data can be used to populate mathematical models. We believe that these dimensions provide insights on interesting research directions that could be pursued by the Software Aging and Rejuvenation community.

A. Type of analysis

From the point of view of the type of analysis, most SAR work focuses on predicting the time-to-aging-failure and on optimal scheduling of software rejuvenation strategies. Two main categories can be identified among these works, that is, model-based analyses and measurement-based analyses. In model-based analyses, a mathematical model of the system is considered, that include states in which the system is correctly working, states in which the system is failure-prone, and states in which software rejuvenation is taking place. Several kinds of model have been considered for this purpose, such as Markov Decision Processes and Stochastic Petri Nets [2], [3]. These studies typically aim at identifying the optimal time for applying software rejuvenation strategies in order to maximize availability or performability in the long term. Measurement-based analyses are instead based on data collected from a system about resource usage (e.g., free physical memory and used swap space) and performance (e.g., response throughput and latency) [4], [5]. These data are processed using algorithms for time series analysis and machine learning, in order to identify resource exhaustion / performance degradation trends. One of the aims of these studies is to provide a support to on-line planning of software rejuvenation, in order to predict aging failures in the short term and to adapt rejuvenation to the actual workload and resource consumption of the system. Another aim of measurement-based analysis is to provide empirical data about the software aging phenomenon; for instance, this data could be used to populate mathematical models. We also consider hybrid analyses, in which the approaches of measurement- and model-based approaches are combined, e.g., by populating models with actual measurements and to validate the effectiveness of models with respect to real aging failures. Finally, we consider another class of studies (referred to as “other”) that do not belong to the classes previously mentioned. These studies are focused on various topics such as field-data analysis of aging-related bugs [6] and debugging techniques tailored to these bugs [7], and software rejuvenation techniques (these are discussed in section III-D) [8].

The distribution of the types of analysis is shown in Figure 2. Model-based analyses represent the largest share. Many studies have been devoted to analyze alternative models of systems affected by software aging: indeed, these models are needed in order to take into account different kinds of system (e.g., single-server and cluster systems) and rejuvenation (e.g., perfect and imperfect rejuvenation) [9], [10]. Instead, hybrid analyses represent a very small part of SAR studies. We believe that this kind of analysis deserves more attention, since it is fundamental to the adoption of model-based approaches in real-worlds systems. Indeed, following the hybrid approaches it is possible to provide examples on how measurements, which are already collected by modern systems for monitoring and debugging purposes, can be exploited to mitigate software aging and improve availability, and performability. Furthermore, the application of software rejuvenation schedules to real systems could serve to provide evidence that model-based approaches are effective at improving availability and performability. A notable example of cross-check between models and real failures can be found in [11].

B. Type of system

An important issue regards the type of system on which aging is analyzed, and/or rejuvenation actions are implemented. Software aging has been shown to affect many kinds of long-running software systems. We distinguish the analyzed papers in three classes: safety critical systems, non-safety-critical systems, unspecified, according to the employment scenarios. The first class indicates systems employed in scenarios that are critical from the safety point of view, i.e., systems whose malfunctioning may cause serious damages or loss of human lives; the non-safety-critical systems class includes business and mission-critical scenarios,
but not safety-critical ones. For instance, a Web Server or a DBMS are typically employed in non-safety-critical scenarios. The class unspecified refers to papers that do not present an experimentation on real systems, but that use simulation or numerical examples to demonstrate the validity of their results.

Figure 3 shows that, although safety-critical systems are designed to respect stringent dependability requirements and are tested extensively, a non-negligible percentage of papers have reported aging phenomena in this class of systems. This confirms that aging problems are very difficult to detect in the development phase. Moreover, it should be noted that many papers (49%) do not perform experiments on real software systems. The greatest part of these papers present model-based approaches for time-based rejuvenation, and validate their approach by numerical examples.

C. Aging indicators

Past studies have also been categorized with respect to the kind of software aging issue that has been investigated. Many studies propose models and approaches to deal with resource depletion trends, regardless of which specific resource is affected by depletion (i.e., it seems it has been assumed that the approach could be applied to rejuvenate any kind of resource). These papers are marked as "unspecified" in Figure 4. Most of remaining work focuses on software aging trends representing memory consumption, performance degradation or both (see for instance [4], [5]). These two aspects are the most frequent issues occurring in non-safety-critical systems (see section III-B). These issues have less relevance for safety-critical systems. For instance, in the case of software that undergoes a safety certification process, dynamic memory management is typically avoided in order to accomplish the most stringent safety levels. By contrast, none of analyzed papers tackled arithmetic issues, such as the accumulation of round-off errors. These errors are much more relevant in safety-critical contexts, since software is adopted in control systems. Suffice to think that many of the analyzed works, including ours, cited in their introduction the problem of the Patriot missile system but unfortunately only one work discussed issues related to it [12].

D. Software rejuvenation approaches

The fourth dimension against which we evaluated SAR studies is with respect to the software rejuvenation actions that were proposed or adopted to counteract software aging. The most of SAR papers are focused on determining the optimal schedule to perform rejuvenation, by either analytical models (i.e., time-based rejuvenation), or by measurements (i.e., prediction-based rejuvenation). In this section, the attention is focused on techniques adopted to rejuvenate the system. Rejuvenation aims to bring the software from a failure-prone state (which is the result of errors accumulated due to software aging) to an aging-free state. Therefore, rejuvenation techniques can be compared with respect to how the state is processed and the resulting aging-free state that is achieved after rejuvenation.

We distinguish between Application-generic actions, Application-specific actions, and Unspecified. Application-generic actions are further classified in: Component Restart, Application Restart, VM/NMM (Virtual Machine, or Virtual Machine Monitor) Restart, Node Reboot, Cluster Failover. These actions are generic since they do not make use of application-specific features, but rely on restarting the system or its components to perform software rejuvenation, or they activate another copy of the system. By following this approach, the system or the component being rejuvenated is brought to its initial state, which is assured to be aging-free. This kind of rejuvenation is simple to implement since it makes use of initialization mechanisms of the system, and for this reason it is the most widespread.

By contrast, application-specific rejuvenation is tailored for a specific system: it aims at reducing the cost required to perform rejuvenation (i.e., the downtime and performance loss due to rejuvenation), by cleaning a specific aging-affected resource. This kind of rejuvenation introduces additional mechanisms in the system, and developers exploit peculiar features of the system or the resource. Some examples of application-specific rejuvenation are represented by garbage collection, kernel table flushing, defragmentation. State checkpointing mechanisms could also be adopted, although they need to be tailored to
the specific application in order to save only the relevant part of the system state and avoid to include aging-related errors in the checkpoint [13]. These techniques are effective at reducing the cost of rejuvenation since they do not bring the system to its initial state, and avoid to redo work for reconstructing the relevant system state (e.g., to restart transactions that were taking place at the time of rejuvenation). This issue is negligible in the case of stateless applications (e.g., a web server), although it has great importance in the case of stateful applications that are adopted in critical systems.

The third class is “unspecified”: this class includes those papers where the focus is on determining the optimal rejuvenation time, no matter what specific policy is adopted (e.g., many of these are model-based papers, where there is no application on which experiments are performed). In these studies, application-generic rejuvenation is often implicitly assumed.

Figure 5 shows the distribution among the three mentioned classes, as well as the distribution for the application-generic subcategories. The “unspecified” class accounts for 59% of the total, which denotes that the focus is often on optimal time scheduling rather than on the design of more effective rejuvenation actions. Among application-generic actions, the most common one is the Application Restart, whereas selective rejuvenation actions (e.g., VMM or component restarts) represent a small share.

IV. WHERE WE ARE GOING

The preliminary survey presented in this paper attempts to reveal the trends followed by the software aging researchers in these years. Dimensions adopted for classifying the papers help us getting useful hints.

The first dimension highlighted that a lot of effort has been spent on designing analytical models for rejuvenation time scheduling. These models are becoming more and more refined and comprehensive; however, the works addressing aging by models often lack experimentation on real systems. Most often, models are validated by numerical examples, or by simulation, but to make them actually applicable in operational systems assumptions need to be verified against real system behavior. One relevant research opportunity we identify is about the further development of hybrid (i.e., model and measurement based) approaches, along with an increasing application in real-world systems. This would also provide examples of how software rejuvenation strategies can be applied, and encourage their adoption by practitioners. Toward this direction, the implementation of online monitoring and aging estimation frameworks may represent a valuable support in order to increase in the industrial world the perception and the awareness of the software aging problem.

The need for additional experimentation on real systems is also highlighted from the second dimension that we adopted. The non-negligible percentage of aging symptoms in safety-critical systems suggests us that: i) it is certainly worth to further investigate aging phenomena in safety-critical systems, since although well-tested they show to suffer from aging; ii) more attention to aging-related bugs is needed in the design and validation of safety-critical systems, since aging-related bugs can affect reliability requirements that are imposed on long-running systems by safety certification standards.

The analysis of aging indicators in Section III-C reports that memory-related and performance indicators received the same attention; however, further research is needed for the investigation of more complex software aging manifestations. There is evidence of several other types of aging bugs, such as numerical errors, storage-related bugs (e.g., when a bug consumes disk space), bugs related to the management of system-dependent data structures (e.g., shared memory pools in DBMSs). In particular, we did not find any suitable approach to cope with the accumulation of numerical errors, for which there is not an aging indicator that could be used by traditional model- or measurement-based analyses. Another missing piece of the puzzle is represented by a comprehensive analysis of real aging bugs.

Finally, in Section III-D we analyzed software rejuvenation approaches. From results, it is clear that much literature is devoted to the optimal schedule determination. A potential direction to further reduce the cost of software rejuvenation regards the development of more efficient techniques for rejuvenating a system. The problem of accounting for the state of the application may be addressed in the future, as well as the implementation of additional mechanisms that try to minimize the downtime by selectively rejuvenating part of the system. The adoption of these rejuvenation strategies among developers could be encouraged by the integration of rejuvenation mechanisms at the OS or middleware level and in programming languages.
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Figure 5. Software rejuvenation approaches.


