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**HIGHLIGHTS**

- Hybrid simulation of complex critical systems in private cloud is presented.
- Simulation and emulation interoperability has been managed by federation.
- Allocation of simulation tasks is implemented by multi-objective approach.

**ABSTRACT**

Simulation represents a powerful technique for the analysis of dependability and performance aspects of distributed systems. For large-scale critical systems, simulation demands complex experimentation environments and the integration of different tools, in turn requiring sophisticated modeling skills. Moreover, the criticality of the involved systems implies the set-up of expensive testbeds on private infrastructures. This paper presents a middleware for performing hybrid simulation of large-scale critical systems. The services offered by the middleware allow the integration and interoperability of simulated and emulated subsystems, compliant with the reference interoperability standards, which can provide greater realism of the scenario under test. The hybrid simulation of complex critical systems is a research challenge due to the interoperability issues of emulated and simulated subsystems and to the cost associated with the scenarios to set up, which involve a large number of entities and expensive long running simulations. Therefore, a multi-objective optimization approach is proposed to optimize the simulation task allocation on a private cloud.

© 2016 Elsevier B.V. All rights reserved.

**1. Introduction**

Modern critical infrastructures play a key role in improving and preserving the quality of life. Few examples include power grids, smart cities, transportation (e.g., aerial, railway, maritime) systems, and financial IT infrastructures. Designing and managing complex critical infrastructures is increasingly challenging, as more and more systems are required to interoperate in order to provide new functionalities while assuring dependable and cost-effective implementations. Future generation of such systems in domains like air, naval, and railway traffic management, is expected to have a stronger focus on a System of Systems (SoS) concept as driving design criterion, as new needs for interoperability among (often independent) actors are rapidly rising.\(^1\) As a result, the design, development and analysis of such systems is extremely complicated, due to the integration of heterogeneous and widely distributed systems, of new and legacy entities, of proprietary and off-the-shelf components into a unique design. Besides functionality, performance and dependability requirements can become hard to satisfy in such complex scenarios, because of subtle defects difficult to reproduce [1,2].

A powerful tool to support the lifecycle of these systems is simulation. Being able to simulate their behavior accurately would allow engineers to evaluate alternative design decisions, to

\(^1\) Examples are initiative like the SESAR program: “As the technological pillar of Europe’s ambitious Single European Sky (SES) initiative, SESAR (Single European Sky ATM Research) is the mechanism which seeks to coordinate and concentrate all EU research and development activities in ATM, pooling together a wealth of expertise to develop the new generation of ATM”—http://www.sesarju.eu.
assess the expected performance and dependability under several different scenarios, to pinpoint possible architectural bottlenecks, so as to drastically reduce the cost for testing and maintenance by setting up onsite simulated testbeds instead of expensive (often unfeasible) real test scenarios. All this favors a suitable design and an early detection of possible problems before the actual deployment, after which the occurrence of failures could be extremely harmful for both producers (indeed, cost of operational failures is much higher than cost of pre-deployment failures) and for end-users (operational failures of such infrastructures could cause serious damages to people and/or the environment). On the other hand, simulation of these complex and distributed systems present serious challenges. Different simulation tools, simulation environments, real sub-systems (usually Commercial Off-The-Shelf) and experimental platforms need to interact in a coordinated way. Such an integration requires sophisticated modeling practices and complex experimentation environments. In addition, despite the advantages of simulation, the complexity of the systems to simulate and the large number of involved entities can lead to very high cost and simulation time.

This work proposes a middleware to implement locally controlled testbed for large-scale mission-critical systems by means of cost-effective distributed and hybrid simulation techniques. The middleware allows setting up simulation platforms integrating emulated and simulated subsystems on distributed testbeds in order to closely mimic the real behavior of the scenarios under test. It offers services for the seamless integration and interoperation among simulated and emulated subsystems and for supporting decisions of the simulation manager about the optimal simulation planning.

The middleware is based on the High Level Architecture (HLA) paradigm [3], a standard for distributed computer simulation that allows the integration of multiple independent simulation environments within a more complex federated simulation system. An HLA-based implementation enabled us to address the critical challenge, exacerbated in large-scale and mission-critical scenarios, of highly heterogeneous environments that need to communicate to each other (e.g., ensuring the accuracy of the experiment threatened by the different time domains on which the simulated and the real platform operate and by communication overhead between the simulation and the emulation environment). On top of this platform, a cost-effective management of simulation resources is implemented. Indeed, very high costs are entailed by the complex scenarios of the simulated systems of systems and by the high number of entities involved. On the other hand, the criticality of the involved systems imply the set-up of testbeds on private infrastructure. Therefore, the careful planning of such scenarios over the available resources is crucial. In the proposed solution, resources are managed via virtualization – a solution that allows overcoming the HLA shortcomings in managing and scheduling capabilities of resources – enabling the on-demand elastic deployment of simulation environments on modern cloud platforms [4]. Based on this, an optimization approach is implemented to support the simulation manager decisions about how to allocate simulation tasks, based on their features, to the available virtual resources, while controlling the total cost of the simulation and its running time. A multi-objective model is proposed, solved by three well-known evolutionary algorithms, which provides the best scheduling of simulation tasks on resources according to a user-desired objective to optimize.

The middleware is designed to support development of complex and critical infrastructures. It is being developed within the frame of a public–private research project named DISPLAY (Distributed hybrid Simulation Platform for ATM and VTS systems), which is realizing a distributed and hybrid simulation platform for engineering systems of Air Traffic Control (ATC) and maritime Vessel Traffic Systems (VTS). The platform will support the system engineers, enabling the relatively fast deployment of complex scenarios on local testbeds, favoring alternative system design evaluations, pre-deployment testing activities and maintenance operations—the latter two being usually very expensive tasks, due to the wide geographically distributed nature of the considered systems. The platform is expected to remarkably reduce ATC and VTS production and maintenance cost.

The rest of this paper is organized as follows: related work is presented in Section 2. Section 3 shows the logical view of the hybrid simulation middleware named ‘DISPLAY’. A detailed description of the DISPLAY implementation is presented in Section 4. A typical simulation scenario of a Vessel Traffic System is described in Section 5. The optimization model of simulation tasks on virtual resources and its experimental evaluation are presented in Sections 6 and 7. Section 8 concludes the work.

2. Related work

Several works proposed unified stand-alone frameworks for simulating complex systems, usually based on a single specialized specification language used to represent the whole system. For example, MATLAB/Simulink packages and tools are available for implementing discrete event simulations, as well as providing interfaces among different discrete event/continuous time blocks [5]. A discrete event-based hybrid simulation solution based on the DEVS formalism and dealing with atomic or coupled models can be found in [6]. Similarly, a hybrid approach for system modeling based on visual syntax is presented in [7]. However, such approaches can provide a limited re-usability of the implemented system models.

Other approaches support the integration of separated simulation models by means of ad-hoc interfaces. For example, some interesting tools for integrating simulation models in hybrid control environments are provided by the BCVTB [8] and by CODIS [9] MATLAB/Simulink interfaces. The former works within the Ptolemy II framework integrated within a MATLAB/Simulink scenario. The latter supports discrete and continuous simulations, providing a co-simulation bus for integrating both a MATLAB/Simulink and a SystemC model. The different models interoperate by using specific Inter-Process Communication (IPC) primitives or interface libraries.


An alternative approach provides HLA/RTI-based interoperability among discrete event-based models and continuous ones, through an explicit spatial separation between them. For example, the framework proposed in [16] implements an HLA/RTI-based interface enabling the complete interoperability between DEV5 and the MATLAB/Simulink models. Such a framework leverages the HLA/RTI time management facilities to synchronize the above models, by also relying on the analog/event interface mechanisms for data exchange among them. Furthermore, the mechanism proposed in both [17] and standard MATLAB implements an HLA/RTI interface provided as a specific package or library. There are some
The paper in [34] proposes and energy efficient scheduling algorithm of VMs considering the deadline constraints. Although, most of works are devoted to minimize the execution time or cost, there are also some papers that address the problem of increasing the scalability [35] and reliability by optimal allocation [28,36–38]. All these works are relatively recent research, which reflect a felt need for solutions that support providers or cloud platform managers to exploit resources optimally. Our proposal is along the same line, in that we aim at exploiting such a research trend in the field of hybrid and distributed simulation management, where the problem of the optimal resource allocation is still unaddressed. Our goal is to fully leverage cloud-based technology for hybrid simulation of complex large-scale systems, for which virtualization is a very attractive (and maybe the only) alternative to implement scalable realistic simulation scenarios.

3. A middleware for supporting hybrid simulations

Fig. 1 shows a logical view of the proposed solution, which is organized according to three levels. The highest level includes Application Programming Interface (API) for interfacing with the external environment. In particular, specific interfaces are provided to configure the simulation process for both its static (i.e., at the architecture level) and dynamic (i.e., at the level of functional process) behavior. At user-level, the modules responsible for configuring and managing the simulation scenarios are implemented, including (i) the Configuration Manager, which interacts with the final user by the high level API to define the simulation scenario, as well as with the lower-level modules to configure the simulation environment (Fig. 2); (ii) the Network Manager responsible for setting-up and managing the network emulation scenario; and (iii) the Policy Manager for user profiles administration.

Finally, the system-level includes the basic functionalities provided by the implemented DISPLAY middleware:

- **Simulation Manager**—It is enabled to configure, manage and monitor the hybrid simulation process. The Simulation Manager allows defining the system behavior in terms of interactions among the involved subsystems that best identify the simulated application scenario. It interfaces with the Configuration Manager to offer its capabilities at user-level in order to operate on the simulation process in real-time.

- **Data Distribution Manager**—It is in charge of managing the constant exchange of information among components involved in the simulation, providing services for data distribution and information synchronization.

- **Time/Event Manager**—In order to simulate distributed environments, it is necessary that each involved component perceives the progress of time in a uniform manner, regardless of their world of origin (real, emulated, simulated). Time/Event Manager is responsible for the correct advancement of time, by managing the alignment of real and emulated components’ time with the simulation time, which constitutes the reference variable. The progress of time among simulated and emulated components is based on events. To share the time reference among the various components, specific wrappers are implemented that wait for events received by components and interact with them for managing the time progress. Specifically, to enable synchronization, the Time/Event Manager receives all the time events by simulators, and selects the smallest non-negative value; this is then sent to all components and wrappers as the actual time to run.

---

2 https://www.ciprnet.eu
3 http://www.iais.fraunhofer.de/
• **Network Emulator**—Given the very complex nature of the considered network-centric systems, we adopt a distributed network emulation solution to reproduce reality with a high degree of verisimilitude. As shown in Fig. 3, the Network Emulator interacts with both the Network Manager, from which it receives a description of the network scenario to deploy, and the **Virtual Environment Manager** to implement one or more instances of the emulated network on virtualized resources.

• **Virtual Environment Manager**—This component enables the dynamic deployment, management and monitoring of virtual resources, which are necessary for the implementation and orchestration of the local testbed. It instantiates virtual resources based on information it receives, in XML format, from the Configuration Manager. Moreover, it is able to: (i) manage the lifecycle of virtual machines; (ii) re-size dynamically the virtual resources; (iii) manage the lifecycle of the network resources and of the virtual storage.

In the next section a detailed description of the proposed implementation is reported.
4. DISPLAY middleware implementation

The proposed middleware aims at providing an expandable hybrid simulation environment, which allows the integration and interoperability of different simulation models and emulated subsystems while allowing to configure, manage and monitor the simulation scenarios in an easy and efficient way.

To support the integration of distributed and independent simulation environments, each with its own features, languages and operating systems, within a more complex federated simulation system, the High Level Architecture (HLA) simulation structure is adopted. In particular, according to the HLA paradigm, a federation is a distributed simulation system for a particular purpose, which consists of a number of interactive members. Each application program (e.g., simulation tool) that participates in a simulation is called federate. The interface specification of the HLA describes how to communicate within the federation, and is implemented by the Run Time Infrastructure (RTI). RTI implements all the services of HLA interface specification, and provides a range of service functions to support interoperability of the federation members. Federates can assume the role of Publisher to publish information within the federation, and the role of Subscriber as well, to receive information created and updated by other federates. In HLA, the information exchanged is represented by using the classical object oriented paradigm. The main entities belong to the Object and Interaction classes. The Object class refers to object-oriented data, characterized by specific attributes, shared within the federation that persist during the run time, whereas Interactions are associated with events exchanged among federates. These entities are implemented by the XML format. Each federate can register object instances and modify their attributes, so that the other federates, subscribed to the involved objects, receive value updates for these attributes. Interactions work in a similar way, except that an interaction is only used once with a specified set of parameter values and then discarded.

As a framework for advanced distributed interactive simulation, HLA meets the needs of DISPLAY simulation middleware. In particular, as shown in Fig. 4, three out of five functionalities offered at system-level, namely Simulation Manager, Time/Event Manager, and Data Distribution Manager, are implemented by using RTI services. The Simulation Manager is responsible for the simulation process life-cycle (Fig. 5). Specifically, according to the HLA framework architecture, the Simulation Manager provides mechanisms for managing the federation members, as well as for specifying the exchange of data among the federates. It uses a common, standardized, formalism for describing the capabilities of potential federation members. In particular, the subsystems (federates) to be simulated are modeled according to the HLA object model. Each federation member is represented by an HLA simulation object model (SOM), whereas the interactions among the federates are described by the federation object model (FOM).

SOM specifies the types of information that a federate can provide to HLA federations, as well as of information that a federate can receive from the others. FOM is specified by a file that contains a description of data exchanged in the federation, e.g., objects and interactions that will be exchanged. This can be seen as the “language” of the federation. During a federation execution, all exchanges of FOM data among federates shall occur via the RTI. RTI specifies a group of interface services supporting federation members in accordance with the provisions of the FOM.

To correctly exchange simulation data among federates, which evolve along a different temporal model (real time, emulated, and simulated), the Time/Event Manager exploits the RTI to coordinate how fast the simulators advance in their logical and emulation scenarios. Moreover, it allows defining synchronization points that enable the members of the federation to coordinate when they
have reached a certain state (for example, when they are ready to start the simulation of the next phase of a scenario).

Data exchange within the federation is implemented through the Data Distribution Manager by exploiting the publish/subscribe paradigm provided by the RTI. For individual federates, SOM developers should associate whatever information they feel could be needed by subscribers with their publishable interaction classes. In addition, for interaction classes to which a federate can subscribe, SOM developers should determine what type of information needs to be included, so that the federate can calculate the associated effects.

The adopted HLA–RTI implementation including the three described functions is based on the open-source cross-platform PoRTico [39], a modular and flexible platform providing a production-grade RTI environment.

The Network Emulator enhances the overall HLA-based architecture with network services needed for a distributed and hybrid simulation. It has been structured as a distributed emulation environment, able to easily manage multiple emulated networks and systems over the same shared infrastructure. It is based on Common Open Research Emulator (CORE) [40].

The last component of the architecture is the Virtual Environment Manager, in charge of mastering complexity by means of virtualization and optimization functions. To implement complex simulation scenarios, the virtualization infrastructure must provide an efficient configuration platform, so as to manage the execution of a large number of simulated subsystems, emulated network devices/links, applications under test, and storage servers (storing the huge amount of data produced during the simulation process) [41], all running over the same shared cloud infrastructure. The use of virtual machines (VM) decouples the execution of specific software components from the involved system hardware, allowing a complete control over their run-time operations, as well as over their perception of time. This also enables the transparent suspension of the execution of any networked entity in order to ensure synchronization between simulated time and real-world time in emulated components, e.g., (i) by letting the simulation run while the VMs are suspended, waiting for time synchronization or, alternatively, (ii) suspending the simulation time while VMs are live-migrated over the cloud to search for new available resources. Therefore, in the context of the DISPLAY project, the implemented Virtual Environment Manager supports: (i) the configuration of the virtual infrastructure; (ii) the optimization of the simulation task allocation on a private cloud; (iii) the deployment of simulation and emulation instances on the cloud; and (iv) the monitoring of virtual resources. In particular, we used KVM as virtualization engine, whereas OpenNebula (ONE) open-source technology [42] is used to build up the private cloud, providing the IaaS facility. The ONE platform assumes that the underlying physical infrastructure is built up in line with a classical cluster-like architecture, where the hypervisor-enabled nodes are managed by a so-called front-end node, responsible for the centralized management and monitoring of ONE services. Such services include a user interface for submitting VMs and continuously checking their status. The front-end node manages the whole life-cycle of clusters, hosts, VMs, storage areas and other virtualized resources. Furthermore, ONE supports the elastic deployment and reallocation of VMs on a group of run-time/storage resources fully distributed throughout the physical network, by decoupling the individual entity not only from the underlying infrastructure but also from its location constraints. The monitoring of the virtual resources is implemented by using Host sFlow agents, which infer and export virtual nodes’ performance metrics by using the sflow protocol with minimal impact on the systems being monitored [43]. Based upon this virtual resources management, there is the optimal simulation planning feature implemented to enable an efficient scheduling of tasks over available resources on the private cloud. This is detailed in Sections 6 and 7.

4.1. Simulation interoperability

The typical simulation scenarios of a large-scale critical system could require information available only on site by interacting with the real system. Therefore, besides the management capabilities of the simulation, there is the need to incorporate, in the DISPLAY middleware, a functionality to interconnect simulations with emulated networks and the real system. As shown in Fig. 6, we introduce a specific federate (named EmuGateway), which operates as a gateway between the simulation federates and the real system [44], which supports the integration of simulation and emulation environments. A Bridge allows the real system interacting with the simulation federates through the emulated network.

We assume that the real system runs on physical hosts with a specific IP address assigned. Moreover, one or more UDP and TCP ports are associated with the real system, providing specific communication endpoint facilities and external interfaces to its application services. The main goal of the EmuGateway is to manage the publication and subscription of federates to messages to be sent to (or coming from) the real system, as well as to communicate with the real system by using IP sockets on the aforementioned service ports. In particular, the EmuGateway federate is a multi-thread server, which accepts connections from the real system and processes each interaction exchanged between the latter and the simulation federates. It can both publish real system messages over RTI, and wrap each incoming message from the RTI forwarding it directly to the target application service. Message delivery is managed according to a store and forward policy based on dedicated application queues. To enable application service to process the interaction, the EmuGateway adds to each message sent by federates:

1. a timestamp representing the time at which the real system has to process the interaction;
2. the name of the target application service (the process’ port at the end host) that has to handle the interaction;
3. the IP address of the node hosting the real system process.

The Bridge receives the message, and converts the timestamp from the simulation time to a real time, then forwarding the message to the associated application.

However, real/virtual hosts on which the applications will be deployed might not be known at modeling time. Therefore, when the simulation starts, each bridge registers itself to the EmuGateway federate, by sending its IP address, the port of the associated real system, and its current system time. The EmuGateway assigns a symbolic name to each registered real system’s application. Such symbolic name is used to identify the application as a federate. Based on this information, the EmuGateway manages the mapping information from the symbolic name to the host IP addresses.

Finally, as the HLA was developed with a specific focus on simulation in Local Area Network (LAN) or in Virtual Private Network scenarios, we implemented a service provisioning model of RTI based on web services, so as to make the local federates interoperable, through WAN links or through the Internet, with federates that run remotely. Such a solution, can also enable the interoperability of simulation subsystem with other SOA-based commercial systems, like Google Earth, as well as establish communication links through firewalls that block RTIs’ underlying communications [45,46,44]. Thus, in order to support RTI interactions on the Web, a stateless Web service (named Web Federate) is implemented (Fig. 6). Web Federate is a special federate in charge of creating an RTI service instance associated with the remote federate, and a local federate inside the LAN. The Web Federate provides standard HLA service APIs, which
enable the encapsulation of service requests from federate to RTI into REST messages and transmit them to the remote federate. In particular, a Web Federate consists of two components: the *FederateToWAN* module providing RTI messaging proxy service and implementing the HLA services on the WAN as Web services; and the *FederateToLAN*, located inside the LAN, that provides standard HLA services to inter-operate with local federates. The remote federate receives remote HLA REST-based requests, and invokes HLA services of the *FederateToWAN* module by using the HTTP protocol.

### 5. Simulation scenarios

As described above, a paramount responsibility of the Virtual Environment Manager to manage complex simulation scenarios is the efficient management of (virtualized) resources. To this aim, a core functionality is the optimal allocation of the simulation components to resources over the cloud infrastructure. Therefore, in this section, we report a typical simulation scenario, which the described middleware solution has to manage, highlighting the main requirements and constraints of the cloud resources management task. The proposed solution is then detailed in the next section.

As mentioned in Section 1, the proposed middleware moves from a research project named DISPLAY (Distributed hybrid Simulation PLATform for ATM and VTS syStems), which aims at realizing a distributed and hybrid simulation middleware to be concretely applied in industrial contexts like Air Traffic Control (ATC) and Vessel Traffic System (VTS), both civil and military. To illustrate a typical scenario that engineers might want to simulate, we refer, in the following, to the VTS case.

The objective of a VTS is to support safety and efficiency of navigation, as well as protection of the marine environment, adjacent shore areas, work sites and offshore installations from possible adverse effects of maritime traffic. To provide the expected traffic management services, the VTS architecture has to include at least two kinds of site: remote Sensor Sites and VTSs. The former include all the available sensors to track ship position and environment evolution. The latter provide the first level of control, where operators can interact with the system. VTSs can integrate a wide variety of sensors (e.g., radars, Electro Optical Sensor (EOS), Automatic Identification System (AIS) [47], direction finders, etc.) and of external systems (e.g., LRIT, weather), allowing for importing/exporting data in many formats (e.g., ITU1371 [48] supported both in version 1 and 3, NMEA). Starting from the tracks recognized from the Sensor Sites, VTSs are responsible for process and store such tracks. The VTS system is a database-centric system, therefore all the system elements (servers and operators) are able to establish remote connections with database.

VTS can be seen as a system of systems, deployed in a complex environment like a harbor or along a coastal area. Ships targeting could be performed by using a large variety of different sensors. Each sensor has its capabilities, functionalities and operating modes. Furthermore, data generated from sensors vary in content, quantity, and use different formats. VTSs provide integration of such different data sources to track and identify ships navigating within the areas of interest. In addition, a VTS integrates systems produced by different companies and using different communication protocols.

A big effort is made to join all sensor data in a single coherent set of information identifying in a clear unequivocal way the target. Adding new sensors could be a very tough task, but the most critical aspect is the operational integration of the whole system. This last task requires the presence of all the sensors at the same time, a representative amount of traffic, as well as the recreation of true on site condition. Operational integration of VTSs is an expensive task and doing it on site lead to additional costs that could bias in a severe way costs of the entire project. To cope with such an eventuality, companies can leverage in-house simulation and emulation of the involved systems, trying to reproduce the scenario of interest as faithfully as possible.

An example of simulation scenario is the generation of an increasing load to be processed by the VTS, which represents the system under test. In particular, the load consists of an increasing number of simulated marine objects (i.e., ships to be monitored), ranging from 100 to 5000. Each ship follows a different path. Moreover, the test scenario includes several sensors, such as an Identification Base Station, 10 radar, 4 cameras, 1 weather stations, and 4 Direction Finders. The data collected by sensors are updated with a rate of 3 s and sent to the VTS. The network scenario involves geographical WAN links, both the up-link and down-link, at a throughput of 35 140 Mbps, while the LAN connection are set to 100 Mbps. Each kind of sensor and marine object is simulated by using a different tool. Therefore, the implementation of a simulation scenario requires setting-up several software components, called ‘simulation tasks’, such as the simulation tools, the network emulator (Core), the system under test (VTS), and the DISPLAY middleware used to synchronize and make the simulated and emulated subsystems interoperable. To have an idea of the complexity of these test scenarios, in terms of computational resources needed to process the simulation, suffice it to mention that the setting-up of the described simulation testbed requires 6...
nodes M820 Blade DELL (2 Quad-Core), with 16 GB of RAM, and 72 GB of HDD. The simulation takes about 7 h to complete, and involves on average 34% of nodes’ computational resources, with an average throughput of 1768 Mbps.

The assessment of performance and dependability attributes of a complex system like the VTS requires the simulation of several of such test scenarios. Moreover, each scenario can be repeated a large number of times with different settings, and each simulation can require up to several hours to complete. Therefore, to reduce the total time of experimental campaign, more simulations should be performed simultaneously. On the other hand, since such scenarios involve critical data and systems, the simulations must necessarily be performed on private clouds for security concerns—thus, with a limited number of nodes.

With such needs and constraints, the total time of a simulation and the cost for resources usage are a serious concern. In fact, in the foreseen industrial context, it is adopted a model where cloud resources are shared among the various development teams in different business divisions within the company. The DISPLAY middleware (specifically, the Virtual Environment Manager) tracks the shared platform computing usage by each team and division, through chargeback tools, and divisions are charged only for the resources they use. Therefore, in order to reduce the amount of required computational resources (and the associated cost) of a simulation while also reducing the simulation time, the Virtual Environment Manager implements a multi-objective model to distribute the simulation tasks among the available resources.

The model and its experimental evaluation are presented in the following.

6. Optimized allocation of simulation tasks

Considering the large number of simulation tests that could be performed and the characteristics of the involved testbed, the cost and time entailed by simulation can be very high. There is a strong need for policies able of supporting a careful planning of simulation tasks and of wisely managing the assignment of available cloud resources to tasks. We have developed a decision support mechanism based on a multi-objective optimization evolutionary algorithm. The algorithm takes, as input, the declared characteristics of tasks to be simulated, the “importance”, in the form of [0, 1]-weights, attributed to three contrasting objectives of a simulation, and a description of resources. The output is a set of solutions (i.e., allocations of tasks to resources) that propose several alternatives trade-offs, which are optimal with respect to the specified objectives in the sense explained below—i.e., the so-called Pareto front. In the following, we first formulate the problem, then describe the solution, and its evaluation in two illustrative scenarios.

6.1. Problem formulation

In a simulation scenario like described in Section 5, suppose there is a set of n simulation tasks \( T = (T_1, T_2, \ldots, T_n) \), which can come from various business divisions, to be assigned to a set of m resources, \( R = (R_1, R_2, \ldots, R_m) \) available in part in a local testbed, and in part in a remote site. The allocation should be done in order to minimize one or more objectives of interest. A simulation task is characterized, as in [31], by the amount of data and operations it deals with (i.e., the task “size” including both program and data size [49]) and by data it exchanges with other tasks. Hence, we distinguish these attributes: \( T_{\text{req}} \) (Processing requirement) in terms of task size (in MB), and \( T_{\text{der}} \) (Data Exchange Requirement), which determines the network utilization (in MB). This, in line with cloud computing resource allocation model, allows establishing which resources a task is requiring in terms of CPU and network. A resource, in turn, is characterized by: a processing capacity in terms of MB per hour (\( R_{\text{PC}} \)) and a maximum network bandwidth (\( R_{\text{Net}} \)) in Mbps (Megabits per second). Moreover, different resources over the cloud may have different cost of resource usage, depending on many technical and commercial factors. For the considered resources, we account for: the cost of processing resource in USD per hour, \( R_{\text{costproc}} \), and the cost of the network utilization in USD per MB, \( R_{\text{costnet}} \). The specific cost model for the resources is specified by the private cloud platform owner; generally, in a private cloud, the cost of usage is derived by considering the costs of hardware, software, energy, cloud management tools, shared services, staffing, management and maintenance associated with a resource. This leads to a synthetic index expressed in USD per usage unit. Additionally, in the described HLA-based platform architecture, a resource may be local or remote. Of course, the former will have a network latency and response time much lower than the latter, and this needs to be characterized preliminarily, in order to optimally allocate resources accounting for it. Therefore, a series of preliminary ping tests need to be run in order to estimate the average latency and assign it to each resource in the system.

The objective of the algorithm is to find an optimal allocation of tasks to resources. A solution can assign more tasks to one resource, whereas one task must necessarily be assigned to only one resource. Preemption is not allowed; namely, tasks assigned to a resource cannot be interrupted and assigned to another resource. To ease the treatment, we assume, in this implementation, that if there are tasks related by a precedence relation (i.e., a task must execute before another one), these are treated as an atomic task (namely, assigned to one resource); thus, task executions are independent, and, when multiple tasks are assigned to a resource, they will be executed sequentially, without requirements on a specific sequence. Of course, resources cannot perform more than one task at a time.

Objectives of interest are: (i) to find allocations that minimize the total cost of task execution, including the cost for processing and network utilization; (ii) minimize the total simulation time, i.e., when all the tasks have finished processing; (iii) minimize the expected latency, namely the time the user has to wait for synchronizing clocks (it corresponds to the time the user waits for the beginning of the simulation).

6.2. Solution description

6.2.1. Encoding

The problem is addressed by means of multi-objective (MO) evolutionary optimization algorithm. We opted for a binary representation of the solution. Specifically, solutions are assignments of tasks to resources. Each of them is viewed as a binary matrix \( S \), of size \( n \times m \), with \( n \) tasks and \( m \) resources, where \( S(i,j) = s_{ij} = 1 \) denotes that task \( i \) is assigned to resource \( j \). For what said above, it stands that \( \sum_{j=1}^{m} s_{ij} = 1 \) for \( \forall i = 1, \ldots, n \), namely a task is assigned exactly to one resource. Constraints could be set up on specific tasks (e.g., some tasks might be wanted to run on a specific resource, or on a resource with some features), which are dependent on the specific scenario to simulate.

6.2.2. Multi-objective approach

The objective functions are formulated as follows. The total cost associated with a solution (namely the first objective function) is the sum of cost of usage of the processing resources and the network resources. This is:

\[
\sum_{i=1}^{n} \sum_{j=1}^{m} s_{ij} \cdot \left( R_{\text{costproc}} \cdot \frac{T_{\text{req}}}{R_{\text{PC}}} + R_{\text{costnet}} \cdot \frac{T_{\text{der}}}{R_{\text{Net}}} \right).
\]
The second objective function is about simulation time, computed as the total time to execute all the simulation tasks. It is given by the following equation:

\[
\max_{1 \leq i \leq n} \left( \sum_{j=1}^{m} s_{ij} \cdot \left( \frac{T_{PR}^i}{R_{P}} + \frac{T_{DER}^i}{R_{IC}} \cdot \frac{8}{3600} \right) \right) \tag{2}
\]

made up of processing time and communication time.

Finally, latency is given as the maximum among latencies of used resources, which determines time to wait for synchronization:

\[
\max_{1 \leq i \leq m} s_{i} \cdot R_{\text{latency}}^i \tag{3}
\]

To evaluate the fitness of each solution, we employed a multi-objective approach to simultaneously minimize the objectives described above. Multi-objective optimization is an extremely useful tool to support the search of solutions that simultaneously optimize contrasting goals. For instance, objectives like time and cost minimization, or cost minimization and quality maximization are often contrasting goals implying that the improvement of one causes a degradation in the other. The goal of MO optimization is to devise a set of solutions, called Pareto optimal solutions or Pareto front, each of which assures a trade-off among conflicting objectives [50]. Moving among Pareto solutions means choosing to achieve a gain in some objectives at the expense of the others.

A very popular way for solving MO optimization problems, also used in this work, is by means of evolutionary algorithms (EAs), because of their ability of finding a set of trade-off solutions in a single run. We exploit three EAs for solving the formulated problem, as detailed in the Section 7.

6.2.3. Handling of multiple solutions

MOEAs use Pareto optimality; hence, a solution X is said to dominate another solution Y, if X is no worse than Y in all objectives and it is strictly better than Y in at least one objective. Given the output Pareto front, there may be several criteria to select one among the proposed solutions. If the user is interested in one specific objective, then he selects the solution with the highest fitness for that objective; however, the most typical case when MO is adopted is that trade-off solutions are of interest. On a Pareto front, a solution can be selected visually looking at the knee point. This can be defined in several ways; intuitively, a knee point is the Pareto-optimal point having the maximum reflex angle computed from its neighbors. We leave the decision on how to deal with the solution set to the engineer requiring the optimization, allowing it prioritizing one objective over another.

We adopt the simple approach in which the user is allowed to specify a set of weights for the pursued R objectives, \( w = 1, \ldots, w_1, \ldots, w_R \) (so that \( \sum_{r=1}^{R} w_r = 1 \) and \( 0 \leq w_r \leq 1 \)), denoting the importance of each objective [51]. Let us denote the set of the R fitness values (one per objective) of a solution X as: \( Y(X) = \{y_1, y_2, \ldots, y_r, \ldots, y_R\} \). We normalize these values in \([0, 1]\) over the entire Pareto front: \( y'_r = \frac{y_r - \min(y_r)}{\max(y_r) - \min(y_r)} \). The chosen solution \( X^* \) is the one with the maximum utility function value: \( U(Y'(X)) = -\sum_{r=1}^{R} w_r \cdot y'_r \).

7. Experimental evaluation

This section explains the design of the experiment conducted to evaluate our approach to task allocation on the presented platform, namely: the investigated research questions, the scenarios we set up, the metrics and statistical tests used to assess confidently the achieved performance, and the adopted multi-objective algorithms.

<table>
<thead>
<tr>
<th>Task</th>
<th>( T_{PR}^r )</th>
<th>( T_{DER}^r )</th>
<th>Task</th>
<th>( T_{PR}^r )</th>
<th>( T_{DER}^r )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T^1 )</td>
<td>500</td>
<td>1</td>
<td>( T^9 )</td>
<td>500</td>
<td>0.9</td>
</tr>
<tr>
<td>( T^2 )</td>
<td>600</td>
<td>1.5</td>
<td>( T^{10} )</td>
<td>120</td>
<td>0.9</td>
</tr>
<tr>
<td>( T^3 )</td>
<td>300</td>
<td>3</td>
<td>( T^{11} )</td>
<td>255</td>
<td>22</td>
</tr>
<tr>
<td>( T^4 )</td>
<td>200</td>
<td>0.1</td>
<td>( T^{12} )</td>
<td>310</td>
<td>13</td>
</tr>
<tr>
<td>( T^5 )</td>
<td>100</td>
<td>0.4</td>
<td>( T^{13} )</td>
<td>730</td>
<td>2.5</td>
</tr>
<tr>
<td>( T^6 )</td>
<td>600</td>
<td>12</td>
<td>( T^{14} )</td>
<td>50</td>
<td>12</td>
</tr>
<tr>
<td>( T^7 )</td>
<td>300</td>
<td>4</td>
<td>( T^{15} )</td>
<td>540</td>
<td>32</td>
</tr>
<tr>
<td>( T^8 )</td>
<td>40</td>
<td>0.05</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

7.1. Experiment objectives

We run the MOEAs for the formulated problem to investigate validity, performance, and usefulness gained in simulation planning:

- **RQ1 (Validation):** How do the optimal simulation perform compared to a random allocation strategy?

  This is a typical question performed as a preliminary “sanity check”; in fact, any intelligent computational search technique is expected to outperform random search unless there is something wrong in the formulation [52].

- **RQ2 (MOEA solution quality comparison):** Which of the considered MOEAs provides better solutions for the optimal task allocation problem?

  This question focuses on the comparison among MOEAs according to common performance metrics regarding the goodness of the proposed Pareto solutions. We have adopted all the compared algorithms’ implementation in our platform, so as to choose, for a given simulation task planning, the best performing one each time.

- **RQ3 (Usefulness):** Does our approach yield useful insights into the trade-offs between the contrasting objectives of the simulation setup?

  This question is to provide evidence, in realistic scenarios, that the approach can yield actionable insights on the choice of solutions able to respond to user-specified needs (e.g., decrease cost, simulation time, latency, or a combination of them). It is, therefore, an aspect of practical interest in that the final user deals directly with such trade-offs.

7.2. Scenarios

We experiment the simulation planning strategy considering two scenarios.

**Scenario 1**

The first scenario consists of 15 simulation tasks to be allocated to 5 resource, one of which is remote. Table 1 reports the task processing requirements (i.e., the task size), and the data exchange requirements of each task. In Table 2, there are the characteristics of the five resources available for running the simulation. Resource \( R^1 \) is the remote resource, having a much lower bandwidth available. The table also reports the costs per resource usage.

**Scenario 2**

The second scenario consists of 50 simulation tasks to be allocated to 10 resource, five of which are remote. Thus, this scenario represents a more stressed situation wherein the ratio of tasks over simulation is 5:1, and only five resources over 10 are local. Table 3 reports the task processing requirements, and the data exchange requirements of each task. In Table 4, there are the characteristics of the five resources available for running the simulation. Resource \( R^5 \) to \( R^{10} \) are the remote resources.
of the them, the HV and GD indicators are computed and compared.

For each combination of algorithm and scenario, we perform 30 independent runs. For each algorithm, we use the same evolutionary algorithm as in the previous work, i.e., the NSGA-II, SPEA2, and MOCELL. They all use population-based methods for solving MO problems. Both NSGA-II and SPEA2 use the same general scheme to look for solutions, but they differ in one other in the mechanism used to keep a diverse approximated Pareto front. MOCell is a structured EA that includes an external archive to store the non-dominated solutions. It uses the same evolutionary operators as NSGA-II and SPEA2. Evolutionary operators are selected according to the binary codification of the problem, namely, the binary tournament selection, a bit flip mutation operator, and single point crossover operator. To tune the population size and number of generations for each algorithm, we have followed a procedure similar to [51,52]: a maximum number of fitness evaluations for all the algorithms is set up (1,000,000); keeping this value fixed (so as to ensure that all require approximately the same computational effort), we varied the population size and number of generations in Table 5. Each algorithm is run 30 times with each configuration; results are compared in terms of HV and GD by the Friedman test, and then Nemenyi test, with a confidence level of 95%, and the best configuration is selected. The configuration with the highest HV is preferred; if there is no configuration

Table 2
Characteristics of the resources.

<table>
<thead>
<tr>
<th>Resource</th>
<th>$K_{ic}$ (MB/h)</th>
<th>$K_{ic'}$ (Mbps)</th>
<th>$R_{int}$ ($/h$)</th>
<th>$R_{int}$ ($/MB$)</th>
<th>$R_{int}$ (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R^1$</td>
<td>200</td>
<td>10</td>
<td>1.00</td>
<td>0.60</td>
<td>200</td>
</tr>
<tr>
<td>$R^2$</td>
<td>250</td>
<td>100</td>
<td>2.10</td>
<td>0.40</td>
<td>20</td>
</tr>
<tr>
<td>$R^3$</td>
<td>500</td>
<td>100</td>
<td>3.50</td>
<td>0.70</td>
<td>18</td>
</tr>
<tr>
<td>$R^4$</td>
<td>1600</td>
<td>100</td>
<td>2.80</td>
<td>0.06</td>
<td>16.5</td>
</tr>
<tr>
<td>$R^5$</td>
<td>800</td>
<td>100</td>
<td>0.90</td>
<td>0.86</td>
<td>24</td>
</tr>
</tbody>
</table>

Table 3
Requirements of the simulation tasks (in MB).

| Task | $T^1$ | $T^2$ | $T^3$ | $T^4$ | $T^5$ | $T^6$ | $T^7$ | $T^8$ | $T^9$ | $T^{10}$ | $T^{11}$ | $T^{12}$ | $T^{13}$ | $T^{14}$ | $T^{15}$ | $T^{16}$ | $T^{17}$ | $T^{18}$ | $T^{19}$ | $T^{20}$ | $T^{21}$ | $T^{22}$ | $T^{23}$ | $T^{24}$ | $T^{25}$ |
|------|-------|-------|-------|-------|-------|-------|-------|-------|-------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|
|      | 500   | 400   | 500   | 300   | 200   | 100   | 100   | 100   | 50    | 120      | 255      | 310      | 730      | 540      | 320      | 120      | 600      | 310      | 300      | 200      | 100      | 500      | 40      | 600      | 500     |
|      | 250   | 150   | 150   | 75    | 50    | 75    | 75    | 75    | 50    | 120      | 150      | 150      | 150      | 150      | 150      | 120      | 150      | 150      | 150      | 120      | 120      | 150      | 150     |

Table 4
Characteristics of the resources.

<table>
<thead>
<tr>
<th>Resource</th>
<th>$K_{ic}$ (MB/h)</th>
<th>$K_{ic'}$ (Mbps)</th>
<th>$R_{int}$ ($/h$)</th>
<th>$R_{int}$ ($/MB$)</th>
<th>$R_{int}$ (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R^1$</td>
<td>300</td>
<td>54</td>
<td>1.00</td>
<td>0.06</td>
<td>28</td>
</tr>
<tr>
<td>$R^2$</td>
<td>150</td>
<td>100</td>
<td>1.10</td>
<td>0.40</td>
<td>20</td>
</tr>
<tr>
<td>$R^3$</td>
<td>1000</td>
<td>100</td>
<td>1.50</td>
<td>0.70</td>
<td>18</td>
</tr>
<tr>
<td>$R^4$</td>
<td>1200</td>
<td>100</td>
<td>2.80</td>
<td>0.06</td>
<td>16</td>
</tr>
<tr>
<td>$R^5$</td>
<td>200</td>
<td>100</td>
<td>0.90</td>
<td>0.16</td>
<td>38</td>
</tr>
<tr>
<td>$R^6$</td>
<td>250</td>
<td>10</td>
<td>0.90</td>
<td>0.45</td>
<td>210</td>
</tr>
<tr>
<td>$R^7$</td>
<td>500</td>
<td>8</td>
<td>2.30</td>
<td>0.65</td>
<td>180</td>
</tr>
<tr>
<td>$R^8$</td>
<td>1600</td>
<td>5</td>
<td>2.00</td>
<td>0.05</td>
<td>165</td>
</tr>
<tr>
<td>$R^{10}$</td>
<td>700</td>
<td>8</td>
<td>0.90</td>
<td>0.90</td>
<td>140</td>
</tr>
</tbody>
</table>

7.4. Evolutionary algorithms and parameters tuning

We include three different metaheuristics. We consider: NSGA-II, SPEA2, and MOCELL. They all use well-known evolutionary algorithms (EAs), which are among the most popular metaheuristics for solving MO problems. Both NSGA-II and SPEA2 use the same general scheme to look for solutions, but they differ one other in the mechanism used to keep a diverse approximated Pareto front. MOCell is a structured EA that includes an external archive to store the non-dominated solutions. It uses the same evolutionary operators as NSGA-II and SPEA2. Evolutionary operators are selected according to the binary codification of the problem, namely, the binary tournament selection, a bit flip mutation operator, and single point crossover operator. To tune the population size and number of generations for each algorithm, we have followed a procedure similar to [51,52]: a maximum number of fitness evaluations for all the algorithms is set up (1,000,000); keeping this value fixed (so as to ensure that all require approximately the same computational effort), we varied the population size and number of generations in Table 5. Each algorithm is run 30 times with each configuration; results are compared in terms of HV and GD by the Friedman test, and then Nemenyi test, with a confidence level of 95%, and the best configuration is selected. The configuration with the highest HV is preferred; if there is no configuration

Table 5
Configurations of MOEA algorithms.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Population size</th>
<th>Generations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very small (VS)</td>
<td>50</td>
<td>20,000</td>
</tr>
<tr>
<td>Small (S)</td>
<td>100</td>
<td>10,000</td>
</tr>
<tr>
<td>Medium (M)</td>
<td>200</td>
<td>5,000</td>
</tr>
<tr>
<td>Large (L)</td>
<td>500</td>
<td>2,000</td>
</tr>
<tr>
<td>Very large (VL)</td>
<td>1000</td>
<td>1,000</td>
</tr>
</tbody>
</table>
algorithms. Specifically, given the 30 runs of the GD), a notched box plot reports: the median value over 30 runs, denoted by the line in the middle; the semi-interquartile range (also known as IQR, including the values from 25 to 75 percentile), denoted by the entire box; the extreme values, denoted by the whiskers, obtained by adding 1.5 times the IQR to the 75 percentile and subtracting 1.5 times the IQR from the 25 percentile; the confidence interval around the median denoted by the notches in the box: if two boxes’ notches, referring to two algorithms, do not overlap, there is strong evidence (at 95% confidence) that their medians differ.

Referring to results of Scenario 1, the box plots report that the median HV of MOCELL is 0.854, while it is 0.743 for NSGA-II and 0.682 for SPEA2. The GD median was: 1.17e-02 for NSGA-II, 1.51e-02 for SPEA2, 7.76e-03 for MOCELL. In Scenario 2, the median values of HV are: 0.628 for NSGA-II, 0.739 for SPEA2, and 0.684 for MOCELL; values of GD are: 1.44e-02 for NSGA-II, 9.16e-03 for SPEA2, 1.55e-02 for MOCELL. According to the outcomes of the Friedman test, there is at least a difference between algorithms in scenario 1 (p-value < 0.05 for both HV and GD), while there is not significant difference in scenario 2 (95% of confidence). The Nemenyi test on data of scenario 1 confirms that MOCELL is the best algorithm in that scenario, for both HV and GD indicators (p-value < 0.05). Considering both scenarios, indications provided tend to suggest a slightly better behavior of MOCELL, whose solutions will thus be considered to argue about the next research question. Finally, regarding the computational performance of the three MOEAs, the mean execution time to get a solution in the two scenarios were: 482 ms and 1349 ms in scenario 1 and 2, respectively, with NSGA-II; SPEA2 took 9175 ms (scenario 1) and 10 849 ms (scenario 2), with relatively worse performance; MOCELL took 342 ms (scenario 1) and 1280 ms (scenario 2), marking the best performance even in terms of computational time.

Results for RQ3—Usability: To answer RQ3 we analyzed the Pareto fronts produced by our approach in order to identify useful trade offs among different goals and to discover suitable knee points.

Scenario 1:

Fig. 9 shows the Pareto front of one of the solution sets along all the dimensions provided by MOCELL, the best performing algorithm. This is the fitness of the non-dominated solutions among which a user can choose. Points in the plot clearly show the trade-off between the dimensions, and, in particular, between the cost and time dimension (it can be noted how to an increase of cost corresponds a decrease of time and vice versa in the x-y plan). Engineers could be interested in trade-offs among all the objectives, or in just one or two out of the three objectives. As an example of solutions satisfying different trade-offs, let us first suppose that the user is interested only in cost minimization. Fig. 10(a) reports a possible scheduling of tasks that yields the

Table 6

<table>
<thead>
<tr>
<th>Parameters setting.</th>
<th>NSGA</th>
<th>SPEA2</th>
<th>MOCELL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Generations</td>
<td>10,000</td>
<td>10,000</td>
<td>10,000</td>
</tr>
<tr>
<td>Population size</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Scenario 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Generations</td>
<td>20,000</td>
<td>10,000</td>
<td>10,000</td>
</tr>
<tr>
<td>Population size</td>
<td>50</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Both Scenarios</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Selection</td>
<td>Binary</td>
<td>Binary</td>
<td>Binary</td>
</tr>
<tr>
<td>Crossover (prob.)</td>
<td>Tournament</td>
<td>Single point (0.9)</td>
<td>Tournament</td>
</tr>
<tr>
<td>Mutation (prob.)</td>
<td>Bit Flip (1/L)</td>
<td>-</td>
<td>Bit Flip (1/L)</td>
</tr>
<tr>
<td>Archive size</td>
<td>-</td>
<td>Bit Flip (1/L)</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 7

<table>
<thead>
<tr>
<th>Scenario 1</th>
<th>NSGA</th>
<th>SPEA2</th>
<th>MOCELL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generations</td>
<td>1.22e-09</td>
<td>2.31e-09</td>
<td>6.32e-09</td>
</tr>
<tr>
<td>Population size</td>
<td>1.85e-08</td>
<td>3.02e-08</td>
<td>2.82e-08</td>
</tr>
</tbody>
</table>

This section presents the results with respect to research questions 1–3.

Results for RQ1—Validation: the first research question is aimed at establishing if the proposed strategy is worth with respect to an unplanned random selection. The latter is implemented in a way to satisfy the same constraints formulated for our strategy. Considering the two scenarios and the 3 MOEA algorithms (hence 6 cases), the random search has been, in every case, statistically worse, to a large extent, than any MOEA algorithm for both quality indicators. Results of the Bonferroni–Dunnett test referring to the comparison of Random search with the three MOEAs are in Table 7. Algorithms implementation and experimental settings have been carried out by using jMetal, an object-oriented Java-based framework aimed at the development, experimentation, and study of metaheuristics for multi-objective optimization problems.4

7.5. Analysis of results

4 jMetal is freely available at http://jmetal.sourceforge.net/.
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minimal cost (1617\$), but at the expense of total simulation time (which is 2.45 h) and latency (200 ms). In contrast, Fig. 10(b) reports a solution that yields the shortest total simulation time (1.58 h), but with a much higher cost (5620\$). One could be even be interested only in latency, in which case all the tasks would be allocated to the machine with lowest latency, regardless the cost and response time (of course, in this case, there is no need of an optimization algorithm).

In the most typical scenario, the user wishes to balance among more objectives. From the provided Pareto front, he can either select the knee point visually from the 3D plot of Fig. 9 (or any 2D projection if only two objectives are of interest), or can use an utility function. The utility function we defined previously assigns weights to objectives. Fig. 10(c) reports the solution in the case of user specifying the following weights (i.e., importance) for the objectives: 0.4 for cost, 0.4 for time, 0.2 for latency. Results show that, in this case, the cost is 2310\$ (a bit worse than the optimal-cost solution) and total simulation time is 1.73 h (a bit worse than the optimal-time solution); however the point is a good compromise, as the cost is much better than the one of the optimal-time solution and the time is much better than the one obtained under the optimal-cost solution. Several other solutions from the front could be considered, depending on how the user rates the importance of each objective.

**Scenario 2:**

Insights on the usefulness of such a kind of optimization are, of course, the same in Scenario 2 as in Scenario 1; we hereafter reports synthetically the results in the case of Scenario 2 for optimal-cost,
optimal-time, and weighted cost and time solutions. In the case of an optimal-cost solution, i.e., giving weight 1 to cost and 0 to the others in the utility function, the suggested allocation has a cost of 222,41$, a total simulation time of 14.35 h, and a latency of 220 ms. If one is interested in the minimum total simulation time, the suggested solution will cost 333,94$, but yielding a simulation time of 8.47 h (latency is still 220 ms). It means that an extra cost of about 111$ with respect to solution 1 (i.e., +50%) will yield a time saving of 5.88 h (i.e., about −40%). A trade-off solution with the same weights as in Scenario 1 (0.4, 0.4 and 0.2, for cost, time and latency, respectively) yields a simulation planning with: 225,37$, 10.37 h, and 220 ms of latency. With respect to the optimal-cost solution, this adds just an extra cost of 3$ (i.e., +1.3%), but allows saving 4 h (−27%); with respect to the optimal time solution, it worsens the total time by almost 2 h (+22%) but allows saving 108,57$ (−32.5%).

These solutions are just few examples of how the optimal planning can help in hybrid simulation problems. Pareto front solutions propose actionable conclusions for software engineers planning distributed high-intensive simulation. Without the benefit of the insights provided by such an analysis, one would naturally be tempted to look for the minimum-cost or minimum-time allocation, but no suitable trade-off alternative would be considered. Of course, it is up to engineer to make the final decision concerning overtime planning depending on the importance he gives to the objectives and the relative (percentage) gains obtained in the solutions. Using Pareto fronts allows answering questions like “how much the additional cost spent in simulation is effective for saving time?” or “how much should I spend to reduce the time by x%?”. Such answers provide valuable tools for decision support to the simulation platform manager and engineers using it for their simulation task.

7.6. Threats to validity

We have evaluated the proposed approach by setting up and executing an empirical study. Such kind of experimentation is naturally subject to “threats”, namely to factors that can bias the analysis and need to be taken into account when interpreting the results. In our case, results refer to a specific set of MOEAs on two specific scenarios we used as illustrative examples. As for metaheuristics, although we have tuned the population size and the number of generations by trying several combinations and have adopted common values for (crossover, selection, mutation) operators (and their probabilities), a deeper study varying all the parameters of a metaheuristic could help tuning and improving
the obtained results. On one hand, choices differ from ours about the parameters of the compared MOEAs could yield different results. On the other hand, the solution as designed offers the possibility to instantiate the concrete approach by using other MOEAs besides the one adopted in this paper. Regarding the proposed scenarios, we have evaluated the approach on the two typical sample scenarios we encounter in VTS systems. The characterization of tasks and resources used in such scenarios could, indeed, be affected by uncertainty (e.g., task processing size or data exchange requirements are estimates of the real value, potentially affected by a margin of error); a deeper analysis will be required to figure out to what extent the proposed algorithms are robust with respect to uncertain input parameters (namely, how uncertainty in the inputs propagates to the results – a topic we are going to investigate by MonteCarlo simulation approaches [56]). Additionally, while these scenarios are very representative of what we experience in the practice when using distributed simulation, we cannot claim that our results generalize to all possible scenarios. An exhaustive empirical studies to improve generality will be subject of our future work.

8. Conclusions
In this work, we presented an open-source middleware for implementing local and distributed testbeds, that can be used to simulate large-scale systems in mission-critical scenarios, like air and vessel traffic control systems. The middleware is being implemented in the context of the Display project, whose main aim is to implement distributed and hybrid simulation platform for efficiently engineering ATC and VTS systems of the next generation. Regarding the architectural solution, an HLA-based platform and the adoption of the cloud paradigm allowed us to solve tricky issues in terms of interoperability among heterogeneous entities and integration of entities of different types (e.g., emulated, simulated, real). Regarding the efficiency of the platform usage – a requirement of primary importance for our industrial partner in the project – the best exploitation of resources is targeted by means of optimal planning of tasks allocation.

Overall, the presented solution, that is going to be exploited with real systems, is expected to lead to (i) a significant reduction of costs in all the system development life-cycle, and to (ii) an increased dependability and security, due to better integration and system test practices. It can bring a deep innovation into industrial design and development processes, especially with respect to the next generation of critical systems, constituted by very large integrations of disparate systems due to an increased exploitation of facilities from various several domains. The presented platform is subject to continuous improvement within the context of the project: in the next future, further algorithms for scalability with respect to the number of simulated scenarios and their increase of complexity will be explored. A tight interaction with the industrial partner is already in act, with the main objective of introducing such a kind of optimized solutions in the daily industrial practice, integrated with practices already in act for requirement verification [57–59], development [60], testing and analysis [61–63], and maintenance [64]. We also foresee to validate and refine the platform by looking at other domains of mission-critical systems, such as military and civil applications, which can highlight additional different requirements for hybrid distributed simulation.
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