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Abstract—Assessing reliability of software programs during
validation is a challenging task for engineers. The assessment is
not only required to be unbiased, but it needs to provide tight
variance (hence, tight confidence interval) with as few test cases as
possible. Statistical sampling is a theoretically sound approach
for reliability testing, but it is often impractical in its current
form, because of too many test cases required to achieve desired
confidence levels, especially when the software has few residual
faults inside.

We claim that the potential of statistical sampling methods
is largely underestimated. This paper presents an adaptive
sampling- based testing (AST) strategy for reliability assessment.
A two- stage conceptual framework is defined, where adaptive-
ness is included to uncover residual faults earlier, while various
sampling-based techniques are proposed to improve the efficiency
(in terms of variance-test cases tradeoff) by better exploiting the
information available to tester. An empirical study is conducted to
assess the AST performance and compare the proposed sampling
techniques to each other on real programs.

Index Terms—Reliability assessment, sampling, random test-
ing, statistical testing, operational testing, reliability testing,
adaptive testing, software testing

I. INTRODUCTION

Knowing the level of reliability of a software program is an
as much critical as challenging problem. Claiming an achieved
level of reliability that remarkably deviates from the true
value can have severe consequence in the context where the
software is used. The most common practice to assess software
reliability and, most importantly, the confidence we place
in the assessment, is by testing [1] [2]. Usually, during the
assessment process, tests emulating the real operational usage
are conducted (namely, operational testing), and (failure) data
are collected to estimate reliability [3]–[5]. The main challenge
is to provide an estimate of reliability that is unbiased (hence,
its expectation is the true reliability) and efficient (namely,
with a minimal variance, that implies high confidence).

Statistical sampling methods are a natural way to cope with
this problem, as their goal is to design sampling plans tailored
for a population to study, and provide estimators with the
mentioned properties. Specifically, while unbiasedness (and
other basic properties, like consistency and sufficiency [6]) are
easier to obtain, the driving principle to select an estimator
is its efficiency in relation to the number of observations
required. However, the current literature on sampling-based
software testing proposed very few attempts to go beyond the
conventional random or operational testing. The latter ones
have been extensively proposed in the past [3], [7]–[9], but

they are instances of simple sampling schemes that, even
providing unbiased estimates, require a large number of test
cases for a desired confidence, especially when few residual
faults are in the software (e.g., in critical systems).

This paper proposes a two-stage testing strategy to improve
the efficiency of reliability assessment in terms of estimator’s
variance vs required number of test cases. We define a con-
ceptual framework, called Adaptive Sampling-based Testing
(AST), that includes: i) the adaptive allocation of test cases
to entities (e.g., components, input partitions, modules) at the
first stage, which exploits the continuous feedback from test
outcomes to direct more tests where is actually needed; ii)
test selection schemes, among which a tester can choose, that
aim at best exploiting the possible knowledge that tester has
about the software’s input domain characteristics and usage
profile, so as to run more efficient test selection plans (and
corresponding estimators) than simple random testing. In this
paper, we instantiate the framework with one adaptive alloca-
tion method, based on importance sampling [10], and four test
selection strategies. For the latter, we describe the selection
plan, provide the estimators for the failure rate (hence for
reliability), their variance and the estimators of such variance,
and compare them analytically against currently adopted ap-
proach. Finally, an empirical comparison is performed on four
real programs, comparing the AST test selection schemes both
against each other and against the non-adaptive conventional
operational testing. Besides the positive results in this case,
the framework is open to several instantiations where the
full potential of sampling-based methods can be leveraged to
improve software reliability assessment practices.

II. RELATED WORK

Reliability assessment through testing has been usually ad-
dressed either by software reliability growth models (SRGMs)
during what is called “development testing” [3], or through
statistical sampling-based testing at the end of development.
In the former case, failure data observed during testing and
debugging are used to build (parametric and non-parametric)
models predicting the next time to failure, thus failure intensity
at the end of testing. In this case, detected faults are removed
(i.e., code is changed), and reliability grows during testing:
the goal is to figure out when debug testing can be stopped. A
plenty of SRGMs exist in the literature, all trying to capture the
possible fault detection patterns of a testing process (e.g., [11]–
[14]). The criticisms of this approach lie in their numerous



assumptions due to the difficulties in modeling the complex
factors involved in a real testing and debugging process [15].

In sampling-based testing, software under test is frozen, i.e.,
no change introduced in the code during testing, and the goal
is to assess reliability and accept/reject the product before
release. Test cases are selected randomly either by uniform
distribution or by an operational profile (i.e.,, by a distribution
depending on the expected usage of functionalities). Many
papers referred to the latter as operational testing, and it is
a pillar of reliability testing. It was adopted for certification
testing in the Cleanroom methodology [4], [8], [16], [17],
[9], and in the Software Reliability Engineering Test process
[3]. More recent work improved operational testing either
in terms of adaptiveness to allocate test cases or of test
selection scheme. Adaptive testing was proposed by Cai et
al., based still on operational profile but foreseeing adaptation
in the assignment of test cases to input domains [5], [18],
[19]. The authors formulate testing as an adaptive control
problem using controlled Markov chains, with the goal of
minimizing the variance of reliability estimator. In [1], it
is used along with a gradient descent method to the same
aim, while in [2], it exploits confidence intervals as driving
criterion to select tests adaptively. In terms of test selection,
few approaches went beyond the basic simple random sam-
pling with replacement (SRSWR) scheme. In [20], authors
propose to estimate reliability by stratified sampling. Cluster
analysis is applied to execution profiles to stratify captured
operational executions, and then sampling within strata is
without replacement, which is known to be more efficient than
the with-replacement counterpart. There is no adaptiveness to
online test outcomes, though. In a recent PhD proposal [21],
(non-adaptive) stratified sampling is still proposed, combined
with symbolic execution to stratify profiles. In our previous
work [22], we addressed the dualism between operational
and debug testing, and come up with a combined approach
to improve over conventional operational testing. In [23],
we further elaborate on this, and introduce adaptiveness to
improve reliability during development testing. The adaptive
sampling technique adopted in [23] is also exploited in this
work, in which we generalize that former approach to enable
multiple test selection techniques for the problem of reliability
assessment with code being frozen. Further approaches to
assess reliability (and/or its bounds) are available that use
failure data and possibly other evidence, based, for instance, on
Bayesian approaches or uncertainty quantification [24]–[28],
but are outside the scope of this work, as they do not target
testing strategies.

AST also includes the mentioned without-replacement ver-
sion of stratified sampling as one of the available schemes.
In addition, to exploit further forms of auxiliary knowledge
for more efficient tests selection, three further schemes are
implemented. These are combined with an adaptive allocation
strategy at the upper stage based on importance sampling
[10], an approach successfully used for other problems, rarely
for testing (e.g., in [29] for techniques selection, in [30] for
mutation testing). In this regard, other than the discussed

works by Cai et al., existing works distribute test cases among
entities (mostly components or subsystems) based on “static”
optimization models (e.g., minimizing a testing cost or time
under reliability constraint, and many variants [31]–[35]), not
foreseeing any form of adaptation (not coping, of course, with
the successive stage of test selection).

III. ADAPTIVE SAMPLING-BASED TESTING (AST)

Let us denote with S the system under test, with the set of
all its inputs denoted as D. Assume the system can be decom-
posed into M independently testable entities E1, . . . Em, each
one with its own input domain D1, . . . Dm. An entity can be
thought in several ways: it can be a subsystem, a component,
a software module, or a simply partition in any partition-based
testing strategy. Suppose a tester has a budget of T test cases
to assess software reliability of S. We make the following
usual assumptions about test cases (e.g., [1] [2] [18] [23]):

1) A test case leads to failure or success; we are able to
determine when it is successful or not (perfect oracle).

2) The code is not modified during testing (i.e., it is
frozen). The assessment is to to find the current status
of reliability; code can be modified after the assessment.

3) Test case runs are independent; i.e., all the non-executed
test cases are admissible each time. The execution of a
test case is not constrained by the execution of some
other test case before.

4) The output of a test case is independent of the history
of testing; in other words, a failing test case is always
such, independently from the previously run test cases.

The objective of AST is to provide an unbiased estimate
of reliability R, denoted as R̂. A “good” estimator is sought,
namely that is unbiased and efficient (i.e., with variance as
low as possible given T tests to run).

The two main stages of the AST framework are in Figure
1. The first phase is about test cases allocation, where the

Fig. 1: AST Phases

number of tests for each entity are decided. This could be
done by several methods, also depending on what entities
are, such as: giving more tests to bigger entities; giving
more tests to entities judged as more critical (by domain



experts); using historical data or design information about the
expected defectiveness to spot critical entities (e.g., via defect
prediction) or to allocate tests by optimization models (e.g.,
[32] [33]). Whatever the initial allocation is, AST foresees a
prominent role of adaptiveness, aimed at re-allocating tests to
improve reliability estimate as testing proceeds. The process
includes a feedback from test results to the allocation step in
order to adjust the allocation depending on where more tests
are actually needed.

The output of the allocation stage is the assignment of
a number of test cases to run to each entity Ei, denoted
as Ti. The second stage of AST is about test selection,
where the algorithm(s) decide how to select the Ti test cases
from domain Di to make the estimate more efficient. In
Section III-B, several test selection techniques are presented,
whose applicability are a trade-off between the knowledge
that a tester could exploit to improve selection, the technique
performance, and its implementation complexity.

All the techniques select test cases based on a more or
less in-depth knowledge of the operational profile. A profile
P is defined as a probability distribution where each input
t has an expected occurrence probability pt. With respect to
knowledge of P , the techniques will generally consider each
input either singularly or grouped by classes with similar
characteristics (e.g., all inputs of a functionality, inputs of
an equivalence class, etc.). To take the more general case,
we consider an occurrence probability pt assigned to each
input t ∈ D. Thus, if no information is available at all about
expected occurrence of inputs, we have pt = 1/|D| (i.e.,
same probability to all inputs). If tester has information at
entity level, a pi value is assigned to the entire domain Di

assuming the within-domain distribution being uniform with
pt = pi/|Di|. If tester distinguishes between classes of inputs
within Di, then different pj values are given to each class
(and uniform distribution within the class). Knowledge of the
profile is assumed to be exact, like in most related literature
[5], [18], [1], [19]. We dealt with partial knowledge of the
profile in our previous work [23], whose Montecarlo-based
approach can seamlessly be integrated in what presented here.

For each domain Di, we define: ϕi = θi
∑
t∈Di pt, where∑

t∈Di pt is the probability of selecting an input from Di, and
θi is the probability that an input selected from Di is a failure
point. Reliability is: R = 1 − Φ = 1 −

∑m
i=1 ϕi where Φ is

the operational failure probability. The estimate of reliability
is computed from domain-level estimates:

R̂ = 1−
m∑
i=1

ϕ̂i = 1−
m∑
i=1

pi · θ̂i (1)

where pi =
∑
t∈Di pt, while θ̂i is the sought estimate of the

probability that an input selected from Di is a failure point.
The variance of the estimator, being θ̂i independent, is:

V (R̂) = V (Φ̂) =

m∑
i=1

p2i V (θ̂i) (2)

A. Adaptive allocation of test cases

Adaptiveness aims at periodically re-allocating tests to im-
prove reliability estimate efficiency in terms of variance. It
iteratively assigns a subset of total test cases (T ) to domains,
giving more tests to domains with a bigger expected variance.
At iteration k = 0, a subset T (0) of tests is distributed to
entities. This initial allocation can be done by several alterna-
tives depending on the initial knowledge about domains (e.g.,
proportional to domains size, via defectiveness- and usage-
related historical data, via expert judgement about entities
criticality). We assume that no information is available, and
perform a size-proportional allocation1: T (0)

i = T (0) · |Di||D| .
At next iterations, test cases are distributed by weighting
the number of tests (T (k+1)) foreseen for iteration (k+1):
T

(k+1)
i = T (k+1)ω

(k)
i . In the following, we describe the

method implemented to determine ω(k)
i and T (k+1). A sim-

ple solution is to keep on allocating tests proportionally to
domains size, hence ω

(k)
i = |Di|

|D| . However, as the goal is
to minimize the estimate’s variance, allocation needs to be
proportional not only to size, but also to variance. Assuming
the costs to select a test case across domains approximately
equal, it can be shown that the optimal allocation scheme is
the Neyman allocation [38], where weights are proportional to
size and standard deviation:

T
(k+1)
i = T (k+1) · ω(k)

i = T (k)
|Di|
√
V (θi)(k) · pi∑m

j=1
|Dj |
√
V (θj)(k) · pj

= (3)

However, the true within-domain variances of θi are un-
known. Thus, at each iteration, the estimates of V (θi) have to
be provided by the test selection scheme adopted at domain-
level (discussed in the next Section). To implement a robust
adaptation with respect to fluctuations of such variance esti-
mates, AST does not directly use Equation 3: it implements
an adaptive importance sampling (AIS) algorithm to this aim.

Importance sampling aims at approximating the true distri-
bution of a variable of interest [10]. Our true unknown distri-
bution is the best number of test cases for each domain that
minimizes the variance of reliability estimator. The algorithm
represents the beliefs (i.e., hypotheses) about this distribution
by means of sets of “samples”. Each sample is associated with
a probability that the belief is true: at each iteration, these
probabilities are updated by examining some new samples of
that hypothesis, and a larger number of samples (i.e., test
cases) are drawn from hypotheses with a larger probability.
The goal is to converge, in few iterations, to the “true” best
distribution of test cases.

To establish how the probability of each hypothesis is
updated based on new collected samples, an update rule
is defined. Let us denote with π(k) the probability vector
representing, for each domain, the likelihoods that testing from
that domain contributes to minimizing the variance of the
estimator. This information is well represented by weights
ω

(k)
i . Using the variance estimates of θi in lieu of true

1In adaptive allocation, the number of samples at the first iteration (T (0))
is only required to be much smaller than T [30], in order to start the algorithm



(unknown) variances in Equation 3, the update rule of the
probability vector π(k) is defined as follows:

π
(k)
i = γπ

(k−1)
i + (1− γ) · (1− π(k−1)

i ) · ω̂(k)
i

(4)

The rule tends to assign progressively more tests to domains
with higher variance of the estimator, so as to diminish its
impact on the overall variance. Given the same weights ω(k)

i ,
the increase is larger for domains that had fewer resources at
the previous iteration. The smoothness of adaptiveness is fur-
ther is determined by γ ∈ [0, 1], regulating how the algorithm
considers past iterations’ results with respect to current ones.
The π(k)

i values are normalized, since they are probabilities
(π(k)
i = (π

(k)
i )/(

∑
i∈D π

(k)
i )). Starting from π

(k)
i , the bucket-

filling procedure reported below is used to distribute the tests
to domains, so as T (k+1)

i ≈ T (k)
i π

(k)
i ∝ T (k)

i ω̂
(k)
i .

To determine the proper T (k)
i at each iteration, we consider

the adaptive implementation of importance sampling [10].
Based on a desired error and confidence, this variant tends
to progressively reduce the number of required samples as
more information becomes available, so as to approximate the
sought distribution earlier. Accordingly:

T (k+1) = 1
2ξ
χ2
ρ−1,1−δ ≈ ρ−1

2ξ
{1− 2

9(ρ−1)
+
√

2
9(ρ−1)

z1−δ}3

(5)
where: ξ is the error that we want to tolerate between the
sampling-based estimate and the true distribution; 1− δ is the
confidence we want in this approximation; ρ is the number
of domains from which at least one test case has been drawn
in the k-th iteration; z1−δ is the normal distribution evaluated
with significance level δ. These T (k+1) are distributed to
domains according to π(k)

i vector by the following procedure.

AIS Procedure
The importance sampling procedure. Inputs: Di, π

(k)
i : i ∈ [1,m]

//sort such that πki ≥ π
(k)
i+1

b1 = π
(k)
1 ; //Initialize Cumulative Distribution

for i=1 to m T
(k+1)
i =0; end for //initialization

//Compute Cumulative Distribution
for i=2 to m bi = bi−1 + π

(k)
i ; end for

//Compute T (k+1) according to Eq. 5
r1 ∼ U [0, 1

T (k+1) ] //Draw sample from uniform distribution
i = 1; //Distribute test cases to each domain
for j = 1 to T (k+1)

while rj > bi do i = i+ 1; //Find the bucket to fill
end while
T

(k+1)
i =T (k+1)

i + 1; //Fill the bucket
rj+1= rj +

1

η(k+1)

end for
//Return re-ordered {T (k+1)

i } : i ∈ [1,m]
The T (k+1) tests are distributed to domains proportionally to
their relative importance. The resulting number of T (k+1)

i test
cases are run within each domain according to one of the
techniques described in the next Section: test results are in
turn used to estimate the variances V (θi), hence allowing to
update ω̂i (and πi) based on the new information.

B. Selection of test cases

We describe test selection techniques within domain Di

by providing formulas to compute the failure rate estimator
θ̂i (needed in Equation 1), its variance V (θ̂i), and a correct
estimator of such variance V̂ (θ̂i) (needed in Equation 2 as
well as in Equation 3 in lieu of the unknown V (θ̂i)). The
following description starts with the simpler case where simple
random sampling is exploited to select tests, and then proceeds
by refining the sampling scheme to better exploit available
information for efficiency improvement. Hence, the below
techniques require increasing pieces of information about the
program under test, and this is a possible additional criterion
to choose between them, besides efficiency and bias. All the
steps described in the following refer to a given iteration k;
we omit the superscript k in all the Equations for readability
of formulas (e.g., T ki is Ti). Also, we denote: |Di| = Ni.

1) SRSWR-based testing: This first technique makes no
assumption about (i) which input or class of inputs (e.g.,
equivalence class) is more prone to fail within a domain
Di; ii) what is the expected operational usage of (class of)
inputs/functionalities. Tester just has information at entity
level, namely, pi value is assigned to the entire domain Di

assuming the within-domain distribution being uniform, i.e.,
for each input t: pt = pi/Ni. The simplest form, which is
the common one in the existing literature (e.g., [18], [2], [5],
[19], [1]), allows the same input t to be selected more times,
i.e., a simple random sampling with replacement (SRSWR)
scheme. Test outcomes are a series of independent Bernoulli
random variables zi,t such that zi,t = 1 if the execution leads
to a failure, zi,t = 0 otherwise. Probability that zi,t = 1

corresponds to proportion: θi =

∑Ni

t=1
zi,t

Ni
. An unbiased

estimator of θi is the observed proportion of failure points
over the number of trials Ti:

θ̂iSRSWR
=

∑Ti
t=1

zi,t

Ti
. (6)

Accordingly, having assumed independent variables, the
variance of the θ estimator is:

V (θ̂iSRSWR
) =

θi(1− θi)
Ti

(7)

being the numerator of Eq. 6 a binomial random variable. An
unbiased estimator of V (θ̂iSRSWR

) (i.e., such that E[V̂ ] = V )
is:

V̂ (θ̂iSRSWR
) =

θ̂i(1− θ̂i)
Ti − 1

(8)

using the Bessel-corrected version as unbiased estimator of a
sample variance V : V̂ = n

(n−1)V (n being the sample size).
Although SRSWR keeps the mathematical treatment relatively
simple, it is unable to exploit additional information a tester
might have. New techniques are now introduced that try to
improve the efficiency in terms of variance.

2) SRSWOR-based testing: This technique still makes no
assumption about knowing failure proneness of (classes of)
inputs/functionalities or their operational profile. Differently
from the previous one, this technique uses a sampling without



replacement (SRSWOR), namely, the same test case is not
selected twice. This technique is expected to be more efficient
in terms of estimator’s variance, as it avoids sampling an input
twice. The proportion estimator is still obtained as ratio of
observed failure points over tests executed:

θ̂iSRSWOR
=

∑Ti
t=1

zi,t

Ti
= pi · θ̂i (9)

Variance of the estimator, θ̂, is different. Being a without-
replacement scheme, the population units from which to
sample are less and less. Thus, observations are not really
independent. At the first draw, a test case t of Ti tests to run
is drawn out of Ni units; at the second draw, another test
case from the remaining Ti− 1 is drawn from a population of
Ni− 1 units, and so on. Defining a random variable πt = 1 if
unit i is in the sample, πt = 0 otherwise, θ̂i can be expressed
as
∑Ti
t=1 πt

zi,t
Ti

. Since πt are 0/1 variables, E[πt] = E[π2
t ] =

Ti/Ni, and V (πt) = E[π2
t ]−E[πt]

2 = Ti
Ni

(1− Ti
Ni

). Moreover:
E[πtπt′ ] = P (πt′ = 1|πt = 1)P (πt = 1) = ( Ti−1

Ni−1 )( TiNi )
– namely, if we know that test t is in the sample, we do
have a small amount of information about whether test t′ is
in the sample, reflected in the conditional probability P (πt′ =
1|πt = 1). Thus covariance is not null and: Cov(πt, πt′) =
E[πtπt′ ] − E[πt]E[πt′ ] = − 1

Ni−1 (1 − Ti
Ni

)( TiNi ). Given these
preliminaries, and using properties of covariance:

V (θ̂iSRSWOR
) = 1

T2
i

V (
∑Ni

t=1
πtzi,t) =

1
T2
i

∑Ni
t=1

∑Ni
t′=1

zi,t, zi,t′Cov(πtπt′ )) =

1
T2
i

[
∑Ni

t=1
z2i,tV (πt) +

∑Ni
t=1

∑Ni
t′ 6=t zi,t, zi,t′Cov(πtπt′ )]

(10)

Using variance and covariance of πt, πt′ and taking out of the
summation:

V (θ̂iSRSWOR
) =

1
T2
i

Ti
Ni

(1− Ti
Ni

)[
∑Ni

t=1
z2i,t −

1
Ni−1

∑Ni
t=1

∑Ni
t′ 6=t zi,t, zi,t′ ] =

1
Ti

Ti
Ni

(1− Ti
Ni

)( 1
Ni(Ni−1)

)[Ni
∑Ni

t=1
z2i,t − (

∑Ni
t=1

zi,t)
2] =

Ni−Ti
Ni

Ni
Ni−1

θi(1−θi)
Ti

= Ni−Ti
Ni−1

θi(1−θi)
Ti

(11)

Hence, with respect to the SRSWR case, variance is modi-
fied by adding what is called the finite population correction
factor (Ni−Ti)

Ni
, accounting for the fact that the population is

finite, and using the Ni
Ni−1 factor to make it unbiased.

An unbiased estimator of V (θ̂iSRSWOR
) is:

V̂ (θ̂iSRSWOR
) =

Ni − Ti
Ni

θ̂i(1− θ̂i)
Ti − 1

(12)

since:

E[Ni−Ti
Ni

θ̂i(1−θ̂i)
Ti−1

] = Ni−Ti
Ni

E[
θ̂i(1−θ̂i)
Ti−1

Ti
Ti

] =

Ni−Ti
Ni

θi(1−θi)Ni
Ni−1

1
Ti

= Ni−Ti
Ni−1

θi(1−θi)
Ti

(13)

using the fact that θ̂i(1−θ̂i)TiTi−1 unbiasedly estimates θi(1−θi)Ni
Ni−1 .

Assuming Ti ≥ 1, SRSWOR is expected to be more
efficient than SRSWR, since its variance is expected to be
lower:

V (θ̂iSRSWR
)

V (θ̂iSRSWOR
)

=
Ni − 1

Ni − Ti
≥ 1 (14)

Since both SRSWR- and SRSWOR-based testing make the
same assumptions about the knowledge available to tester,
the latter is preferred: we use SRSWOR in the following for
efficiency comparison, neglecting the SRSWR case.

3) Stratified SRS testing: The above two strategies can be
improved if a tester has knowledge about which classes of
inputs within Di are expected to have a common behaviour.
Tester, as a matter of fact, often uses partitioning to try
reducing the number of useless tests. There are several ways
in which s/he can partition an input domain, provided that test
cases in a partition have some properties in common (e.g.,
based on functional, structural, or profile criteria). Regardless
partitioning criteria, we denote as Ci,h the h-th class within
domain i (it can group inputs of a functionality, of an equiva-
lence class, of a “choice” in category-partition testing, and so
on), and Ni,h the number of elements within Ci,h.

If such information is available, the stratified sampling (S-
SRS) technique can be used to instead of SRSWOR and
SRSWR, exploiting the principle of stratified sampling. In S-
SRS testing, the proportion of failure points is estimated by
combining the proportions obtained in each class:

θ̂iS−SRS =
1

Ni

Mi∑
h=1

Ni,hθ̂i,h (15)

where Mi is the number of classes and θ̂i,h the estimate
obtained by Equation 9 for each class. Since the selection
from classes is independent, variance of the estimator is the
linear combination of within-class variances:

V (θ̂iS−SRS ) =
1

N2
i

Mi∑
h=1

N2
i,hV (θ̂i,hSRSWOR

) (16)

Similarly, its unbiased estimator is:

V̂ (θ̂iS−SRS ) =
1

N2
i

Mi∑
h=1

N2
i,hV̂ (θ̂i,hSRSWOR

) (17)

using Equation 11 and Equation 12 in the two cases.
A task required by S-SRS is the assignment of test cases

to classes. This is the same problem we faced at domain-
level, and assume, without loss of generality, the same solution
here: a “proportional allocation” in the first stage (i.e., Ti,h =
Ni,h
Ni

Ti), and “optimal Neyman allocation” (Equation 3) in the
next stages when an estimate of variances becomes available.

Efficiency with respect to SRSWOR is expected to improve.
Considering the first iteration (namely, under proportional allo-
cation, being conservative), let us compare variances of S-SRS
and SRSWOR. We set vi = θi(1−θi) and vi,h = θi,h(1−θi,h).



Since in proportional allocation Ni,h−Ti,h
Ti,h

= Ni−Ti
Ti

, we have:

V (θ̂iS−SRS )

V (θ̂iSRSWOR
)

=

1

N2
i

∑Mi

h=1
N2
i,h

(
Ni,h−Ti,h
Ni,h−1

vi,h
Ti,h

)
Ni−Ti
Ni−1

vi
Ti

=

1

N2
i

Ni−Ti
Ti

∑Mi

h=1
N2
i,h

vi,h
Ni,h−1

Ni−Ti
Ni−1

vi
Ti

=
1
Ni

∑Mi

h=1

Ni,h
Ni,h−1Ni,hvi,h
Ni
Ni−1vi

(18)
For Ni,h sufficiently large, the ratio Ni,h

Ni,h−1 → 1; the numer-
ator corresponds to within-class variance and the denominator
is the total variance (i.e., within-class plus between-classes
variance, namely vi = 1

Ni

∑
hNi,h[vi,h + (θi,h− θi)2]). Thus,

the ratio is less than 1, unless class means are all equal2.
S-SRS can be applied to any partition testing strategy, e.g.,

black- or white-box partitioning or category-partition testing.
4) PPS-based testing: Besides information that allows par-

titioning of Di, let us assume to have an estimate of the
operational profile at class-level, along with some auxiliary
indication about the failure proneness of a class with respect
to the others. The latter should be a driving principle of
partitioning, wherein classes of inputs are separated with
respect to their supposed failing behaviour. There are several
methods to support the tester’s intuition with quantitative
figures about which functionality or class of inputs is more
likely to fail, especially considering that reliability assess-
ment is done at the end of the development process, and
much information is available. For instance, the amount of
testing, inspection or, generally, quality assurance activities
that a functionality received or the achieved code coverage
suggest where a high effort was devoted to assure few residual
faults; the functionalities’ code characteristics, such as size
or complexity metrics, are often used as predictor for defect
proneness by machine learning [39]; historical failure data,
domain expert opinion, and other evidences can be used for
such an assessment, as mentioned in Section II. These all
can contribute to have a relative assessment of classes with
higher expected failure rate3. However is assessed, we call
it failure likelihood, denoted as ϑ∈[0, 1]. The two techniques
explained in this Section just assume a rough proportionality
of the auxiliary information ϑ with the true (unknown) failure
rate. Note that this knowledge is just supposed to be better than
knowing nothing about the relative difference among failure
rates.

In such a scenario, we change the problem formulation.
Let us consider the quantity to estimate being not the pro-
portion of failure points, but the total: ϕi =

∑
h pi,hθi,h =∑Mi

h=1
pi,h
Ni,h

∑
t∈h zi,t =

∑
t∈Di ptzi,t, where pi,h is the

probability of selecting an input from class Ci,h, and:
pt = pi,h/Ni,h, because of equal selection probability within

2Such a case means that partitioning is done so badly that it has no impact.
3Failure rate of a class is meant as probability of failing given that an input

is selected from that class; the actual failure probability depends, of course,
not only on the faults within the class, but also on the probability of selecting
an input from that class in operation, namely on the operational profile. Thus,
this information is later combined with the class-level operational profile

classes4. We define the auxiliary variable x associated with
each input t such that: xi,t = ptϑi,h where ϑi,h is the
failure likelihood of the class The corresponding probability
of selection of each input point t as test case is: πt =

xi,t∑
t
xi,t

.

This is called proportional to size (PPS) selection [38], where
the “size” is the variable x. If no knowledge about failure
likelihood is available, the method still works, but the higher
the correlation between x and ϕi the higher the efficiency.

Given this general scheme, selection of test cases can be
done, again, with or without replacement. Since Ni,h and
pi,h values are known, we need to estimate the total number
of failure point Zi =

∑
t zi,t to get θ̂i and ϕ̂i. In case of

with-replacement selection, the estimator is the sample mean
of observed values rescaled by the inverse of their selection
probability πt, namely: Ẑi = 1

Ti

∑Ti
t=1

zi,t
πt

, known as the
Hansen-Hurwitz estimator. Variance is:

V (Ẑi) = E[(Ẑi − Zi)
2
] =

1

Ti

[

Ni∑
t=1

πt(
zi,t

πt

− Zi)
2
] =

1

Ti

(
Ni∑
t=1

z2
i,t

πt

− Z2
i

)
(19)

With respect to the simple random sampling counterpart (SR-
SWR), this is a generalization, since in SRSWR πt are equal to
1/Ni

5. If we consider the corresponding without-replacement
case (namely, PPS sampling without replacement), we expect
to obtain better variance than Equation 19. Hence, we now
consider two techniques, the RHC and the SDE schemes, to
estimate Zi.
PPS-RHC technique
This uses the Rao, Hartley and Cochran (RHC) sampling for
selecting tests according to PPS [40]. It acts as follows:

1) Given the Ti test cases to execute in Di, divide randomly
the Ni units of the population into g = Ti groups, by
selecting G1 inputs with a SRSWOR for the first group,
then G2 inputs out of the remaining (Ni −G1) for the
second, and so on. This will lead to g groups of size
G1, G2, . . . , Gg with

∑g
r=1Gr = Ni. The group size is

arbitrary, but we select G1 = G2 = · · · = Gg = Ni/Ti,
as this minimizes the variance [40].

2) One test case is then drawn by taking an input t in each
of these g groups independently and with a probability
proportional to size – in our case, according to πt values.

3) Denote with πt,r the probability associated with the t-th
unit in the r-th group, and with qr =

∑
t∈Gr πt,r the

sum in the r-th group. An unbiased estimator of Zi is:

Ẑi =

g∑
r=1

πtzi,t

πr/qr
(20)

4Note that unequal probability of selection could be seamlessly used in the
method formulation, but the information on the operational profile is rarely
available at such fine level of granularity.

5Note that, the case of proportions θ of Equation 7 for SRSWR is similar,
since θ(1− θ) = θ − θ2 =

∑
t
zi,t/Ni −

∑
t
z2i,t/N

2
i =

∑
t
z2i,t/Ni −∑

t
z2i,t/N

2
i , since zi,t = z2i,t being zi,t a dihcotomic (0/1) variable. Since

proportions are “means” of the variable zi,t, while here we have a total,
Equation 7 multiplied by N2

i yields the variance of the total’s estimator Ẑi
that is the same as Equation 19 with πt = 1/Ni



with zi,t = 1 if t is a failure point, 0 otherwise. The
suffixes 1, 2, . . . , r denote the g test cases selected from
the g groups separately. This leads to: θ̂iRHC = Ẑi

Ni
,

which is the sought proportion of failure points.
The estimator is unbiased since E[Ẑi] = E1E2[Ẑi] = E1[Zi]
= Zi, where E2 is the expectation for a given split and E1

the expectation over all possible splits into Ti groups of the
chosen sizes. Variance of Ẑi is derived by observing that,
under unbiasedness, V (Ẑi) = E1V2(Ẑi), where V2 is the
variance within a split:

V (ẐiRHC ) =

∑
r
G2
r −Ni

Ni(Ni − 1)

(
Ni∑
t=1

z2i,t

πt
− Z2

i

)
(21)

with
∑
r denoting the sum over the g = Ti groups. Its

unbiased estimator is derived in [40] is:

V̂ (ẐiRHC ) =

∑
r
G2
r −Ni

N2
i −
∑

r
G2
r

(
g∑
r=1

qr(
zi,r

πr
− Ẑi)2

)
. (22)

Choosing G1 = G2 = · · · = Gg = Ni/Ti, we have:∑
r
G2
r−Ni

Ni(Ni−1)
=

Ti(Ni/Ti)
2−Ni

Ni(Ni−1)
= 1

Ti

(Ni−Ti)
(Ni−1)

(23)

Hence:

V (ẐiRHC ) =
1

Ti

(Ni − Ti)
(Ni − 1)

(
Ni∑
t=1

z2i,t

πt
− Z2

i

)
(24)

which clearly less than the with-replacement case in Equation
19. Thus the without-replacement case is better, in terms of
efficiency, than the with-replacement case by a factor (Ni−Ti)

(Ni−1) .
The sought variance of θ̂iRHC and its estimator are:

V (θ̂iRHC ) =
V (Ẑi)

N2
i

V̂ (θ̂iRHC ) =
V̂ (Ẑi)

N2
i

(25)

Let us compare RHC against the SRSWOR case (denoted, for

brevity, SRS). From Equation 11, writing θi =

∑Ni

t=1
zi,t

Ni
and

recalling that zi,t = z2
i,t, being zi,t a 0/1 variable), we have

that:

V (ẐiSRS ) = N2V (θ̂iSRS ) =
1

Ti

(Ni − Ti)
(N − 1)

(∑
t

Niz
2
i,t − Z

2
i

)
(26)

Therefore, RHC (Equation 24) is more efficient if this condi-
tion is verified:

Ni∑
t=1

z2i,t

πt
<

Ni∑
t=1

Niz
2
i,t (27)

Considering that πt =
xi,t∑
t
xi,t

=
xi,t
Xi

=
xi,t
X̄iNi

, and Zi =

Z̄iNi (X̄ and Z̄ are the population means), the RHC variance
becomes:

V (ẐiRHC ) =
(Ni − Ti)
(Ni − 1)

X̄i
Ni

Ti

Ni∑
t=1

1

xi,t
(zi,t −

Z̄i

X̄i
xi,t)

2 (28)

Expanding the expression and recalling that Cov(X, Z
2

X ) =

E[X, Z
2

X ]− E[Z
2

X ]E[X], condition in Equation 27 is verified
if and only if Cov(X, Z

2

X ) > 0. But in PPS sampling,

X is supposed to be roughly proportional to Z, thus their
covariance should be at least positive. RHC turns out to be
worse than SRSWR only in the case that auxiliary information
is negatively correlated with the variable to estimate, which
is a worse situation than a complete absence of knowledge
about more or less failure-prone classes (i.e., knowledge is
even misleading). In practice, an even partial knowledge (e.g.,
inputs from boundary-value regions more likely to fail than
others) can suffice to distinguish more failure-prone classes;
without such knowledge, partition testing is not convenient
from the assessment point of view.
PPS-SDE technique
This technique still uses a PPS without replacement like RHC.
It works in this way: on the first draw a unit t1 is chosen with
probability π1; on the second draw a unit t2 ( 6= t1) is chosen
with probability π2/(1−π1) leaving t1 aside; on the third draw,
t3( 6= t1, t2) is chosen with probability π3/(1−π1−π2), and so
on. On the final nth (n = Ti > 2) draw, a unit in ( 6= t1,...,tn−1)
is chosen with probability:

πn

1− π1 − π2−, . . . ,−πn−1
(29)

It follows that:
e1 = z1/π1
e2 = z1 + z2

π2
(1− π1)

ej = z1 + · · ·+ zj−1 +
zj
πj

(1− π1 − · · · − πj−1)
(30)

with j = 3 . . . , Ti, are all unbiased estimators for Zi. In fact,
the conditional expectation: Ec[ej |(t1, z1), . . . , (tj−1, zj−1)]

= (z1 + · · ·+ zj−1) +
∑N
j=16=t1,...,tj−1

zk
πj/(1−πj)

πj
(1−πj) = Zi.

The overall expectation E(Ec(ej)) = E(Zi) = Zi, ∀j =
1, . . . , Ti. So, unconditionally, E(ej) = Zi, and the Des Raj
estimator is [38]:

ẐiRAJ =
1

Ti

Ti∑
j=1

ej (31)

Notice that ej , ek (j < k) are pairwise uncorrelated; so, the
variance of Ẑi and its unbiased estimator are:

V (ẐiRAJ ) =
1

T 2
i

Ti∑
j=1

V (ej) V̂ (ẐiRAJ ) =
1

Ti(Ti − 1)

Ti∑
j=1

(ej − Ẑi)2

(32)

Clearly, ẐiRAJ depends on the order in which the units are
drawn in the sample s. So, we apply the Murthy’s unordering
to get the a better variance, by averaging the ordered ẐiRAJ :

ẐiSDE =
∑
s′→s

p(s′)ẐiRAJ (s′, Z)/
∑
s′→s

p(s′) (33)

where s = (t, . . . , tTi) is a sample drawn as described and
s′ → s denotes the sum over all samples obtained by per-
muting the coordinates of s: this estimator is called Murthy’s
(1957) symmetrized Des Raj estimator (SDE). Variance and
its unbiased estimator in this case are [41]:

V (ẐiSDE ) =
1

2

N∑
i 6=j 6=1

πiπj(1− πi − πj)
N2(2− πi − πj)

(
zi

πi
−
zj

πj

)2

(34)



V̂ (ẐiSDE ) =

N∑
i 6=j 6=1

(1− πi − πj)(1− πi)(1− πj)
N2(2− πi − πj)2

(
zi

πi
−
zj

πj

)2

(35)

Again: θiSDE = 1
N2V (ẐiSDE ); θ̂iSDE = 1

N2 V̂ (ẐiSDE ). The
variance of unordered estimators are known to be less than the
corresponding ordered ones [41], so V (ẐiSDE ) < V (ẐiRAJ ).
In turn, V (ẐiRAJ ) is smaller than the PSSWR case, since:

V (e1) =

Ni∑
t=1

πt(
zt

πt
− Z)2 =

∑∑
1≤t≤j≤Ni

πtπj [
zi,t

πt
−
zi,j

πj
]2

V (e2) =
∑∑
1≤t≤j≤Ni

(1− πt − πj)πtπj [
zi,t

πt
−
zi,j

πj
]2 < V (e1);

(36)

and so on V (eTi) < V (eTi−1) . . . V (e1). So:

V (ẐiRAJ ) =
1

T 2
i

Ti∑
j=1

V (ej) <
V (e1)

Ti
(37)

The latter corresponds to the variance in case
of PPSWR (Equation 19). For what said:
V (ẐiSDE )<V (ẐiRAJ )<V (ẐiPPSWR

). Thus, both RHC
and SDE are more efficient than the with-replacement
case. We neglected the PPSWR case just like we neglected
the SRSWR case. In summary, we consider the following
sampling techniques: SRSWOR (denoted, for brevity, SRS),
which selects tests by simple random sampling without re-
selecting the same test cases; Stratified SRSWOR (denoted,
for brevity, S-SRS), which refines the previous approach by
stratifying the domain selects via SRS within each stratum;
RHC for PPSWOR (denoted, for brevity, RHC) and SDE for
PPSWOR (denoted, for brevity, SDE), which considers the
unequal probability of selection to further improve efficiency
of the estimator. These approaches are compared in the
following Section experimentally. It is finally worth to note
that estimations are available at each iteration; thus the final
estimates are adjusted by using formulas of sampling on
successive occasions for unmatched subsample [42] [41], not
presented here for lack of space.

IV. EVALUATION

This Section reports results of the empirical evaluation to
assess the AST performance and compare the test selection
techniques to each other on real programs under several
scenarios. Besides described techniques, we also run the
conventional operational testing as baseline for comparison.

A. Testing Scenarios

Subject Programs
We exploit the same testbed used in our mentioned recent
paper [23]. Techniques are applied to four programs taken
from the SIR repository [43]: Make (v3.79), SIENA (v1.15),
Grep (v2.4) and NanoXML (v2.2). The programs have the
availability of a limited number of test cases generated by
the category-partition method (Table I, column 5). These have
been enlarged by modifying the available TSL specifications.

The additional test cases are generated by removing constraints
(e.g., “single” and “error” constraints) and adding choices to
the existing ones (e.g., environment choices), according to
the category-partition method (Table I, column 7). Programs
are available with faults seeded inside, but, since they are
conceived for regression testing purpose, we ignored them and
injected new faults from scratch according to the G-SWFIT
technique [44], [45]. G-SWFIT acts at source code level, by
exploiting a set of fault operators derived from the well-known
Orthogonal Defect Classification (ODC). We considered the
same distribution as the one actually observed in field studies
about the presence of ODC fault types into programs [45]. An
automatic injection tool based on G-SWFIT is used (SAFE -
SoftwAre Fault Emulation) [46] [44], already adopted in our
previous work [47] [23] [48], whose aim is to increases the
representativeness by spotting all the potential locations for
each different type of fault. As number of faults, we chose four
equally-spaced levels (Table I, column 6) to test the approach
with different reliability values.

At each test execution, the possible failure occurrence is
recorded. To recognize failures, we keep a “gold” version
without faults seeded, and the failure is said to have occurred
if the output of the two versions under the same test case is
discordant. To evaluate performance under different available
testing budget, each experiment will select a fixed number
of test cases from the available ones. We consider 8 points
ranging from T = 100, 200, . . . , 800 test cases.

Program Lang. LoC Vers. Initial N. of Final N. of N. of
Test cases Test cases Faults

Make C 35545 3.79 1043 9238 24
Siena Java 6035 1.15 567 6846 6
Grep C 10068 2.4 809 7041 12

NanoXML Java 7646 2.2 237 7077 18

TABLE I: Overview of the considered programs.

Partitioning and operational profile
AST exploits the initial partitioning of the overall input space
into entities Ei with domain Di. As mentioned above, entities
can be modules, components or partitions. In this experiment,
an entity is a partition. Test cases are partitioned into disjoint
domains on the basis of the functionalities they are intended
to test, getting respectively, 7 partitions for Grep, 6 for
Make, 6 for SIENA and 7 for NanoXML. At lower level,
three out of four techniques (namely, S-SRS, RHC and SDE)
allows exploiting also a further partitioning of inputs in Di

6.
In this experiment, we considered the choices of category-
partition as Ci,h classes, having inputs in a choice very similar
characteristics. As these classes are the finest grain that tester
is assumed to know, profiles are generated by assignment of
probabilities to classes. Specifically, we distinguish two cases
corresponding to possible profile knowledge level of tester:

6This double-level of partitioning is more relevant in the cases where
entities are components, subsystems or modules, e.g., in the case of large
scale systems, where the advantage of adaptation could be more relevant.
Here double-level is implemented for illustrative purpose.



• The case of RHC and SDE, where class-level knowledge
is required: given a domain Di, probabilities pi,h are ran-
domly assigned to each class h so that

∑
i

∑
h pi,h = 1.

A constraint on these assignment is a distinction that
we make between boundary-values classes (let us denote
with C ′h) from the others (C ′′h ), since the former as
assumed to occur less frequently in operation. To generate
a profile, a uniformly distributed random value in [0,1],
ν′h, is assigned to each class C ′h, and is then normalized
to sum up to 1: p′i,h =

ν′h∑′
h
ν′
h

. The same is done

for classes C ′′h , obtaining p′′i,h. Then, probabilities p′i,h
are rescaled by 1/3, while p′′i,h are rescaled by 2/3, to
account for the less expected occurrence of boundary-
value choices. Probability assigned to each input is then:
pt =

pi,h
|Ci,h| ∀i, h, and: pi =

∑
h pi,h for domain Di.

• In the case of S-SRS technique, the domain is still
partitioned in classes (again, corresponding to choices),
but no knowledge about the profile at class-level is
assumed. Thus, the random assignment is made at domain
level, by generating a [0,1] number νi attached to Di

and normalized ( pi∑
i
pi

) to sum up to 1. The case of

SRSWR and SRSWOR is the same as S-SRS, namely
knowledge is limited to an entire domain Di (in these
cases: pt = pi/|Di|).

As in [5], [23], [18], [1], we do not focus on one specific
profile in the evaluation. The above procedure is repeated to
generate three profiles, P1, P2, P3.

B. Evaluation criteria
Given the above scenario, we have: 8 points for the number

of test cases × 4 programs × 3 profiles × 4 techniques =
384 different scenarios. For each scenario j, we have the true
reliability Rj as Rj = 1 −

∑
t∈D ptzt (zt = 1 if t leads

to failure zt = 0 otherwise)7. Since testing selection criteria
are probabilistic, each scenario j is run 100 times to draw
statistically valid conclusions. At the end of each run r, we
compute the reliability estimate given by the technique under
test, R̂r,j , using Equation 1 and Equations for θi estimate
for each technique. Then, the sample mean value M of the
estimates at each run and the sample variance S are computed:

M(R̂j) = 1
100

∑100

r=1
R̂r,j

S(R̂j) = 1
100−1

∑100

r=1
(R̂r,j −M(R̂j))

2

(38)

To assess the efficiency of the estimators, we compare the
sample variances S8.

V. RESULT

A. Results
Results for each program and profile are in Figures 2a-2l,

reporting, the sample variance S. All the techniques remark-

7We know the faults injected and get the faults matrixes by running all the
tests and checking which input leads to failure; this allows getting the true
failure rates θi and thus R

8Since the estimators are unbiased, both the sample variance and the sample
MSE can be used for comparison. We opted for the former since the analytical
comparison is in terms of variance

ably outperform operational testing, hence adaptiveness for
test allocation among entities plays a key role in reaching
efficent estimates earlier. Very low values are achieved with
800 test cases, as reported in the Figures’ captions. Regarding
the relative comparison among test selection techniques, RHC
and SDE have similar results in all the profile/program pairs,
and in almost all the cases are better than SRS and S-SRS. The
latter is also better than SRS in most cases, but not always.
Results are quite invariably across profile-program pairs.

To have statistically significant results, we run non-
parametric ANOVA, with significance at α = 0.01. We adopt
the Friedman’s test to test the hypothesis of “no difference”
among compared techniques (rejected at p-value < 0.001),
followed by post hoc analysis to detect which techniques differ
significantly9. Table II lists the results. Results confirm that
all the observed differences are statistically significant, except
SDE and RHC, which thus resulted to provide reliability
estimators with a similar efficiency.

Pairwise Comparison: p-values
SDE RHC S-SRS SRS

SDE - 0.4310 4.42E-13 5.52E-25
RHC - - 8.31E-15 1.90E-23
S-SRS - - - 4.22E-06

TABLE II: Comparison for variance S.

B. Threats to validity
The accuracy of results depends on the number of test

cases used as test input domain, thus we enlarged the initial
test suite by an order of magnitude to limit this threat. The
additional tests are generated by category-partition: although
it is a well-defined method, its subjective application could
affect the result. Representativeness of seeded faults is a
further threat. Despite we reduce the bias of artificial fault
seeding by injecting more representative faults than SIR’s
faults, real faults might be different. External validity threats
are related to the subject programs and profiles. We used
programs from a known repository, and with quite different
features. However, changing programs might entail differ-
ent results. About profiles, we used three different profiles
generated randomly; further changing the profile could yield
different results. Treatments are replicated 100 times in 384
combinations to limit these threats.

VI. CONCLUSION

The presented framework defines a strategy to adaptively
allocate tests along with test selection algorithms to ex-
ploit knowledge about the input domain and expected usage.
Analytical and empirical comparison provide figures about
performance with respect to conventional operational testing
and among presented algorithms. Besides results on our case
studies, the AST framework generally means to pave the
ground for a better integration of survey sampling methods in
the theory of software reliability assessment, in order to better
exploit the available testing-related knowledge to devise more
efficient estimators.

9The Nemenyi test is used for post-hoc after a non-parametric ANOVA [49]



(a) Make Profile 1. Best Variance: RHC: 5.86E-07(b) Make Profile 2. Best Variance: SDE: 4.498E-
07

(c) Make Profile 3. Best Variance: RHC: 5.41E-07

(d) SIENA Profile 1. Best Variance: SDE: 5.00E-
07

(e) SIENA Profile 2. Best Variance: SDE: 2.60E-9(f) SIENA Profile 3. Best Variance: RHC: 7.21E-
09

(g) Grep Profile 1. Best Variance: SDE: 9.37E-07(h) Grep Profile 2. Best Variance: RHC: 1.62E-06(i) Grep Profile 3. Best Variance: RHC: 5,62E-06

(j) NanoXML Prof. 1. Best Variance: RHC::
7.67E-06

(k) NanoXML Prof. 2. Best Variance: SDE:
1.07E-07

(l) NanoXML Prof. 3. Best Variance: RHC: 5.14E-
07

Fig. 2: Sample variance of reliability estimate
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