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Abstract
This paper addresses the challenge of reliability-driven testing, i.e., of testing software systems with the specific objective of increasing its operational reliability. We first examined the most relevant approach oriented toward this goal, namely operational testing. The main issues that in the past hindered its wide-scale adoption and practical application are first discussed, followed by the analysis of its performance under different conditions and configurations. Then, a new approach conceived to overcome the limits of operational testing in delivering high reliability is proposed. The two testing strategies are evaluated probabilistically, and by simulation. Results report on the performance of operational testing when several involved parameters are taken into account, and on the effectiveness of the new proposed approach in achieving better reliability. At a higher level, the findings of the paper also suggest that a different view of the testing for reliability improvement concept may help to devise new testing approaches for high-reliability, demanding systems.

ACRONYMS

| OP | Operational |
| OP-D | Operational-Debug |
| ADL | Array Definition Language |

NOTATION

| $D$ | Input domain |
| $F$ | Failure domain |
| $|D|$ | Cardinality of $D$ |
| $|F|$ | Cardinality of $F$ |
| $\theta$ | Operational failure probability |
| $H$ | Probability distribution over $D$ |
| $\hat{H}$ | Probability distribution over $D$ describing the testing profile of operational testing |
| $V$ | Probability distribution over $F$ |
| $Q$ | Probability distribution over $F$ describing the operational occurrence of failure regions |
| $G$ | Probability distribution over $D$ describing the operational profile |
| $T$ | Total number of test cases |
| $T_1$ | Number of test cases for operational testing |
| $T_2$ | Number of test cases for debug testing |
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I. INTRODUCTION

Software reliability and software testing are two research areas strictly connected to each other. Reliability is expected to improve through testing, and the consequent debugging. Software reliability growth models (SRGM) have been proposed in the literature to relate results of testing activities to the expected growth of software reliability [1]. These models address the question on how to measure and predict reliability improvement as testing proceeds, and in the scope of such objective they are known to give good results, even when data partly violates the model’s assumptions they are based on [2]. Nonetheless, the opposite question has not received adequate attention in the past: how to test software to measurably improve reliability? The testing community addressed only partially this challenge: it is still not clear what technique is better to use for assuring high reliability.

There are roughly two ways to perform testing: debug testing, aimed at exposing as many failures as possible, and operational testing, aimed at evaluating the software with respect to the achieved reliability. In the former case, testers want to expose failures, from which to find bugs. In the latter approach, testers aim at achieving high operational reliability, intended as the probability of not failing during the operational phase. There is an inherent difference between them because the rate of failure occurrence during actual operation comes into play. It may happen that a technique exposes many failures, but they have a small impact on reliability because their occurrence frequency at operational time is low; and, oppositely, a technique may expose a few high-occurrence failures, thus delivering higher reliability.

Thus, a program containing more bugs than another may even be more reliable, inasmuch as those bugs cause less frequent failures in operation [3].

Ideally, operational testing is historically considered as the most promising approach at improving reliability, because it is the only testing method devised to find failures with probabilities matching their real runtime occurrence. However, researchers also raised serious doubts about the effectiveness of operational testing, which likely correspond to the reasons for why this approach has never gained the expected adoption in industry so far; examples follow.

- The first practical reason hindering the use of operational testing lies in the differences between the “idealized” version and the real application of operational testing. The main difference resides in the fundamental assumption of knowing the runtime operational profile. In operational testing, to deliver high (and accurate estimates of) reliability, it is necessary for the testing profile to be truly representative of operational use [4]. Deriving a correct profile is hard; and it is also not easy to figure out what happens if the testing profile does not match exactly the operational one. In this case, applying such a technique may even mislead testers by delivering a real reliability different than the measured one. This possibility does not inspire trust in operational testing.

- The second doubt is about the actual potential effectiveness of operational testing: stating that operational testing is oriented toward reliability does not necessarily mean that it is more efficient than any other at improving reliability. It may happen that debug testing techniques, other than uncovering many low-occurrence failures, are able to uncover also more high-occurrence failures than operational testing, with the same budget. This ability
can be exacerbated by the inaccuracy of the operational profile estimate mentioned above. With respect to this point, it is argued that, because operational testing cannot deal effectively with low-occurrence failures, it cannot replace debug testing [5]. This result is especially true for highly critical systems because, with operational testing, the most serious, potentially dangerous failures, occurring on low-probability error-condition paths, are probabilistically not exposed. This technique, applied alone, can improve the reliability level just up to a given bound; when the causes of high-occurrence failures are removed, it “exhausts” its detection power, and the reliability is no longer improvable in reasonable testing time. It may be more effective and efficient to consider using operational testing in conjunction with other techniques.

This paper intends to address the mentioned challenges, and paves the ground for reconsidering operational testing as a basic block in the frame of reliability-driven testing. The performance of operational testing is first examined with respect to the delivered reliability through a probabilistic evaluation, followed by simulation. The impact of the operational profile estimation error, which is the biggest issue, and of other parameters involved in the practical application of the technique, is evaluated. Then, a new testing strategy is proposed that combines operational testing with a debug testing approach to improve delivered reliability. In this strategy, a different view of operational vs. debug testing is developed, so as to overcome the limitations of the former in meeting its promises.

The formulated approach combines operational and debug testing based on the following conjecture: applying operational testing for some time allows achieving a level of reliability, which is hardly improvable by continuing with the same technique. To boost reliability beyond this limit, operational testing should be suitably combined with others to span over the entire code, and be directed also toward the failures with lower operational occurrence rate. The idea is that, when the number of failures exposed by operational testing starts decreasing significantly, replacing operational testing with a debug testing approach may detect additional failures, because new code portions are explored. To this aim, because operational testing exercises the system under the expected workload, the defined debug testing criterion aims at stressing the system under unexpected profile, providing unforeseeable and unexpected inputs. This, of course, does not necessarily imply an improvement of reliability, because it depends not only on the number but also on the occurrence rate of found failures. However, depending on several parameters, such as the time to switch from operational to debug testing, the number of test cases, and the operational profile features, we show that the probability to improve reliability is expected to increase as compared to operational testing.

The presented analysis explores the performance of both approaches under different conditions to help the tester capture the best settings in their application. We gain several results.  

i) We learn how operational testing is related to the profile estimation error, and how it is possible to take this error measure into account when applying the technique in practice.  

ii) We also learn how the proposed approach improves operational testing with respect to delivered reliability.  

iii) And we learn how the parameters involved in the application of both the techniques may be configured to achieve the desired performance. The analysis opens the way to exploring the performance and the power of combining techniques for a reliability target, rather than insisting on single techniques. The paper first reviews the relation between software reliability and testing in the literature (Section II). Then, it gives basic terminology and adopted assumptions in Section III; the probabilistic analysis of operational testing is reported in
Section IV, whereas the new proposed method is analyzed in Section V. In Section VI, both the approaches are evaluated via simulation, as well as via a case-study example (Section VII); a brief discussion is in Section VIII. Section IX concludes the paper.

II. RELATED WORK

This Section surveys the literature about software testing and reliability that is related to the proposed approach.

A. Testing Techniques related to Reliability

Operational testing has been widely studied as the approach to test software toward a reliability goal\(^1\). Several researchers worked to improve this promising approach for reliability testing [8], [27], [28], [29]. The most important contexts in which operational testing has been used are in the frame of the Cleanroom approach, and in the process defined by Musa, i.e., the Software Reliability Engineering Test (SRET) practice [30].

In the Cleanroom development methodology [31], [32], [33], it is expected that operational testing detects any remaining failures with probabilities that are in proportion to their seriousness, and debug testing is therefore neglected. The Cleanroom method foresees adopting operational testing as a means to certify the software against a given MTTF [34]. Examples of an application of this approach are reported in [35], [32], [36]. With a similar position, Musa proposed SRET, where operational testing is the core element of the process. It entails four steps: \(i\) define the necessary reliability requirement, \(ii\) develop operational profiles, \(iii\) prepare for testing, and \(iv\) iteratively execute tests and interpret failure data [30]. Musa and his colleagues at AT&T found very relevant results in favor of operational testing, e.g., a reduction of a factor-of-10 in customer-reported problems [37]. Further evidence in favor of operational testing is reported in [38], and in [39] where operational testing is used with multimodal systems.

More recently, Chen et al. [40], [41] tried to improve the effectiveness of uniform random testing by taking account of the feedback information generated by those test cases that do not trigger defects. They use the concept of adaptive random testing (ART) [42], looking for test profiles, different from operational profile, able to evenly distribute test cases over the code. Adaptive testing is also the approach adopted in [43]. However, the objective of these works was directed toward improving failure detection capabilities, which, as discussed, is not the same thing as improving reliability. In [44], the same approach is used to assess software reliability (i.e., with the objective of minimizing the variance of the reliability estimator). From this point of view, it behaves better than other random testing strategies. One strategy intended to directly improve reliability is in [9], where the same authors of [43] and [44] adopt a Bayesian method to use online data for improving reliability. Specifically, they estimate the failure rate online, and select test cases from equivalence classes based on the observed outcomes as the testing proceeds. That work is close to ours in its objective, but the way in which the problem is faced is quite different. It aims at

\(^1\)The term Statistical testing is also used to denote this technique. However, Statistical testing is more recently being used to denote also a slightly different approach whose goal is to satisfy an adequacy criterion expressed in terms of functional or structural properties (e.g., ensuring that each structural element is exercised as frequently as possible [26]). In this context, Statistical testing is intended as its original use, such as in [27], [28], and interchangeably with Operational testing.
improving reliability by selecting test cases from the best partition according to the history of the testing process; we aim at improving reliability by selecting test cases first from operational testing, and then from a debug testing technique, accounting for the profile estimate error, and the available budget. The two strategies are not mutually exclusive, but are complementary; the Bayesian model can be seamlessly superimposed to our strategy to improve the specific test case selection within both operational and debug testing phases. In turn, our approach would improve the overall reliability by deciding how to combine operational and debug testing, given a tolerable error, a budget $T$ in terms of number of test cases, and an expected improvement in reliability.

Although the cited approaches promote operational and reliability-oriented testing, reporting good results, it is still difficult, at this time, to find compelling evidence that operational testing is always a good practice. In fact, there are studies raising strong doubts about the effectiveness (e.g., [5], [45]) of operational testing. For instance, Beizer strongly argued that the Cleanroom process has never been compared fairly with other approaches, and that abandoning debug testing in favor of operational testing would be a wrong choice [5]. The main debated reason is that, because operational testing cannot deal with low-occurrence failures, it cannot replace at all debug testing, especially for highly critical systems. This argument partly motivated our research on exploring the combination of techniques toward a reliability goal, to overcome this strong limitation.

One final point is about the role of the operational profile. Indeed, the effectiveness of operational testing has always been seriously undermined by the difficulties in obtaining meaningful profiles. Deriving the operational profile has been one of the major challenges in applying operational testing. A non-negligible slice of literature is devoted to proposing solutions to support this task, such as state models [46], Markovian or Bayesian models for the expected usage description [27], [47], or documentation based on UML diagrams [48]; but basically the accuracy of the operational profile depends on the accuracy of the information on how the system will be used [16], which is difficult to obtain. Empirical analyses have been conducted to evaluate the impact of the profile estimation error on the reliability estimate. These studies are quite contradictory. The studies in [13], [49] state a non-negative effect of operational profile errors on the reliability estimate. In [50], reliability estimates are showed to not be affected by the error on the profile. Operational profile error is also evaluated in [17], in which the performance of techniques in assessing reliability in presence of error is experimentally evaluated. Different from the previous papers, the work by Chen et al. [51] demonstrates how operational profile errors cause relevant errors on reliability estimates. A more recent analysis shows that the relation between the operational profile variation and reliability for component testing depends on the error of the testing effort [52].

Despite these contrasting results, it is important to remark that the relation between the profile estimation error and reliability estimate has been studied empirically so far, by observing the effect of the error once the testing has been carried out (i.e., ex post). No analytical, preventive evaluation is reported about the possible impact of this error on testing performance, as we intend to do here. And this is also one of the reasons for why it remains so hard to apply techniques oriented to operational reliability in practice. Our work started addressing this issue, considering the operational profile estimation error as one of the crucial factors to take preemptively into account for effective operational testing.
B. Comparison of Techniques from a Reliability Perspective

To figure out how to test for operational reliability improvement, and what technique to adopt, a valuable way is to compare techniques from a reliability perspective. However, evaluating techniques by their delivered reliability has not gained great attention from researchers. Several criteria have been proposed since the eighties: the simple subsumption relation, the power relation, and the BETTER relation (a survey on this topic is in [19]), but none of them is related to reliability. With respect to reliability, one relevant work is represented by the study of 1984 [20] by Duran and Ntafos, where authors addressed the problem by using a probabilistic measure, followed then by others [21]. Along this trend, authors in [22] introduced the properly covers and universally properly covers relations, which use the probability that a test suite exposes at least one failure. These papers represented an important step because research in this field switched to probabilistic comparison criteria. In fact, due to the high number of uncontrollable variables involved, it is very difficult to say that a test suite or a criterion is deterministically better than another; it is indeed more practical and easier to state that a criterion is “probabilistically” better or worse than another.

None of these studies, however, actually considered reliability as measure to compare techniques. Few works pursued this direction. The problem is initially discussed in [23], [21]. Chen and Mathur [24] remarked in 1995 that further research was necessary to determine which testing method, or combination thereof, could lead to higher reliability. Since then, one of the most remarkable analyses remained the one by Frankl et al. [4], where authors analytically compared debug testing against operational testing, with the goal of evaluating which technique produces a higher delivered reliability. Other similar works are then reported by the same authors [10], [25]. The low number of works studying testing from this point of view is justified by considering the difficulties associated with evaluations against a user-perceived attribute, such as reliability, which basically remained unsolved. Problems like the uncertainty of the operational profile, the unknown impact of the profile estimation error, and the doubts on the actual performance of operational testing, all caused a poor application by industry, which in turn limited empirical analyses and comparisons, and did not provide the expected feedback to the analytical research. These issues are, instead, the main subjects in the presented work.

III. Terminology and Assumptions

This Section clarifies the terminology and the assumptions adopted in the following analysis. Testing a program is the process of i) exercising the program with different test cases, selected from the set of all possible inputs according to a selection criterion; and ii) observing the output, and comparing it with the expected one such that if they are discordant, a failure is said to have occurred. The subset of inputs provoking failures are called failure-causing inputs or failure points. When a failure occurs, a change is made to the program to remove what is believed to be the cause of the failure, or “fault”. While a failure is uniquely defined as a deviation from the expected output, a fault is defined and characterized by the semantic of the fix, i.e., by the change to the code necessary to make the program work [6]. However, because there may be several possible changes able to avoid the failure, the fault related to an observed failure is not uniquely defined. For this reason, we rely upon the notion of failure rather than
that of fault, as in [4], and [7]; and we borrow the notion of failure region of the input space, as the set of failure points that is eliminated by a program change. This is also in line with testing principle, whose aim is not to “find a fault,” but to “expose a failure”. The set of all failure regions is called failure region domain \( (F) \)\(^2\).

An operational profile is a quantitative characterization of how a system will be used \([8]\). It is built by assigning probability values to all input cases representing the probability that each will occur in operation; thus it can be thought of as the probability distribution over the set of all input points, \( D \). This distribution, which assigns a probability value in \( [0, 1] \) to each value in \( D \), has been denoted with \( H \). Thus, probability values (denoted with \( h_j \)) represent the probability that the input \( j \in D \) is selected during operation \(^3\).

The distribution \( Q \) is also defined, and it assigns a value in \( [0, 1] \) to each value in \( F \), i.e., to each failure region. Thus, \( q_i \) with \( i \in F \), is the probability that an element of the input domain belonging to the failure region \( F_i \) will be selected during operation. We call this value the failure rate of the failure region \( F_i \). More formally, given a failure region \( F_i \in F \), its failure rate is \( q_i = \sum_{j \in F_i} h_j \). Consider the testing profile \( G \), defined again as a distribution over \( D \), used by a generic testing method as a sample space to select test cases; it assigns a value \( g_j \) to all inputs \( j \in D \) representing the probability of the input \( j \) being selected by that testing method. The detection rate of a failure region is the probability that an element of that region will be selected during testing: given a failure region \( F_i \in F \), its detection rate, denoted \( d_i \), is \( d_i = \sum_{j \in F_i} g_j \).

Testing methods are evaluated with respect to the delivered (un)reliability, a measure introduced by Frankl et al. \([4]\), i.e., to the probability that the corrected software will fail in operation. The failure probability of the software in operation is a random variable, e.g., \( \theta \); we focus on its expected value \( E[\theta] \). Operational reliability is then the probability of the program surviving \( N \) executions on inputs drawn from the operational profile: \( R(N) = (1 - \theta)^N \). Note that the traditional engineering definition of reliability is not a fixed probability; it is a function of the number of operational trials\(^4\). However, for the type of analysis we carry out, namely on testing technique behavior, reliability is typically measured as we mentioned \([9], [4], [10]\), under the assumption that runs are \( s \)-independent \([11]\).

A. Operational Testing

In operational testing, test cases are selected with the same probabilities with which they would occur in operation. Ideally, with a perfect estimate, \( h_j \) is also the probability value selected during testing. But in the real world, from the estimate of operational profile affected by error, another probability distribution is obtained, called \( \hat{H} \), which is the testing profile of operational testing; hence, in this case, \( G = \hat{H} \), and \( g_j = \hat{h}_j \). The latter is the probability of selecting \( j \) in operational testing. Thus, in case of operational testing, the detection rate of a given failure region

\(^2\)Note that an element of \( F \) is not a failure point, but is a set of failure points belonging to a failure region.

\(^3\)In the following, capital letters are used to denote distributions, and the corresponding subscripted lower-case variables denote the assigned probability values.

\(^4\)Reliability is the probability of not failing in a given interval of time. See \([12]\) for a discussion on this point and on the relation between the frequency-based measurement, i.e., in terms of successful runs over all the runs, and the time-based measurement, i.e., as function of the hazard rate.
$F_i \in F$ is $d_i = \sum_{j \in F_i} \hat{h}_j$. We call these detection rate values $\hat{q}_i$, because they try to approximate the failure rates $q_i$, and the corresponding distribution $\hat{Q}$. To account for the operational profile estimation error in the analysis, we consider the differences $(\hat{h}_j - h_j)$, which are the errors for each point of the input domain.

Such errors actually impact the delivered reliability only through inputs belonging to the failure regions (see [4]). Thus, for the following analysis, we define the variable $\xi = (\hat{Q} - Q)$, referring to the failure region $F_i$; it follows that $\xi_i = \sum_{j \in F_i} (\hat{h}_j - h_j) = \hat{q}_i - q_i$ with $i \in F$.

### B. Debug Testing

To complement operational testing, we need to define a debug testing criterion aimed at stressing the application under exceptional and “unexpected” inputs, oppositely to operational testing. The idea is to provide inputs that are rare at operational time, so as to uncover the more subtle bugs, to explore the least covered code portions, and to cause low-probable failures to surface. The testing profile for such a debug testing method is denoted with $V$ (i.e., in this case $G = V$), and an element of such distribution is $v_j$. Because the criterion has to exercise the system by exceptional and rare inputs, $v_j$ should be high when $h_j$ is low, and low when $h_j$ is high. One additional constraint is that the sum of all probabilities should add to 1. Thus, denoting the maximum of the $\hat{h}_j$ values\(^5\) as $\max(\hat{h}_j) = \max_{j \in D}(\hat{h}_j)$, we define the $v_j$ normalized values, used to select test cases, as

$$v_j = \frac{\max(\hat{h}_j) - \hat{h}_j}{\sum_{j \in D}(\max(\hat{h}_j) - \hat{h}_j)} = \frac{\max(\hat{h}_j) - \hat{h}_j}{|D| \cdot \max(h_j) - \sum_{j \in D} \hat{h}_j} = \frac{\max(\hat{h}_j) - \hat{h}_j}{|D| \cdot \max(h_j) - 1}$$

We call such an approach “anti-profile” debug testing, to denote its contrast with operational testing. This criterion helps to combine operational (OP) and debug testing (hereafter, OP-D testing), in an approach to increase the probability of uncovering both high- and low-occurrence failures. How this approach impacts (un)reliability will be evaluated in the next sections. Note that there may be some other criteria for the debug testing approach satisfying the same constraints. For instance, one more solution is $v_j = (1 - \hat{h}_j) / \sum_{j \in D}(1 - \hat{h}_j)$. The adopted criterion is chosen because it is a more “extreme” solution, as it assigns a higher value to the same low $h_j$ value compared to the latter criterion, and vice-versa; this result may better highlight the benefit of our approach. The detection rate, in the case of debug testing, of a given failure region $F_i \in F$, is

$$d_i = \sum_{j \in F_i} v_j = \frac{(\max(\hat{h}_j) \cdot |F_i| - \hat{q}_i)}{|D| \cdot \max(h_j) - 1}$$

We call these detection rate values $r_i$; they will be used against $\hat{q}_i$ values in the evaluation.

### C. Evaluation

To evaluate the OP and OP-D testing methods, we perform a probabilistic analysis. The assumptions made in the analysis follow. Testers are assumed to eliminate the same failure regions $s$-independently from the technique...
used. Indeed, the debugging is in reality affected by the technique used to probe the fault, and thus different sets of failure points could be removed by different changes. Failure regions are assumed to be disjoint, and all test failures are noticed (i.e., perfect oracle). Hence, each test failure deterministically causes one failure region to be removed. Finally, the statistical nature of the analysis does not allow claiming the deterministic superiority of one technique on another, but only that a technique is likely to be superior to another.

IV. OPERATIONAL TESTING

This section examines the performance of operational testing analytically. The case of multiple failure regions being present in the software is considered. Suppose the failure region domain $F$ consists of $m$ non-overlapping failure regions $\{F_1, F_2, \ldots, F_m\}$, with probabilities $q_1, q_2, \ldots, q_m$ of being selected in operation (i.e., $q_i$ with $i \in F$ are the failure rates).

Of course, testers do not know which inputs belong to failure regions in $F$. They try to minimize the expected failure probability by selecting, with different criteria, proper inputs as test cases. In the case of operational testing, practitioners give an estimate of the operational profile, which is, in general, affected by error, and then select inputs according to that profile. To evaluate the real practical applicability of OP testing, the impact of this error must be considered. To this aim, let us first assume that the estimation is fully correct, i.e., $\xi_i = 0$ $\forall i \in F$, which implies $d_i = q_i$, $\forall i \in F$. The expected failure probability for the error-free case, denoted as $E[\varphi]$, is

$$E[\varphi] = \sum_{i=1}^{m} q_i (1 - d_i)^T = \sum_{i=1}^{m} q_i (1 - q_i)^T$$

(3)

which adds up the probabilities of $i$ not being detected during $T$ tests $(1 - q_i)^T$, and being selected in operation $(q_i)$ (i.e., $i$ causing a failure). Whereas, in practice, considering the estimation error, the expected failure probability of OP testing, denoted as $E[\omega]$, is

$$E[\omega] = \sum_{i=1}^{m} q_i (1 - \hat{q}_i)^T$$

(4)

where $\hat{q}_i$ are the estimates of $q_i$. To compare it with the Error-free OP testing, let us consider the relation $E[\omega] < E[\varphi]$. It can be written as

$$\sum_{i=1}^{m} q_i (1 - \hat{q}_i)^T < \sum_{i=1}^{m} q_i (1 - q_i)^T$$

(5)

The difference between the two terms depends exclusively upon the values of $q_i$ and $\hat{q}_i$. If we consider $m = 1$, i.e., one failure region $z$ in the program, $E[\omega] < E[\varphi]$ if $\hat{q}_z > q_z$; thus the probability that OP testing is better than Error-free OP testing is equal to the probability that $\hat{q}_z > q_z$. If $m > 1$, the failure rate of each failure region must be taken into account. To this aim, let us consider the event $A_i$: ($\hat{q}_i \geq q_i$). The probability that $E[\omega] < E[\varphi]$, for a given $T$, is

$$Pr(E[\omega] < E[\varphi]) = \sum_{i \in F} Pr(A_i)q_i$$

(6)

The probability of the event $A_i$ depends on the choice of the operational profile, hence on the estimation error committed by testers and analysts. However, the result in this case does not depend only on the difference $\xi_i = \hat{q}_i - q_i$. 
Thus, $\Psi$ with respect to $\Omega = \{0, 1\}$ order error terms, in turn related to $T$ the expression depends on $\Omega$ and $T$, and on $\Omega$ values, which we call higher-order error terms, in turn related to $q_i$ and $\hat{q}_i$ values. Thus, once the profile (determining the $q_i$ values) is decided, the expression depends on $T$ and on $q_i$ terms: $\Psi = f(T, \Omega)/T$, with $Q$ deriving from the correct profile. According to (9), $E[\Omega] < E[\Omega]$ if $\Psi < f(T, \Omega)/T$, and conversely $E[\Omega] > E[\Omega]$ if $\Psi > f(T, \Omega)/T$. The latter case is of interest because $E[\Omega]$ is the technique actually applied by practitioners, and they want it to deliver a lower failure probability. Thus, the relation between the error $\Psi$ and $T$ establishes the following bounds.
Given a fixed budget of test cases $T^*$, the weighted error on the operational profile must be at least greater than $f(T^*, Q)/T^*$ for OP testing to be better than the Error-free case. Therefore, it may be even negative, but it must be not less than $f(T^*, Q)/T^*$.

Given a maximum tolerable error, $\Upsilon^*$, a tester must execute at least $T^*$ test cases to obtain the same or better performance than the Error-free case, where $T^*$ is the value for which $f(T^*, Q)/T^* = \Upsilon^*$.

Note that, for $T = 1$, (9) provides $E[\varphi] = E[\omega] \text{ when } \Upsilon = -\sum_{i=1}^{m} q_i \xi_i = -\Upsilon$. This happens only for $\Upsilon = 0$.

To further clarify, we report, in Fig. 1(a), a numerical example with $E[\varphi] - E[\omega]$ plotted against the number of test cases $T$, given a negative $\Upsilon$ value (which is the worst case for the tester). In this example, the initial $q_i$ and $\hat{q}_i$ values are randomly selected, and reported in Table I.\(^6\)

\begin{table}[h]
\centering
\caption{Example: initial $q_i$ and $\hat{q}_i$ values}
\begin{tabular}{cccccccccccc}
$q_i$ values & 0.0094 & 0.0089 & 0.006 & 0.0085 & 0.0012 & 0.0144 & 0.0007459 & 0.015 & 0.017 & 0.001 \\
$\hat{q}_i$ values & 0.0121 & 0.0067 & 0.0142 & 0.0127 & 0.0162 & 0.0162 & 0.0116 & 0.0086 & 0.0122 & 0.0023 \\
$q_i(q_i - \hat{q}_i) \cdot 10^{-04}$ & -0.2538 & 0.1958 & -0.4920 & -0.3570 & -0.1800 & -0.2592 & -0.0810 & 0.9600 & 0.8160 & -0.0130 \\
\hline
Initial $\Upsilon = -3.3584e-05$
\end{tabular}
\end{table}

The Figure shows five different curves, each one with a different value of the error, obtained by varying $\hat{q}_i$ values. When the curve is positive, OP testing performs better than Error-Free OP testing. The crucial value of the number of test cases, $T^*$, for which this happens is the intersection with the x-axis. Note that, as the error $\Upsilon$ approaches 0, such a number decreases from 133 down to 17 (i.e., with $\Upsilon$ being close to 0, a lower number of test cases is required for OP testing to perform better than Error-Free OP testing). After this critical value, the performance of OP testing is always better. With the number of test cases approaching infinity, the performance of OP testing

\(^6\)Note that the summation is not equal to one because it includes only failure regions, not all the input values of $D$
gets closer to the performance of Error-Free OP testing (they both tend to deliver a failure probability equal to 0). Fig. 1(b) provides a more complete view of \( T^* \). Given a (maximum tolerable) error value, the solid line suggests the number of test cases, \( T^* \), to allocate in order to have \( E[\omega] < E[\varphi] \). As the error approaches 0, fewer test cases are needed for OP testing to perform better than the Error-free case.

Finally, one more value of interest is the value of \( T \) for which the curves of Fig. 1(a) exhibit their maximum value, indicating the best performance of OP testing; let us denote it with T-MAX. In Fig. 1(b), the dotted line depicts the relation between \( \Upsilon \) and T-MAX; it suggests the number of test cases to perform to have the best performance under a given error, and conversely what is the expected error to achieve in order to not overcome a given budget T-MAX, and obtaining the best performance. T-MAX starts decreasing from 500 when the error is less than about 4.3E-5, and then decreases rapidly with the error approaching 0. As an example, consider that, when the error values are the same as in Fig. 1(a), namely 4.24E-5, 3.35E-5, 2.46E-5, 1.57E-5, 0.68E-5, the corresponding T-MAX values are 470, 364, 310, 276, 251. These T-MAX values represent the number of test cases to perform in order to have the best performance of OP testing with those errors. From (9), and from this example, it is clear that, although (6) indicates the probability of OP testing being better than the ideal Error-free case, it is not exhaustive. That probability varies according to the number of test cases, and the profile estimation error. Equation (9) makes it explicit, giving the conditions under which OP testing outperforms the Error-free case.

V. OP-D Testing

This section presents the OP-D testing approach. The idea behind the strategy is to exploit the combination of specular techniques with the goal of addressing failure regions both with high and with low operational failure rates. The debug testing approach used in this work, called “anti-profile” debug testing, is defined in Section III-B. The objective is to adopt OP testing until its detection ability no longer yields satisfactory results, and then switching to debug testing to increase the number of detected failure regions. Reliability will increase only if regions found by debug testing will have a total operational occurrence probability greater than the ones potentially found by continuing with operational testing. This condition is evaluated probabilistically.

Let us denote with \( E[\delta] \) the expected failure probability delivered by the OP-D technique after \( T = T_1 + T_2 \) test cases. With \( r_i \) being the detection rates of debug testing, and \( q_i \) the detection rates of operational testing, the expected failure probability of OP-D is given by

\[
E[\delta] = \sum_{i \in F} q_i (1 - \hat{q}_i)^{T_1} (1 - r_i)^{T_2}
\]  

This equation considers the probability of the failure region \( i \) not being detected by operational testing during \( T_1 \) test cases, not being detected by debug testing during \( T_2 \) test cases, and occurring at runtime \( (q_i)^7 \). There are two factors that affect the performance of this combination: the accuracy of the operational profile, and the number of test cases devoted to debugging and to operational testing (or, in other words, the testing time to switch from operational to debug testing). In the following, the comparison between OP-D and OP testing is performed accounting for them.

\footnote{In the subsequent analysis, we consider the OP testing with error in lieu of error-free OP testing, without loss of generality.}
A. Single Residual Failure Region

Let us first consider the simple case in which operational testing has been carried out until \(|F| - 1\) failure regions have been found. The residual number of regions is one. Let us denote this subset of failure domain as \(F'\), being \(|F'| = 1\). The question is whether changing to debug testing improves or worsens the final reliability as compared to continuing with operational testing.

Given \(T = T_1 + T_2\), the failure probability of OP testing after \(T\) test cases can be written as \(E[\omega] = \sum_{i \in F'} q_i (1 - \hat{q}_i)^{T_1} (1 - \hat{q}_i)^{T_2}\). Thus, the difference between \(E[\omega]\) and \(E[\delta]\) is determined by the second term (cf. with \((10)\)). Assuming that all the failure regions except one, denoted with \(z\), have been detected during \(T_1\) operational test cases, the comparison is reduced to verify whether

\[
\Delta E[\omega] = q_z (1 - \hat{q}_z)^{T_1} (1 - \hat{q}_z)^{T_2} \geq \Delta E[\delta] = q_z (1 - \hat{q}_z)^{T_1} (1 - r_z)^{T_2}
\]

(11)

where \(\Delta E[\cdot]\) represents the increase in the failure probability caused by the residual failure region \(z\). In other words, the combined approach gives better reliability only if \(r_z > \hat{q}_z\). For \(|F'| = 1\), it can be thought that this probability is high to the extent that \(T_1\) is high. Intuitively, if the residual region \(z\) has not been detected by operational testing in \(T_1\) test cases, and \(T_1\) is high, this means that its \(\hat{q}_z\) value is likely low; as a consequence its \(r_z\) value is high. But this is not deterministic; we need to evaluate the probability that such an event occurs. In particular, we have that \(Pr(E[\omega] \geq E[\delta]) = Pr(r_z \geq \hat{q}_z|(z\ has\ not\ been\ detected\ during\ operational\ testing))\). Let us define these events as follows.

\(A = (r_z \geq \hat{q}_z), \) without any prior information;

\(B = (z \ has\ not\ been\ detected\ during\ operational\ testing), \) with \(Pr(B) = (1 - \hat{q}_z)^{T_1}\).

Thus, \(Pr(E[\omega] \geq E[\delta]) = Pr(A|B)\). By Bayes’ formula, we have \(Pr(A|B) = Pr(B|A)Pr(A)/Pr(B)\).

Let us evaluate this expression. Because \(r_z\) is derived from \(\hat{q}_z\), the event \(A\) may be written, recalling (2), as \(r_z = \max(\hat{h}_j) \cdot |F_z| - \hat{q}_z/|D| \cdot \max(\hat{h}_j) - 1 \geq \hat{q}_z \Rightarrow \hat{q}_z \leq |F_z|/|D|\). Being \(F_Q(t)\) the distribution function of \(\hat{Q}\), and posing \(c = |F_z|/|D|\), we have \(Pr(A) = F_Q(c) = Pr(\hat{q}_z \leq c\). The event \(B|A\) represents the failure region \(z\) not being detected during operational testing, given that \(\hat{q}_z \leq r_z\). The probability that this event occurs, \(Pr(B|A)\), is intuitively greater than \(Pr(B) = (1 - \hat{q}_z)^{T_1}\) because it considers only the cases in which \(\hat{q}_z \leq c\) (the smaller \(\hat{q}_z\) the greater the probability that it will not be detected by operational testing). In other terms, we are taking into account the case in which \(\hat{q}_z\) is selected in a range \([0, 1]\) (i.e., the event \(B\)), against the case in which the value \(\hat{q}_z\) is selected in a range \([0, c]\), with \(c < 1\) (i.e., the event \(B|A\)), being \(|F_z| < |D|\) (typically much smaller). Let us denote with \(\hat{q}_z'\) this second case; thus, \(Pr(B|A) = (1 - \hat{q}_z')^{T_1}\), and

\[
Pr(E[\omega] \geq E[\delta]) = Pr(A|B) = \frac{Pr(B|A)Pr(A)}{Pr(B)} = \frac{(1 - \hat{q}_z')^{T_1}}{(1 - \hat{q}_z)^{T_1}} \cdot F_Q(c).
\]

(12)
Let us evaluate the ratio $Pr(B|A) / Pr(B)$. With this formulation, we have $Pr(Pr(B|A) > Pr(B)) = Pr(\hat{q}_z' < \hat{q}_z) = Pr(\hat{q}_z' < \hat{q}_z | \hat{q}_z \leq c) + Pr(\hat{q}_z' < \hat{q}_z | \hat{q}_z > c) = 0.5F_Q(c) + 1 \cdot Pr(\hat{q}_z > c) = 0.5F_Q(c) + (1 - F_Q(c)) = 1 - 0.5F_Q(c)$. This value is always greater than 0.5, meaning the ratio $Pr(B|A) / Pr(B) > 1$ with probability greater than 0.5. This probability depends exclusively on $|F_z|$, and $|D|$. Because $|F_z| < |D|$, it approaches 1 as $|D|$ approaches infinity. From the previous expression, it derives that $Pr(A|B) > Pr(A)$ (and thus $Pr(E|\omega) \geq E[\delta] > F_Q(c)$) with probability $1 - 0.5F_Q(c)$. This relation establishes a lower bound for the probability of the OP-D strategy to be better than OP testing, and a "confidence" in this bound. The probability that OP-D is better than OP testing is higher than $F_Q(c)$ with a confidence of $(1 - 0.5F_Q(c))\%$.

Consider one more point from (12): if $Pr(B|A) > Pr(B)$, then the value $Pr(A|B)$ increases (and thus OP-D improves) as $T_1$ increases because, in such a case, the ratio $Pr(B|A) / Pr(B) = (1 - q_z')^{T_1}/(1 - q_z)^{T_1}$ is greater than 1. This relationship is true because, if operational testing is not able to find $\hat{q}_z$ in $T_1$ test cases, with $T_1$ very high, it means that the $\hat{q}_z$ value is very low, and thus $r_z$ is very high. Thus, while the confidence depends only on the profile, the value of $Pr(A|B) = Pr(E|\omega) \geq E[\delta]$ depends also on the number of test cases assigned to operational testing, $T_1$. In fact, putting together the previous two statements leads to assert that the probability of OP-D being better than OP ($Pr(E|\omega) \geq E[\delta]$) increases with $T_1$ (or with $T_2$ decreasing) with confidence $(1 - 0.5F_Q(c))\%$. The amount of increasing of unreliability is directly related to $\hat{q}_z$, i.e., to the residual failure region: the failure probability increase in $E[\delta]$ is $q_z(1 - r_z)^{T_2}$, whereas the increase in $E[\omega]$ is $q_z(1 - \hat{q}_z)^{T_2}$.

### B. Multiple Residual Failure Regions

Let us now consider the case in which the number of residual failure regions after operational testing is greater than 1, i.e., $|F'| > 1$. In this case, the delivered reliability depends on which regions among the residual ones are found by anti-profile debug testing, as compared to the ones that are found by continuing with operational testing, and on the sum of their failure rates. After the first phase of operational testing, the additional contribution to the failure probability is $\sum_{i \in F'} q_i(1 - \hat{q}_i)^{T_1}(1 - r_i)^{T_2}$ for OP-D testing, and $\sum_{i \in F'} q_i(1 - \hat{q}_i)^{T_1}(1 - \hat{q}_i)^{T_2}$ for OP testing. Similar to the previous case, two events are defined:

- $A_i$ is the event ($r_i \geq \hat{q}_i$) = ($\hat{q}_i \leq |F_i|/|D|$), and
- $B_i$ is the event that $i$ has not been detected during operational testing, with $Pr(B_i) = (1 - \hat{q}_i)^{T_1}$

The probability that $E[\omega] \geq E[\delta]$ is

$$Pr(E[\omega] \geq E[\delta]) = \sum_{i \in F'} Pr(A_i | B_i) q_i$$

(13)

It is clear that the increase in the failure probability depends on $q_i$. Recalling (12) in the previous section, the expression may be written as

$$Pr(E[\omega] \geq E[\delta]) = \sum_{i \in F'} \frac{Pr(B_i | A_i)}{Pr(B_i)} q_i$$

$$= \sum_{i \in F'} \frac{(1 - \hat{q}_i')^{T_1} F_Q(|F_i|/|D|)}{(1 - \hat{q}_i)^{T_1} q_i} = F_Q(|F_i|/|D|) \cdot \sum_{i \in F'} \frac{(1 - \hat{q}_i')^{T_1}}{(1 - \hat{q}_i)^{T_1}} q_i$$

(14)
The expression is regulated by two parameters: by \( T_1 \), or equivalently, \( T_2 \), and by the pair \((\hat{Q}, |D|)\), depending on the profile. \( T_1 \) may determine the probability of OP-D being better than OP: in particular, if the ratio \( Pr(B_i|A_i)/Pr(B_i) \) is greater than 1, then the corresponding failure probability increases with \( T_1 \), meaning that OP-D testing behaves better as \( T_1 \) increases. On the other hand, the \( Q \) and \( D \) pair determines the confidence at which that ratio is greater than 1. In fact, if \(|D|\) is high, the probability that it is greater than 1 approaches 1 because the \( q'_i \) are more probably lower than \( q_i \). However, the pair \((Q_i,|D|)\) affects also the failure probability value, not only the confidence (suffice it to note that the term \( F_{\hat{Q}}(|F_i|/|D|) \) goes to 0 as \(|D|\) increases). In other words, given a selected profile, the corresponding \( r_i \) depend on the cardinality of the input domain, \(|D|\) (cf. with (2)). In this sense, this parameter regulates the confidence of the information on which technique behaves better; the amount of failure probability is then also determined, other than by the profile, by how the test budget \( T \) is distributed as \( T_1 \cdot T_2 \). In the end, the parameter \( T_1 \) is completely under the control of the tester, but the profile may be not; thus, in the next section, an analysis considering the features of the profile is carried out so as to help the tester find the best settings.

**C. Profile vs. Test cases in OP-D testing**

Let us consider \( E[\omega] - E[\delta] = 0 \). It may be written as

\[
\sum_{i=1}^{m} q_i[(1-q_i)^T - (1-\hat{q}_i)(1-r_i)^T_2] = \sum_{i=1}^{m} q_i[(1-q_i)^T_1(1-\hat{q}_i)^T_2 - (1-\hat{q}_i)^T_1(1-r_i)^T_2] = \sum_{i=1}^{m} q_i(1-\hat{q}_i)^T_1[(1-\hat{q}_i)^T_2 - (1-r_i)^T_2] = 0
\]

Results of this expression depend on the differences between \( \hat{q}_i \) values and the corresponding \( r_i \) values. Thus, we define, similarly to the \( T \) variable, the weighted difference \( \Psi = \sum_{i=1}^{m} q_i(\hat{q}_i - r_i) \). Equation (15) may be written as

\[
\sum_{i=1}^{m} q_i \sum_{k=0}^{T_1} \sum_{j=0}^{T_2} (\hat{q}_i)^k(\hat{q}_i)^j((-\hat{q}_i)^j - (-r_i)^j) = 0
\]

Considering that, for \( k = 0 \), and \( j = 1 \), the previous expression is \( \sum_{i=1}^{m} q_i T_2(-\hat{q}_i - r_i) = -T_2 \cdot \Psi \). Replacing \( T_1 = T - T_2 \), we rewrite (16) as

\[
-T_2 \Psi = -\sum_{i=1}^{m} q_i \sum_{k=1}^{T-2} \sum_{j=1}^{T_2} (\hat{q}_i)^k(\hat{q}_i)^j(\hat{q}_i)^j - (-r_i)^j)
\]

\( \Psi \) is therefore related to total the number of test cases \( T \), to the number of test cases devoted to debug testing \( T_2 \), as well as to the profile determining \( \hat{q}_i \) and \( r_i \) values. We then have

\[
E[\omega] = E[\delta] \text{ if } \Psi = g(T,T_2,\hat{Q})/(-T_2)
\]

\[
E[\omega] > E[\delta] \text{ if } \Psi < g(T,T_2,\hat{Q})/(-T_2), \text{ and}
\]

\[
E[\omega] < E[\delta] \text{ if } \Psi > g(T,T_2,\hat{Q})/(-T_2)
\]
where \( g \) denotes a function of \( T, T_2, \hat{Q} \), the second term of (17). These expressions regulate the probability of OP-D testing being better than OP testing, depending on the weighted differences between \( q_i \) and \( r_i \) values. However, it should be noted that the variable \( \Psi \) is also related to the error \( \Upsilon \); changing values of \( \hat{q}_i \) affects also the difference \( \hat{q}_i - q_i \). In particular,

\[
\Psi = \sum_{i=1}^{m} q_i (\hat{q}_i - q_i) = \sum_{i=1}^{m} q_i (\hat{q}_i - \frac{\max(\hat{h}_j) \cdot |F_i| - \hat{q}_i}{|D| \cdot \max(h_j) - 1})
\]

\[
= \sum_{i=1}^{m} q_i (\hat{q}_i \cdot |D| \cdot \max(h_j) - \max(\hat{h}_j) \cdot |F_i|) \quad \frac{1}{|D| \cdot \max(h_j) - 1}
\]

\[
= \frac{\max(h_j)}{|D| \cdot \max(h_j) - 1} \sum_{i=1}^{m} q_i (\hat{q}_i \cdot |D| - |F_i|)
\]

(18)

\[
= \frac{\max(h_j)}{|D| \cdot \max(h_j) - 1} \sum_{i=1}^{m} (|D| \cdot q_i (\hat{q}_i - q_i) + |D| \cdot q_i (q_i - |F_i|/|D|))
\]

\[
= \frac{\max(h_j)}{|D| \cdot \max(h_j) - 1} [|D| \cdot \Upsilon + |D| \sum_{i=1}^{m} q_i (q_i - |F_i|/|D|)]
\]

Thus,

\[
\Psi = k \cdot \Upsilon + k \cdot \sum_{i=1}^{m} q_i (q_i - |F_i|/|D|)
\]

(19)

with \( k = \frac{\max(h_j)}{|D| \cdot \max(h_j) - 1} \cdot |D| \).

The relationship between \( \Psi \) and \( \Upsilon \) implies a relationship between the error \( \Upsilon \), \( T \), and \( T_2 \) in (17). It is expressed by

\[
-T_2 \cdot k \cdot \Upsilon = \left( -\sum_{i=1}^{m} q_i \sum_{k=1}^{T_2} \binom{T_2 - k}{T - T_2} (-\hat{q}_i)^k \sum_{j=2}^{T_2} \binom{T_2}{j} ((-\hat{q}_j)^l - (-r_i)^l) \right) - T_2 \cdot k \sum_{i=1}^{m} q_i (q_i - |F_i|/|D|)
\]

(20)

Thus, similarly to the case of OP Testing, the relation found helps establish values of \( T \) and \( T_2 \) given a known error on the estimated profile, or to set the maximum tolerable error and the best \( T_2 \) for the OP-D testing to be better than OP testing, given a fixed budget of test cases \( T \). Fig. 2 shows the example of Section IV, where the number of test cases \( T \) is set, and the difference \( E[\omega] - E[\delta] \), as well as \( E[\phi] - E[\delta] \), is evaluated against the variation of \( T_2 \). With \( T = 500 \), and with both positive and negative \( \Upsilon \) values, the best \( T_2 \) values for OP-D testing to be better than OP testing (or than Error-free OP testing) are those for which \( E[\omega] - E[\delta] \) (or \( E[\phi] - E[\delta] \)) is maximum, i.e., around \( T_2 = 140 - 180 \) (or \( T_2 = 170 - 190 \)). Note also that, as the error \( \Upsilon \) becomes larger, the range of good \( T_2 \) values gets reduced. After a given \( T_2 \) value, the curve decreases, indicating the better performance of OP testing; after that point, the decrease is rapid, and OP-D testing performs worse.
Summarizing results of this section, and of Section IV, we may conclude that (6), and (14) provide the probability, respectively, i) of OP testing to be better or worse, from the reliability point of view, than the ideal Error-free OP testing, and ii) of OP-D testing to be better than OP testing. In comparison, (9) and (20) provide the relation between the weighted error \( \Upsilon \) on the profile and the number of test cases, and serve to set \( T \) and \( T_2 \) to assure the best technique from a reliability perspective, given a maximum tolerable error on the profile. They may also be used to determine the range of tolerable error within which a technique is better than another, given a fixed testing budget. To have a complete picture, the impact of all the involved parameters is now evaluated by simulation.

VI. SIMULATION

The findings of the previous sections are checked through simulation, by randomly generating several operational profiles, and evaluating the performance of techniques with respect to the involved factors.

A. Procedure

The parameters considered in the simulation are the weighted error value \( \Upsilon \), the number of test cases \( T \), the number of test cases devoted to debug testing in the OP-D approach \( T_2 \), \( T_2 = T - T_1 \), the cardinality of the input domain \( |D| \), and the number of failure regions present in the software \( |F| \). Note that the weighted difference \( \Psi \) is proportional to \( \Upsilon \). Thus, the corresponding scenario is not showed. These parameters of interest determine a final set of four scenarios, described in the following. To carry out experiments, we implemented a procedure to accomplish the following steps.

1) Operational profile generation, by generating random numbers between 0 and 1 for each input, and then normalizing them.
2) Operational profile generation with error.
3) Debug testing profile generation, by (2).
4) Choice of the failing inputs by randomly picking numbers between 0 and \(|D|\) for each experiment.

5) Given the limits of the parameter values to be varied in the experiment, the algorithm computes the expected failure probability of each approach.

**B. Experiment 1**

The first scenario deals with operational profile characteristics. In this experiment, the operational profile error is varied to observe the performance of OP and OP-D in the presence of error. To evaluate the OP-D approach, three different configurations are set for \(T_2\): 15\%, 45\%, 75\% of the total number of test cases \(T\). For this experiment, four different configurations are evaluated: the cardinality of the input domain is \(|D| = 1000\) and then \(|D| = 5000\), the number of test cases is \(T = 100\) and then \(T = 500\). In all the four configurations, the number of failure regions is \(|F| = 10\). Note that the operational profile assumed to be correct is generated in each setting, and consequently the profiles affected by error are regenerated each time. For this experiment, 50 different profiles are generated in each configuration. A profile is generated by sampling random numbers between 0 and 1 for each input (i.e., \(|D|\) times), and then by normalizing each number with respect to the sum of all the generated numbers, so that the input values add to 1.

In Fig. 3, the dotted line represents the delivered failure probability resulting from Error-free OP testing. For each
curve (i.e., the applied testing technique), each point in the graph represents the expected failure probability ($y$-axis), obtained by applying the corresponding technique, considering an operational profile with a given estimation error ($x$-axis).

When such a value is lower than the value of the dotted line, it means that the technique performed better than \textit{Error-free} OP testing; in these cases, the error on the profile estimation is in the conditions that we found analytically, and the observed performance is better than the ideal \textit{Error-free} case.

In particular, if the error is greater than $f(T, \hat{Q})/T$ for OP testing, it is more probable to pick failing inputs in the testing phase than in the operational phase, and the testing performance is good. In the same way, if $\Upsilon < \{g(T, T2, \hat{Q})/(-T2) - k \times \sum_{i=1}^{m} q_i (q_i - |F_i|/|D|)]/k$, then OP-D testing outperforms OP testing, and possibly the \textit{Error-free} OP testing as well. We observe results in the left part of the graphs, where $E[\delta] < E[\omega]$, and in some cases $E[\delta] < E[\varphi]$. This condition of course happens more often when $\Upsilon$ is positive for OP testing, and when $\Upsilon$ is negative for OP-D testing. Thus, OP testing becomes better as the error $\Upsilon$ increases, contrarily to the OP-D approach. The specular behavior between OP and OP-D testing is observed because, when the error is negative, $\hat{q}_i$ values are on average lower than $q_i$ ones, and at the same time $r_i$ values are higher, making OP-D perform better.

Whereas, when the error is positive, $\hat{q}_i$ values are on average higher than $q_i$ ones, and at the same time $r_i$ values are lower, making OP-D perform worse.

In most of the experimental points in this example, the OP-D approach exhibited a lower failure probability. OP testing behaves better when the error becomes a sufficiently large positive value. As the error approaches 0, all the experimented techniques tend to have the same performance.

One more point to highlight is that OP testing tends to have greater fluctuations than OP-D testing; combining techniques tends to limit the effect of the profile estimation error on the variation of results because, by addressing both high $q_i$ with operational testing, and low $q_i$ with debug testing, it balances the performance between cases with different $\Upsilon$. The technique that exhibits the most stable behavior is the OP-D 45%, namely the OP-D technique with $T_2 = 45\%$ of the total number of test cases $T$.

\textbf{C. Experiment 2}

Experiment 2 compares techniques with respect to the number of test cases $T$. The delivered failure probability of each technique decreases with the increase of test cases, so the goal is to compare the decreasing behavior of each technique. The fixed parameters are $|D| = 1000$, and then $|D| = 5000$; considering results of Experiment 1, the error $\Upsilon$ is either positive or negative; and $|F| = 10$.

Figs. 4(a)-4(d) show comparable trends. In particular, regardless of the weighted error $\Upsilon$, there is a number of test cases for which OP-D testing behaves better than the others; of course, as $T$ tends to infinite, all approaches go to 0. OP testing shows the worst performance; in the first scenario (Fig. 4(a)), it starts better than the others, but as the number of test cases increases it gets worse. In most cases, OP-D is better than OP testing, in the sense that it converges earlier to 0, employing fewer test case to obtain the best performance. In particular, OP-D with 45\% of $T_2$ exhibits the best performance. In all the cases except the one in Fig. 4(c), it goes even better than the
Error-free case. In the scenario of Fig. 4(c), 45% OP-D is still worse at $T = 1800$; but, by extrapolating the trend, we see it should converge earlier to 0 than Error-free OP testing.

D. Experiment 3

In the previous experiment, we showed that the OP-D approach eventually behaves better than OP, with different convergence speed depending on the operational profile characteristics. This experiment investigates in more detail the impact of $T_2$, i.e., of the proportion of test cases allocated to debug testing, with respect to operational testing, in the OP-D solution. Thus, instead of considering 3 percentage values of $T_2$ as above, this experiment allows $T_2$ varying from 0% of $T$ (which corresponds to the pure OP testing) up to 90% of $T$. The fixed parameters are $T = 1000$, $|D| = 5000$, $|F| = 10$, and $\Upsilon$ is considered to be either positive or negative.

The observed behavior shown in Fig. 5 is similar to a bathtub curve, as also showed by the example in Section V. The starting value 0 represents the OP testing. The failure probability decreases suddenly as $T_2$ increases, and outperforms the Error-free OP testing (represented by the constant line) in a range, starting at about 10%-20% to 75%-85% of $T$. Then, besides that value, OP-D performance gets worse. The best $T_2$ values for Fig. 5(b) are between about 320 and 520 out of 900 test cases, i.e., between 35% and 57% of $T$; while in Fig. 5(a), with negative $\Upsilon$, the interval is between 370, 41%, and about 600, 66%. In the case of the example in Fig. 2, the comparison between OP-D and Error-free OP testing suggested a $T_2$ value between 170 and 190 out of 500 (i.e., between
34% and 38% of $T$) for the difference $E[\phi] - E[\delta]$ to be the maximum, confirming that the central part of the curve provides the best performance. In general, the differences in such percentages depend on the value of $\Upsilon$; to compute the best $T_2$ given an $\Upsilon$, (20) must be used.

**E. Experiment 4**

This experiment shows the variation of performance with respect to the number of failure regions, $|F|$, with $T = 1000$, and then $T = 2000$, also with $|D| = 5000$. The performance, shown in Fig. 6, gets worse as the number of failure regions increases; the increasing for all the techniques is approximately linear. OP testing increases more rapidly than the others; the OP-D combination performs better also in this case. The behavior of OP-D 45% testing is confirmed to be the best also in this case.

Overall, the conducted simulation suggests that the OP-D solution with $T_2 = 45\%$ performs better than the others. The experiments confirm this outcome with several parameter configurations: in Experiment 1, OP-D at 45% was evidently the most stable solution with respect to the error $\Upsilon$ (it is almost constant); in Experiment 2 and
Experiment 4, the OP-D at 45% had the lowest failure probability value in all the experimented cases; Experiment 3 showed that the lowest point in the bathtub curve is in the central part, thus close to 45%.

VII. A CASE STUDY EXAMPLE

The case study chosen for illustrative purpose is an application developed for the European Space Agency called Space. It is a program to provide the user interface for the configuration of an array of antennas, and it functions as an interpreter for an array definition language (ADL). Its purpose is to prepare a data file according to a predefined format, given the array antenna configuration described in ADL. If the input ADL file is correct, Space outputs an array data file containing a list of array elements, positions, and excitations; otherwise, it outputs an error message. The program consists of 9564 lines of C code (6218 executable), and has already been widely used in several previous studies on reliability analysis, evaluation, and software testing (e.g., in [13], [9], [14], [15]).

The program is provided with 33 faulty versions containing faults discovered and recorded during testing and operation (the five additional faults found by [14] are not considered), and with 13585 test cases (each test case is an ADL file). The goal of our experiment is to compare OP-D testing against OP testing. OP-D at 45% has been chosen among the compared ones, as it showed the best performance previously.

<table>
<thead>
<tr>
<th>Profile</th>
<th>Technique</th>
<th>Number of the test case that exposed the failure, from which a fault is removed</th>
<th>Total No. of Detected Faults</th>
<th>Rel.</th>
</tr>
</thead>
<tbody>
<tr>
<td>P2 - D2</td>
<td>OP</td>
<td>1 2 3 5 8 9 10 12 15 29 64 126</td>
<td>17</td>
<td>0.9904</td>
</tr>
<tr>
<td></td>
<td>OP-D</td>
<td>1 2 3 5 8 12 15 16 18 31 82 103</td>
<td>21</td>
<td>0.9939</td>
</tr>
<tr>
<td></td>
<td></td>
<td>212 254 437 722 803 916 1115 1299 1342 - - - -</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P3 - D3</td>
<td>OP</td>
<td>1 2 3 4 5 8 10 18 19 20 32 109</td>
<td>16</td>
<td>0.9878</td>
</tr>
<tr>
<td></td>
<td>OP-D</td>
<td>1 2 3 4 5 8 10 11 18 19 25 48</td>
<td>22</td>
<td>0.9978</td>
</tr>
<tr>
<td></td>
<td></td>
<td>71 198 383 627 704 712 880 945 1124 1181 - -</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P4 - D4</td>
<td>OP</td>
<td>1 2 3 4 5 6 8 13 32 56 112 203</td>
<td>16</td>
<td>0.9869</td>
</tr>
<tr>
<td></td>
<td>OP-D</td>
<td>1 2 3 4 5 6 8 13 38 74 162 280</td>
<td>19</td>
<td>0.9935</td>
</tr>
<tr>
<td></td>
<td></td>
<td>537 682 723 797 918 1226 1412 - - - -</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P5 - D5</td>
<td>OP</td>
<td>1 2 3 4 6 7 9 23 40 71 159 190</td>
<td>17</td>
<td>0.9917</td>
</tr>
<tr>
<td></td>
<td>OP-D</td>
<td>1 2 3 4 6 7 8 9 26 62 181 236</td>
<td>22</td>
<td>0.9961</td>
</tr>
<tr>
<td></td>
<td></td>
<td>340 522 664 714 805 881 923 1060 1246 1355 - -</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The following steps have been taken to perform the experiment.

1) We first assigned a value between 0 and 1 to each single available test case.\(^8\)

\(^8\)Test cases are not partitioned into equivalence classes.
representing the probability with which the considered input case would actually occur in operation. Each value is generated by a uniform random number generation in (0,1), and then normalized over the sum of all values so their sum is 1. The so-built distribution is assumed to represent the actual operational profile, denoted as \( P_1 \).

2) Four further operational profiles have then been generated randomly in the same way, named \( P_2 \), \( P_3 \), \( P_4 \), and \( P_5 \). They are supposed to be the testing profiles for operational testing (meaning that test cases for OP testing are sampled from such profiles). From these profiles, we used (1) to create testing profiles for debug testing, named respectively \( D_2 \), \( D_3 \), \( D_4 \), and \( D_5 \).

3) After generating profiles, we run eight testing sessions: four with OP, and four with OP-D testing techniques. Specifically, we used 1500 out of the total number of test cases as the testing budget \( T \) for each testing session; we first run the 1500 test cases with the OP testing method according to operational profiles \( P_2 \), \( P_3 \), \( P_4 \), and \( P_5 \). Then, we run OP-D testing, using the same \( P \) profiles for the operational testing part (i.e., for 55% of the \( T = 825 \) test cases picked up from \( P \) profiles), followed by the corresponding debug testing profile (45% of the \( T = 675 \) test cases from \( D \) profiles).

4) During the testing sessions, failed runs have been detected by using the original Space program as the test oracle, i.e., applying test cases to the original and to the faulty Space program, revealing differences between the corresponding outputs. Because the same test case may trigger several faults, the fault removal has been performed as in [18], [13], assuming a one-to-one correspondence between failure and defect; when a software failure is observed, one and only one failure-causing defect is removed without new defects being introduced. Table II reports the number of the test case that exposed a failure, from which a (seeded) fault is removed.

5) After this phase, the reliability of the program with residual defects has been estimated by running the software under the real operational profile \( P_1 \), by executing 2300 runs (without removing defects) selected according to the actual profile \( P_1 \). Reliability is estimated as in [13], [16]: \( R = 1 - (K/N) \), with \( K \) being the number of failed executions, and \( N \) the number of total executions, selected according to \( P_1 \).

The final reliability is in the last row of Table II, which confirms the superiority of the OP-D approach as compared to OP testing, for the considered example.

VIII. SUMMARY, AND FINDINGS

In the previous sections, we examined operational testing by simulation, and via a case study; we attempted to address the issues hindering its adoption by practitioners. To get closer to the realistic application of this technique, several factors are included in the analysis, ranging from the number of test cases to the profile features. Most importantly, given that it is realistically difficult to avoid an error in estimating the operational profile when the technique is applied in practice, the impact of such an error on the result is formalized, and then evaluated. Software developers often distrust operational testing because they believe that a actual profile is not a meaningful concept. The introduction of the profile error measure and its relation with the number of test cases is essential to address the issue of inaccurate operational profile estimation.
Besides the analysis of operational (OP) testing, the paper proposed a new approach to testing software with the goal of improving its reliability. The combination of operational testing with a debug testing technique, namely the anti-profile debug testing, is presented; and its performance is analyzed with respect to OP testing. The main findings of these analyses are the following.

- OP testing affected by error in the profile estimation is different from Error-free OP testing, as expected. But it may perform better than the error-free case.
- The new conceived approach, OP-D testing, is probabilistically better than OP testing; numerically, and by simulation, it has been shown to behave better in most of cases.
- It has been possible to establish the analytical conditions in which actual operational testing (namely, OP testing with error) is better than Error-free OP testing, and in which OP-D testing is better than OP testing, depending on the error on the profile, and on the parameters related to the number of test cases ($T_1$, $T_2$).
- In general, the exact amount of test cases in the OP approach, and of operational or debug test case proportion in the OP-D approach must be decided by means of the analytical formulas from Section IV and V, depending on the expected, or the tolerable, error on the profile, on the desired performance, and on the budget in terms of test cases.
- By simulation, we found that the OP-D solution is better than OP testing in most of the tried settings, and that OP-D with 45% of the debug test cases is the best approach among those tried (15%, 45%, 75 %); it is more robust to operational profile estimation error, and delivers always the least failure probability at the end of testing. Such results are a confirmation of analytical findings.
- By simulation, OP-D testing shows a lower variability in the results than OP testing (and OP-D testing with 45 % of $T_2$ shows the lowest one), probably because combining operational and debug test cases assures, in the average, to address always both failures with high occurrence frequency at operational time, and failures with low-occurrence frequency. Variability of performance is also regulated by the cardinality of the input domain (the larger it is, the more stable the results).
- Experimentally, the application to a case study confirmed the good results of 45% OP-D as compared to OP testing in terms of delivered reliability. However, care must be taken in generalizing the observed behavior. In fact, i) the number of trials (i.e., of testing sessions) is not sufficient to claim a statistically significant superiority, and ii) choosing a case study implies that results are not generalizable a priori, so different results may be observed applying the approach to software programs with different features, application targets, size, and complexity. Moreover, in general, it may not be true that each test failure deterministically causes one fault to be removed, and the perfect oracle assumption (i.e., all test failures are noticed) may not hold. The experiment must therefore be viewed more as an example to confirm both analytical and simulation results on a concrete case study rather than as a statistically valid comparison between the techniques generalizable to other programs.
IX. Conclusion

Evaluating the impact of software testing techniques on delivered reliability is not common. There are indeed difficulties in this evaluation, related to nature of these attributes. This difficulty explains also why reliability is rarely adopted as pilot criterion to drive verification activities, or to select testing techniques. Operational testing, in spite of the encountered difficulties and its limits, is still the technique generally considered as oriented toward reliability, in contrast to debug testing which aims to maximize the number of detected bugs. Starting from operational testing, from its advantages and shortcomings, the paper tries to address again the topic of reliability-driven testing, i.e., it tries to figure out how to conceive testing approaches oriented toward a reliability improvement objective.

Besides the obtained results, it is important to remark that, different from the past, our aim has not been to claim the superiority of operational over debug testing (or the opposite), because, as several studies showed so far, it depends on the context (e.g., it depends on operational profile and testing profile characteristics, on the profile estimation error, and on the occurrence rate of each failure). Our attempt has been to act on the limits of operational testing for high-reliable demands, and combine debug and operational testing for getting high delivered reliability. The objective of the proposed OP-D technique is to improve reliability with respect to applying only operational testing, while uncovering, at the same time, as many bugs as possible, as pursued by debug-testing. From this perspective, we believe that the view of operational testing compared against debug testing may in some sense be overcome. The final goal of any quality assurance activity is to deliver a program not failing in operation, i.e., highly reliable. From an operational tester perspective, the program may also contain bugs, but these must not be activated at runtime.

However, for assuring this goal, operational testing should work perfectly (under the oracle of exact estimate of operational profile). On the other hand, from a debug tester perspective, the same goal may be achieved by trying to expose failures and remove as many failure regions as possible. But not considering the actual occurrence frequency of failures at operational time may bring very little reliability improvement. These two views seem counter to each other, but they aim at the same objective, and may be suitably combined in their respective advantages: trying to expose higher-occurrence failure regions, and trying to expose as many failure regions as possible. For sure, for ultra-reliable systems, testers need to do both; thus, combining them makes sense. We intend to pursue this combination, further promoting the concept and practice of reliability-driven testing.
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