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Abstract Unlike the industrial robotics domain where the workspace of machines
and humans can be segmented, applications of intelligent machines that work in
contact with humans are increasing, which involve e.g. haptic interfaces and tele-
operators, cooperative material-handling, power extenders and such high-volume
markets as rehabilitation, physical training and entertainment. Force and vision play
a fundamental role to increase the autonomy of a robotic system, especially in the
presence of humans. Vision provides global information on the surrounding envi-
ronment to be used for motion planning and obstacle avoidance, while force allows
adjusting the robot motion so that the local constraints imposed by the environment
are satisfied. In order to avoid dangerous collisions and ensure a safe interaction,
suitable control strategies based on force and visual feedback can be used while
tracking human motion. This paper surveys such strategies and presents some ex-
perimental results in a number of significant case studies.

1 Introduction

The extension of application domains of robotics from factories to human environ-
ments leads to implementing proper strategies for close interaction between people
and robots. On the one hand, small-scale industrial robots have to learn to get along
with human co-workers in factories, while, on the other hand, service robots are a
solution for automating common daily tasks in domestic environments, due to lack
or high cost of human workforce.

The size of an industrial robot, or the necessary autonomous behaviour of a ser-
vice robot, can result in dangerous situations for humans co-habiting the robot oper-
ational domain. Therefore, physical issues must be carefully considered, since “nat-
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ural” or unexpected behaviours of people during interaction with robots can result
in injuries, which may be severe, when considering the current mechanical structure
of robots available on the market [1].

One possible issue to consider, in order to increase safety, is the proper use of the
two main “senses”: vision and touch. Vision-and-force-based control for physical
interaction may include collision avoidance, control of close interaction and fusion
with other sensory modes, which all may lead to improving robots performance,
without necessarily considering a novel mechanical design.

However, the need for safety suggests complementing the control system with the
adoption of compliant components in the structure. Compliance can be introduced
at the contact point by a soft covering of the whole arm with visco-elastic materials
or by adopting compliant transmissions at the robot joints. Increasing in this way the
robot mechanical compliance while reducing its overall apparent inertia can be re-
alized through different elastic actuation/transmission arrangements which include:
relocation of actuators close to the robot base and transmission of motion through
steel cables and pulleys, combination of harmonic drives and lightweight link de-
sign, and use of parallel and distributed macro-mini [2] or variable-impedance [3]
actuation. Other improvements for anticipating and reacting to collisions can be
achieved through the use of combinations of external/internal robot sensing, elec-
tronic hardware and software safety procedures, which intelligently monitor, super-
vise, and control manipulator operation.

This paper focuses on techniques for augmenting safety by means of control sys-
tems. Human-like capabilities in close interaction can be considered as mimicking
human sensing and actuation. This leads to considering fully integrated vision-and-
force-based control. Thanks to visual perception, the robotic system may achieve
global information on the surrounding environment that can be used for task plan-
ning and obstacle avoidance. On the other hand, the perception of the force applied
to the robot allows adjusting the motion so that the local constraints imposed by
the environment during the interaction are satisfied. Moreover, a vision system may
substitute the complex infrastructure needed for “intelligent environments” [4] to
detect and track people in the operational domain.

In the last years, several papers on this subject have been presented. Some of
them combine force or vision in the same feedback control loop, such as hybrid
visual/force control [5], shared and traded control [6, 7] or visual impedance con-
trol [8, 9]. These algorithms improve classical interaction control schemes [10],
e.g., impedance control, hybrid force/position control, parallel force/position con-
trol, where only force and joint position measurements are used.

The approach presented here, for the part concerning interaction control based
on force and vision, was developed in previous publications [11, 12]. The collision
avoidance technique is based on the “skeleton algorithm” reported in [13].
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2 Modeling

For physical human–robot interaction (pHRI) it is necessary to model, or track
human motion, to formulate a model of robot motion and of the objects to in-
teract with. Consider a robot in contact with an object, a wrist force sensor and
a camera mounted on the end-effector (eye-in-hand configuration) or fixed in the
workspace (eye-to-hand configuration). Some modeling assumption concerning the
human user, the environment, the robot and the camera are illustrated below.

2.1 Human User

Positioning of critical parts of a human body may be addressed, like for robots, con-
sidering the kinematics of the structure. However, joint measures are not available
on the human body; therefore, exteroceptive sensing by means of cameras is used,
obtaining the position in the space of some relevant features (hands, head etc.). This
leads to finding a simplified kinematic model, to be updated in real time, with the
novel “skeleton algorithm” [13]. This algorithm considers a skeleton, composed of
segments, as a simplified model of a human (or a robot or even an object), exploit-
ing the simple geometric structures in order to compute the distances between the
segments, which can be used for collision avoidance, considering all the points of
the articulated structure of humans and robots which may collide. For every link
of the skeleton of a human figure, the closest point to the robot or the object to be
avoided is computed. The distance information between the two closest points of
human and obstacle can be used to avoid a collision, using “spheres” located in the
selected closest points as protective hulls: these spheres can have a finite or infinite
radius and can be the source of repelling forces shaped as effects of virtual springs
or potential fields. Summarizing, the steps of the algorithm are:

• Create a skeleton of the human body, by using vision, and of the robot, by using
direct kinematics in order to find the extremal point of the segments.

• Compute the distances between the different segments, finding also the two clos-
est points for each pair of links.

• Define intensity and shape of repelling forces between these two points and use
them as reference values in the position/force control system.

Almost all structures can be encapsulated by a finite skeleton with spheres, as
sketched in Fig. 1 for the DLR arm [14]. The position of the closest point on each
link (continuous curves) varies continuously, preserving continuity of reference val-
ues for any kind of control scheme. The key point of the proposed approach is that
only the two closest points (on each link) of the structure are considered each time,
leading to a simple generation of the Cartesian desired velocity (or force) for only
one of these points, which eventually is transformed in the corresponding joint tra-
jectory via proper inverse kinematics (or kinetics). Any point on the structure can be
considered as a control point. To simplify the problem, there is also the possibility to
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Fig. 1 Exemplification of the
skeleton algorithm for the
DLR lightweight arm

choose only a subset of control points, e.g., the articulation of the robot [15]. More-
over, it is possible to use an inverse kinematics, an impedance control or whatever
is desired, since the algorithm just adds with continuity repelling forces or velocity,
preserving stability of the control loops used for the system.

2.2 Environment

The position and orientation of a frame Oo–xoyozo attached to the environment (as-
sumed as a rigid object) with respect to a base coordinate frame O–xyz can be ex-
pressed in terms of the coordinate vector of the origin oo and of the rotation matrix
Ro(ϕo), where ϕo is a (p× 1) vector corresponding to a suitable parametrization
of the orientation. In the case that a minimal representation of the orientation is
adopted, e.g., Euler angles, p = 3, while p = 4 if unit quaternions are used. Hence,
the (m×1) vector xo = [oT

o ϕT
o ]T defines a representation of the object pose with

respect to the base frame in terms of m = 3+ p parameters.
The homogeneous coordinate vector p̃ = [pT 1 ]T of a point P of the object

with respect to the base frame can be computed as p̃ = Ho(xo)op̃, where op̃ is the
homogeneous coordinate vector of P with respect to the object frame and Ho is
the homogeneous transformation matrix representing the pose of the object frame
referred to the base frame.

It is assumed that the geometry of the object is known and that the interaction
involves a portion of the external surface which satisfies a twice differentiable scalar
equation ϕ(op) = 0. Hence, the unit vector normal to the surface at the point op and
pointing outwards can be computed as:

on(op) =
(∂ϕ(op)/∂ op)T

‖(∂ϕ(op)/∂ op‖ , (1)

where on is expressed in the object frame.
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Notice that the object pose xo is assumed to be unknown and may change during
the task execution. As an example, a compliant contact can be modelled assuming
that xo changes during the interaction according to an elastic law.

A further assumption is that the contact between the robot and the object is of
point type and frictionless. Therefore, when in contact, the tip point Pq of the robot
instantaneously coincides with a point P of the object, so that the tip position opq
satisfies the surface equation ϕ(opq) = 0. Moreover, the (3×1) contact force oh is
aligned to the normal unit vector on.

2.3 Robot

The case of an n-joint robot manipulator is considered, with n≥ 3. The tip position
pq can be computed via the direct kinematics equation pq = k(q), where q is the
(n× 1) vector of the joint variables. Also, the velocity of the robot tip vPq can be
expressed as vPq = J(q)q̇ where J(q) is the robot Jacobian matrix. The vector vPq

can be decomposed as
ovPq = oṗq +Λ(opq)oνo, (2)

with Λ(·) = [I3 −S(·) ], where I3 is the (3×3) identity matrix and S(·) denotes
the (3×3) skew-symmetric matrix operator, also known as cross-product matrix. In
Eq. (2), oṗq is the relative velocity of the tip point Pq with respect to the object frame
while oνo = [ ovT

Oo
oωT

o ]T is the velocity screw characterizing the motion of the
object frame with respect to the base frame in terms of the translational velocity of
the origin vOo and of the angular velocity ωo. When the robot is in contact with the
object, the normal component of the relative velocity oṗq is null, i.e., onT (opq)oṗq =
0.

2.4 Camera

A frame Oc–xcyczc attached to the camera is considered. By using the classical pin-
hole model, a point P of the object with coordinates cp = [x y z ]T with respect
to the camera frame is projected onto the point of the image plane with coordinates
[X Y ]T = λc [x/z y/z ]T where λc is the lens focal length.

The homogeneous coordinate vector of P with respect to the camera frame can
be expressed as cp̃ = cHo(xo,xc)op̃. Notice that xc is constant for eye-to-hand
cameras; moreover, the matrix cHo does not depend on xc and xo separately but on
the relative pose of the object frame with respect to the camera frame.

The velocity of the camera frame with respect to the base frame can be char-
acterized in terms of the translational velocity of the origin vOc and of angular
velocity ωc. These vectors, expressed in camera frame, define the velocity screw
cνc = [ cvT

Oc
cωT

c ]T . It can be shown that the velocity screw cνo = [ cvT
Oo

cωT
o ]T
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corresponding to the absolute motion of the object frame can be expressed as

cνo = cνo,c +Γ (coo)cνc (3)

where cνo,c = [ cȯT
o

cωT
o,c ]T is the velocity screw corresponding to the relative

motion of the object frame with respect to camera frame, and the matrix Γ (·) is

Γ (·) =
[

I3 −S(·)
O3 I3

]
,

being O3 the (3×3) null matrix.
The velocity screw rνs of a frame s with respect to a frame r can be expressed in

terms of the time derivative of the vector xs representing the pose of frame s through
the equation

rνs = rL(xs)ẋs (4)

where rL(·) is a Jacobian matrix depending on the particular choice of coordinates
for the orientation.

3 Use of Vision, Force and Joint Positions Measurements

When the robot moves in free space, the unknown object pose and the position of
the head of a human user can be estimated online by using the data provided by the
camera; when the robot is in contact with the object, also the force measurements
and the joint position measurements are used. Joint values are used for evaluating
the position of the links for collision avoidance. The equations mapping the mea-
surements to the unknown position and orientation of the object are derived below.

3.1 Vision

Vision is used to measure the image features, characterized by a set of scalar param-
eters f j grouped in a vector f = [ f1 · · · fk ]T . The mapping from the position and
orientation of the object to the corresponding image feature vector can be computed
using the projective geometry of the camera and can be written in the form

f = g f (cHo(xo,xc)), (5)

where only the dependence from the relative pose of the object frame with respect to
camera frame has been explicitly evidenced. For the estimation of the object pose,
the computation of the Jacobian matrix J f = ∂g f /∂xo is requred. To this end, the
time derivative of Eq. (5) can be computed in the form
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ḟ =
∂g f

∂xo
ẋo +

∂g f

∂xc
ẋc, (6)

where the second term on the right-hand side is null for eye-to-hand cameras. On
the other hand, the time derivative of Eq. (5) can be expressed also in the form
ḟ = Jo,c

cνo,c where the matrix Jo,c is the Jacobian mapping the relative velocity
screw of the object frame with respect to the camera frame into the variation of the
image feature parameters. The expression of Jo,c depends on the choice of the image
features; examples of computation can be found in [16]. By taking into account the
velocity composition in Eq. (3), vector ḟ can be rewritten in the form

ḟ = Jo,c
cνo−Jc

cνc (7)

where Jc = Jo,cΓ (coo) is the Jacobian corresponding to the contribution of the
absolute velocity screw of the camera frame, known in the literature as interaction
matrix [16]. In view of Eq. (4), comparing Eq. (7) with Eq. (6) yields

J f = Jo,c
cL(xo). (8)

3.2 Force

In the case of frictionless point contact, the measure of the force h at the robot tip
during the interaction can be used to compute the unit vector normal to the object
surface at the contact point opq, i.e.,

nh = h/‖h‖. (9)

On the other hand, vector nh can be expressed as a function of the object pose xo
and of the robot position pq in the form

nh = Ro
on(opq) = gh(xo,pq), (10)

with opq = RT
o (pq−oo). For the estimation of the object pose, the computation of

the Jacobian matrix Jh = ∂gh/∂xo is required. To this end, the time derivative of
Eq. (10) can be expressed as

ṅh =
∂gh

∂xo
ẋo +

∂gh

∂pq
ṗq, (11)

but also as
ṅh = Ṙo

on(opq)+Ro
oN(opq)oṗq, (12)

where oN(opq) = ∂ on/∂ opq depends on the surface curvature and oṗq can be com-
puted as

oṗq = RT
o (ṗq− ȯo +S(pq−oo)ωo).
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Hence, by replacing the above expression in Eq. (12) and taking into account the
equality Ṙo

on(opq) =−S(nh)ωo, the following equality holds:

ṅh = Nṗq−Nȯo− (S(nh)−NS(pq−oo))ωo (13)

where N = Ro
oN(opq)RT

o . In view of Eq. (4), comparing Eq. (11) with Eq. (13)
yields

Jh =− [N S(nh)−NS(pq−oo) ]L(xo). (14)

3.3 Joint Positions

The measurement of the joint position vector q can be used not only to evaluate
the configuration of the robot, which can possibly collide with a user, but also to
evaluate the position of the point P of the object when in contact with the robot
tip point Pq, using the direct kinematics equation. In particular, it is significant to
compute the scalar

δhq = nT
h pq = ghq(xo,pq), (15)

using also the force measurements via Eq. (9). This quantity represents the compo-
nent of the position vector of the robot tip point along the constrained direction nh.
The corresponding infinitesimal displacement is the same for the robot and for the
object (assuming that contact is preserved). This is not true for the other components
of the tip position, which do not provide any useful information on the object motion
because the robot tip may slide on the object surface; therefore, these components
are not useful to estimate the pose of the object.

For the estimation of the object pose, the computation of the Jacobian matrix
Jhq = ∂ghq/∂xo is required. The time derivative of δhq can be expressed as

δ̇hq =
∂ghq

∂xo
ẋo +

∂ghq

∂pq
ṗq, (16)

but also as δ̇hq = ṅT
h pq + nT

h Ro(oṗq + Λ(opq)oνo), where the expression of the
absolute velocity of the point Pq in Eq. (2) has been used. Using the identity
onT (opq)oṗq = 0, this equation can be rewritten as

δ̇hq = pT
q ṅh +nT

h Λ(pq−oo)νo. (17)

Hence, by comparing Eq. (16) with Eq. (17) and taking into account Eqs. (12), (14)
and (4), the expression below can be found

Jhq = pT
q Jh +nT

h Λ(pq−oo)L(xo). (18)
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4 Vision-Based Pose Estimation

4.1 Human Operator’s Pose Estimation

In order to use the skeleton algorithm [13] for collision avoidance, simple fixed
cameras are employed to detect the positions of face and hands of an operator in the
operational space of the robot. In assembly tasks in cooperation with the robot, the
operator does not move fast, thus simplifying the tracking by means of cameras. In
preliminary experiments, markers are used to help the detection and tracking. The
detected positions of the human operator are to be tracked in order to keep a safety
volume around him/her, repelling the robot when it approaches too much. Cameras
mounted on the robot can be used as well. Potential fields or optimization techniques
are then to be designed, in order to create modifications to the robot trajectory aimed
at avoiding dangerous approaches. Simple virtual springs or more complex modifi-
cations to trajectories, using null-space motion if possible, can be adopted also while
using an interaction control with an object, which is considered below. The shape
of the computed repelling force or velocity must preserve continuity of reference
values for the robot controllers.

4.2 Object Pose Estimation

The pose vector xo of the object with respect to the base frame can be estimated
using an Extended Kalman Filter (EKF).

To this end, a discrete-time state space dynamic model has to be considered,
describing the object motion. The state vector of the dynamic model is chosen
as w = [xT

o ẋT
o ]T. For simplicity, the object velocity is assumed to be constant

over one sample period Ts. This approximation is reasonable in the hypothesis that
Ts is sufficiently small. Hence, the discrete-time dynamic model can be written as
wk = Awk−1 +γk, where γ is the dynamic modeling error described by zero mean
Gaussian noise with covariance Q and A is the (2m×2m) block matrix

A =
[

Im TsIm
Om Im

]
.

The output of the EKF, in the case that all the available data can be used, is the
vector ζk =

[
ζT

f ,k ζT
h,k ζhq,k

T ]T of the measurements at time kTs, where ζ f ,k =
fk +µ f ,k, ζh,k = hk +µh,k, and ζhq,k = δk + µhq,k, and µ is the measurement noise,
which is assumed to be zero-mean Gaussian noise with covariance Π .

By taking into account Eqs. (5), (10) and (15), the output equation of the EKF
can be written as

ζk = g(wk)+µk,
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with
[
µT

f ,k µT
h,k µT

hq,k
]T and g(wk) =

[
gT

f (wk) gT
h (wk) gT

hq(wk)
]T , where

only the explicit dependence on the state vector wk has been evidenced. The EKF
requires the computation of the Jacobian matrix of the output equation

Ck =
∂g(w)

∂w

∣∣∣∣
w=ŵk,k−1

=
[

∂g(w)
∂xo

O

]

w=ŵk,k−1

,

where O is the null matrix of proper dimensions corresponding to the partial deriva-
tive of g with respect to the velocity variables. In view of Eqs. (8), (14) and (18), the
Jacobian matrix ∂g(w)/∂xo has the expression ∂g(w)/∂xo =

[
JT

f JT
h JT

hq
]T .

The equations of the recursive form of the EKF, being standard, are omitted here for
brevity, but can be found, e.g., in [17].

5 Interaction Control

The proposed algorithm can be used to estimate online the pose of an object in
the workspace; this allows computing the surface equation with respect to the base
frame in the form ϕ(RT

o (pq−oo)) = ϕ(q, t) = 0, where the last equality holds in
view of the direct kinematic equation of the robot. In the following, it is assumed
that the object does not move; the general case of a moving object is more complex
but can be analyzed in a similar way. Hence, the constraint equation is ϕ(q) = 0;
moreover Jϕ(q)q̇ = 0, where Jϕ = ∂ϕ/∂q is a (1×n) vector.

The dynamic model of the manipulator in contact with the environment is

B(q)q̈ +n(q, q̇) = τ −JT
ϕ (q)λ ,

where B is the (n×n) symmetric and positive definite inertia matrix, n(q, q̇) is the
(n×1) vector taking into account Coriolis, centrifugal, friction and gravity torques,
τ is the (n×1) vector of the joint torques, and λ is the lagrangian multiplier associ-
ated to the constraint.

The online computation of the constraint equations can be suitably exploited for
interaction control. The cases of hybrid force/position control and of impedance
control are considered below.

5.1 Hybrid Force/Position Control

Following the formulation introduced in [18] the configuration of the robot subject
to the constraint ϕ(q) = 0 can be described in terms of a suitable vector r of (n−
1) independent variables. From the implicit function theorem, this vector can be
defined as r = ψ(q), where ψ(q) is any ((n− 1)× 1) twice differentiable vector
function such that the (n− 1) components of ψ(q) and function ϕ(q) are linearly
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Fig. 2 Hybrid force/position control

independent at least locally in a neighborhood of the operating point. This implies
the existence of an (n×1) vector function ρ(r) such that q = ρ(r), at least locally.
Moreover, the Jacobian Jρ = ∂ρ/∂r of the differential mapping q̇ = Jρ(r)ṙ is a
full-rank matrix. The matrices

S f = J−T(q)JT
ϕ (q), Sv = J(q)Jρ(r),

by virtue of the equalities h = S f λ and vPq = Svṙ, play the role of selection matri-
ces.

A hybrid force/position control task can be assigned by specifying the desired
force λd(t) and the n− 1 components of the vector rd(t). An inverse dynamics
control law can be adopted, by choosing the control torque τ as

τ = B(q)α+n(q, q̇)q̇ +JT
ϕ (q)S f hλ ,

with α = J−1(q)(Svαv + Ṡvṙ− J̇ q̇),

αv = r̈d +KDr(ṙd − ṙ)+KPr(rd −r) (19)

and
hλ = λd + kIλ

∫ t

0
(λd(τ)−λ (τ))dτ, (20)

where KDr, KPr and kIλ are suitable feedback gains.
From the block scheme of Figure 2 it can be observed that the algorithm has an

inner/outer structure, where the inner loop implements hybrid control whereas the
outer loop computes the estimation of the object pose as well as the desired force and
motion trajectories, on the basis of force, joint and visual measurements. Usually,
the outer loop runs at a frequency lower than the inner loop, due to the limitation in
the maximum camera frame rate (between 25 Hz and 60 Hz for low-cost cameras
used in standard applications).
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Fig. 3 Position-based visual impedance control

5.2 Impedance Control

The above scheme can be easily modified by replacing the inner hybrid force/position
control with a different interaction control scheme. For instance, a position-based
impedance control algorithm, based on the concept of compliant frame [10], can be
adopted (see Figure 3).

In detail, on the basis of the current estimate of the constraint equation, the
Dynamic Trajectory Planner generates a pose trajectory for a desired end-effector
frame specified in terms of the position of the origin pd and orientation matrix Rd .
Moreover, a compliant frame r is introduced, specified in terms of pr and Rr. Then,
a mechanical impedance between the desired and the compliant frame is considered,
so as to contain the values of the interaction force h and moment m. In other words,
the desired position and orientation, together with the measured contact force and
moment, are input to the impedance equation which, via a suitable integration, gen-
erates the position and orientation of the compliant frame to be used as a reference
for the motion controller of the robot end effector.

As far as the compliant frame is concerned, the position pr can be computed via
the translational impedance equation

Mp∆ p̈dr +Dp∆ ṗdr +Kp∆pdr = h, (21)

where ∆pdr = pd −pr, and Mp, Dp and Kp are positive definite matrices repre-
senting the mass, damping, and stiffness characterizing the impedance.

The orientation of the reference frame Rr is computed via a geometrically con-
sistent impedance equation similar to Eq. (21), in terms of an orientation error based
on the (3×1) vector rεdr, defined as the vector part of the unit quaternion that can
be extracted from rRd = RT

r Rd . The corresponding mass, damping and inertia ma-
trices are Mo, Do and Ko respectively. More details about the geometrically con-
sistent impedance based on the unit quaternion can be found in [10].

It is interesting to notice that the above scheme is able to manage both contact
and free-space motion phases. In fact, during free space motion, the position-based
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Fig. 4 Experimental setup

impedance control is equivalent to a pose control and the whole scheme corresponds
to a classical position-based visual servoing algorithm [19]. For this reason, this
scheme can be classified as position-based visual impedance control.

6 Case Studies

The proposed approach has been tested in a number of simulation and experimental
case studies. The setup (Figure 4) is composed of a 6-DOF industrial robot Co-
mau SMART-3 S with an open control architecture based on RTAI-Linux operating
system. A six-axis force/torque sensor ATI FT30-100 with force range of ±130 N
and torque range of ±10 N·m is mounted at the arm’s wrist, providing readings
of six components of generalized force at 1 ms. A visual system composed of a
PC equipped with a Matrox GENESIS board and a Sony 8500CE B/W camera is
available. The camera is fixed and calibrated with respect to the base frame of the
robot.

6.1 Interaction with an Object

Experimental tests have been carried out in order to assess the performance of the
impedance control scheme. The environment is a planar wooden horizontal surface,
with an estimated stiffness (along on) of about 46000 N/m. The object features are
8 landmark points lying on the plane at the corners of two rectangles of 0.1×0.2 m
size (as in Figure 4).

The impedance parameters are chosen as: Mp = 40I3, Dp = 26.3I3 and Kp =
1020I3, Mo = 15I3, Do = 17.4I3 and Ko = 3I3; a 1 ms sampling time has been
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Fig. 5 Measured force (left) and moment (right) in the first experiment

selected for the impedance and pose control. Notice that the stiffness of the object is
much higher that the positional stiffness of the impedance, so that the environment
can be considered rigid.

The desired task is planned in the object frame and consists of a straight-line mo-
tion of the end effector along the zo-axis, while keeping a fixed orientation with the
stick normal to the xoyo-plane. The final position is op f = [0 0 0.05 ]T m, which
is chosen to have a normal force of about 50 N at the equilibrium, with the selected
value of the impedance positional stiffness. A trapezoidal velocity profile time-law
is adopted, with a cruising velocity of 0.01 m/s. The absolute trajectory is computed
from the desired relative trajectory using the current object pose estimation. The fi-
nal position of the end effector is held for 2 s; after, a vertical motion in the opposite
direction is commanded.

In the EKF, the non-null elements of the matrix Π have been set equal to
2.5 pixel2 for f , 5·10−4 for nh and 10−6 m2 for δhq. These values have been set
on the basis of the calibration errors of the camera. The state noise covariance ma-
trix has been selected so as to give a rough measure of the errors due to the sim-
plification introduced in the model (constant velocity), by considering only velocity
disturbance, i.e.

Q = diag{0,0,0,0,0,0,0,10,10,10,1,1,1} ·10−9.

Notice that the unit quaternion has been used for the orientation in the EKF. More-
over a 38 ms sampling time has been used for the estimation algorithm, correspond-
ing to the typical camera frame rate of 26 Hz.

Two different experiments are presented, to show the effectiveness of the use of
force and joint position measurements, besides visual measurements.

In the first experiment only the visual measurements are used. The time history
of the measured force and moment in the sensor frame are reported in Figure 5.
Notice that the force is null during the motion in free space and becomes different
from zero after contact. The impedance control keeps the force limited during the
transient while, at steady state, the force component along the z axis reaches a value
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Fig. 6 Measured force (left) and moment (right) in the second experiment

Fig. 7 Trajectory modifica-
tions for collision avoidance
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of about −65 N, which is different from the desired value of −50 N. This is caused
by the presence of estimation errors on the position of the plane due to calibration
errors of the camera. Moreover, the moment measured by the sensor is different from
zero due to the misalignment between the estimated and the real normal direction
of the plane.

The same task is repeated using also the contact force and the joint position
measurements for object pose estimation; the results are reported in Figure 6. It can
be observed that the benefit of using additional measurements in the EKF results in
a force along the vertical direction which is very close to the desired value, due to
the improved estimation of the position of the plane; moreover, the contact moment
is also reduced because of the better estimation of the normal direction of the plane.
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6.2 Vision-Based Head Avoidance

During a task involving interaction with an object, there is the possibility that a hu-
man operator is present in the workspace. In such a case, the robot has to reconfigure
in order to avoid the body of the operator, tracked by a camera. In a simple case, it
is possible to consider the head and the arms of a person present in the workspace
as a source of a repelling elastic force. A volume is created around the head and the
arms: the robot is pushed with continuous reference values given to force or velocity
for a point on each link which is the closest to the “safety volume” considered.

Results of an experiment with the Comau SMART 3S industrial robot are re-
ported in Fig. 7. The planned trajectory (dotted line) is abandoned for the presence
of the arm (segment parallel to the axis x, with y = 1 and z = 0.5). The bold trajec-
tory is the path followed with an elastic constant K = 0.5 for planning the desired
velocity v of the closest points with the formula v = K(dre f −d) for d < dre f , where
dre f is the radius of the protective sphere and d is the distance between the robot
links and the center of such a sphere. The thin path in Fig. 7 is tracked for K = 0.5.
This simple case study shows the robustness of the skeleton algorithm, which gives
continuous references to different inverse kinematics schemes (one for each robot
link) in order to push the robot in a certain direction during any kind of operation
and with any kind of motion/force controller.

7 Conclusions

The integration of force and visual control to achieve safe human-robot interaction
has been presented. A hybrid force/position control scheme and a position-based vi-
sual impedance control scheme were introduced, employing a pose estimation algo-
rithm on the basis of visual, force and joint position data. The addition of collision-
avoidance facilities with the “skeleton algorithm” gives the opportunity of sharing
the workspace with a human operator.
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