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ABSTRACT
This paper proposes a new visual servo control scheme that

endows flying manipulators with the capability of positioning
with respect to visual targets. A camera attached to the UAV pro-
vides real-time images of the scene. We consider the approaching
part of an aerial assembling task, where the manipulator car-
ries a structure to be plugged into the visual target. In order
to augment the system capabilities regarding the 3D interaction
with the target, we propose to use image moments. The devel-
oped controller generates desired velocities to both the UAV and
the manipulator, simultaneously. While taking into account the
under-actuation specific to rotary-wing vehicles, it makes use of
the system redundancy to realize potential sub-tasks. The joints
limits avoidance is also guaranteed. The presented developments
are validated by means of computer simulations.

1 INTRODUCTION
The last decade is witnessing an increasing interest in Un-

manned Aerial Vehicles (UAVs). Such systems afford remotely
accessing regions of interest and thus envisaging numerous ap-
plications, as for instance operating in hazardous and difficult-to-
access environments. Particularly, rotary-wing vehicles possess
the capability of holding stationary and therefore passing through
cumbersome spaces. This makes them relevant candidates for
applications such as sensing and surveillance, search and res-
cue, load transportation [1,2], probe-based inspection [3,4], and,
freshly, aerial manipulation [5], to name but a few.

The environment needs to be sensed so the control system
can deliver the necessary guidance for the vehicle to achieve the
task. In addition, for the vehicle to be autonomous, sensors are

mounted on-board. Commonly adopted sensing modalities are
the Global Positioning System (GPS) and vision. Besides of be-
ing limited to collect position measures, GPS suffers from signal
loss at low altitudes and in urban or cluttered areas [6, 7], low
resolution, and is not passive. Vision, on the other hand, pro-
vides rich information with pixel order resolution, is passive and
cheap [8,9].

The present work considers aerial manipulation guided with
vision. The robotic system consists of a rotary-wing UAV car-
rying a robotic arm, which at its turn actuates a structure or an
assembly part. The objective consists in automatically position-
ing the structure on a desired visual target, such that the camera
attached to the UAV observes the scene (see Fig. 1). The pre-
sented robotic system takes advantage of the UAV’s mobility to
reach the target from far location, while the manipulator dexter-
ity can be exploited at the vicinity. In this paper, we present a
new image-based visual servo scheme to achieve the positioning
task automatically. It simultaneously controls the UAV and the
manipulator at the velocity level, while at the same time it fully
exploits the highlighted system’s mobility and dexterity.

Just like mobile manipulation is broadening robotics oper-
ational space, aerial manipulation indeed is free from ground
contact and thus is less constrained, and hence allows envisag-
ing countless applications. Yet, having been extensively investi-
gated, the field of mobile manipulation can inspire the younger
field of aerial manipulation. In [10], a visual servo scheme is pro-
posed to automatically position a camera actuated by a mobile
manipulator in such a way that observed feature points converge
to desired locations in the image. The manipulator joint limits
are considered by using the Jacobian null space, but the case of
large initial errors is not specifically addressed.
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Somewhat analogous to the present work, [11] considers the
simultaneous control (at the velocity level) of a mobile platform
and the manipulator for an object grasping task. An eye-in-
hand camera held by the arm provides the feedback information.
Joints limits avoidance is guaranteed by adopting a weighted
pseudo inverse [12] that blocks the joint reaching its limits.

Similarly to our configuration, in [13] a camera is mounted
directly on the mobile platform. The grasping task is decom-
posed into two steps, which involve different visual servoing
schemes insuring their accomplishment. During the first step, the
mobile platform is solely controlled and dragged to the vicinity
of the target. The corresponding visual servo scheme is aug-
mented with reinforcement learning in order to keep the target in
the camera field of view. Then, the manipulator is solely visually
controlled for grasping.

In [14], a humanoid robot is controlled for ball catching,
where the task is decomposed into different steps with different
priorities. The subtasks then need to be realized successively
following the framework presented in [15,16]. The humanoid is
first assigned to move through a line that passes near the target.
Once the humanoid is in target vicinity, its hand is visually con-
trolled to catch the ball such that a camera mounted on its head
relays the feedback images.

In the present work, similarly to [13,14], a new camera con-
figuration class can be defined. In fact, in the field of visual
servoing two mains classes are so far considered:eye-to-hand
and most notoriouslyeye-in-handconfigurations. In the former,
the camera is observing the robot to control, while in the latter
configuration the camera is actuated by the robot. However, in
the present configuration the camera is mounted on the UAV, and
in fact it observes the manipulator as well. As such, inspired by
the above taxonomy of visual servoing schemes, we propose to
define this new configuration as “onboard-eye-to-hand” to mean
that the camera is on-board the UAV (onboard-eye) while ob-
serving the robot manipulator (eye-to-hand).

In this paper we present a new visual servo scheme (see Sec-
tion 2) relevant for this new configuration class defined above.
In order to improve the system capability of interacting with the
target, we adopt image moments [17]. Thanks to their intuitive
and geometrical meaning, they can allow for instance perform-
ing motion through a line roughly orthogonal to the target during
the last approaching phase towards the target (pre-manipulation).
This allows avoiding undesirable/unpredictable Cartesian mo-
tions that could not be borne in practice, that is a common draw-
back of many image control schemes (see Section 3). Both the
UAV and manipulator are simultaneously controlled at the veloc-
ity level. The proposed controller takes advantage of the whole
system redundancy, while at the same time it considers the pe-
culiarity of the under-actuation related to rotary-wing UAVs. By
including a weighting matrix into the control law, both the mobil-
ity of the UAV and the dexterity of the manipulator are exploited.
Manipulator joints limits avoidance is guaranteed in addition (see
Section 4). Finally, in Section 5 results achieved from computer
simulations show the validity of the proposed method.
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Figure 1. HELICOPTER EQUIPPED WITH A ROBOT MANIPULA-

TOR HOLDING AN ASSEMBLY PART (STRUCTURE). THE OBJEC-

TIVE IS TO AUTOMATICALLY POSITION THE LATTER ON THE VI-

SUAL TARGET. THE PICTURE OF THE HELICOPTER/ARM SYSTEM

IS REFERRED TO THE EUROPEAN ARCAS PROJECT (WWW.ARCAS-

PROJECT.EU).

2 KINEMATICS MODELING

Consider a helicopter carrying ann degree-of-freedom
(DOF) robot manipulator, that is actuating a structure (see
Fig. 1). An onboard camera attached to the vehicle provides
real-time images of the target object. The desired task consists
in automatically positioning the actuated structure on the target
location. More precisely, letpr ’s and po’s be set of (fiducial)
points of the carried platform and of the object, respectively (see
Figs. 1 and 2). The objective is to position each pointpr on its
corresponding targetpo in an autonomous way by using only the
real-time images of the target to guide the robotic system. This
can be achieved by means of a new controller we describe in the
following.

2.1 TARGET IMAGE KINEMATICS

Let {Rs} be the camera reference frame, with itsX andY
axes within the image plane. Without loss of generality, we
assume that it also corresponds to the helicopter body frame
(see Fig. 2). Letso = (xo yo)

⊤ ∈ R
2 be the perspective im-

age coordinates of pointpo, whose coordinates in{Rs} are
sto = (Xo Yo Zo)

⊤ ∈ R
3 (see Fig. 2). The UAV velocity with

respect to a fixed inertial frame and expressed in camera sensor
frame{Rs} is denotedv= (v⊤ ω⊤)⊤ ∈R

6, wherev= (vx vy vz)
⊤

andω = (ωx ωy ωz)
⊤ ∈ R

3 represent the translational and rota-
tional velocities, respectively (see Fig. 2). Assuming the target
motionless, time variation ˙so of so can be expressed as a function
the vehicle velocity as follows:

ṡo = Lov, (1)
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whereLo ∈ R
2×6 is the so-called interaction matrix [18]

Lo=





− 1
Zo

0 xo/Zo xoyo −1− x2
o yo

0 − 1
Zo

yo/Zo 1+ y2
o −xoyo − xo



. (2)

Notice thatLo depends on coordinates(xo,yo) available from the
observed image, and also on depth informationZo. In the field
of visual servoing, Zo is usually fixed to the value at the desired
configuration.

2.2 CARRIED POINTS KINEMATICS
In this work only the target is assumed to be observed by the

camera. Letstr = (Xr Yr Zr)
⊤ ∈ R

3 be the translational vector
from {Rs} origin to the pointpr expressed in{Rs}. Let sr =
(xr yr)

⊤ ∈ R
2 be virtual image coordinates ofpr . Since we are

considering a perspective projection,sr can be expressed as a
function ofstr as follows:

xr =
Xr

Zr
, yr =

Yr

Zr
. (3)

Time differentiating (3) yields

ṡr = L̄r
sṫr , L̄r =

(

1/Zr 0 − xc/Zr

0 1/Zr − yc/Zr

)

∈R2×3 (4)

such that ˙sr andsṫr are the time variations ofsr andstr , respec-
tively.

Let {Ru} be the robot manipulator base frame. Without loss
of generality, we assume its origin coincident with that of{Rs}.
Rotation matrixsRu defines the orientation of the latter with re-
spect to the former. It is constant and a priori known. Also, let
{Re} be the end-effector reference frame. Thus,str can be ex-
pressed as follows:

str =
sRe

etr +
ste =

sRu (
uRe

etr +
ute), (5)

whereetr corresponds to the 3D coordinates ofpr in {Re}, which
is constant and a priori-known (see Fig. 2). The pair (ste, sRe)
represents the 3D pose (position and orientation, respectively) of
{Re} with respect to{Rs}, while (ute, uRe) the pose of the end-
effector attached frame with respect to manipulator base frame
{Ru}. Accordingly, time differentiating (5) yields

sṫr =
sRu Jr

uṖe, Jr =
(

I3 − [uRe
etr ]×

)

∈ R
3×6, (6)

such that[ · ]× denotes the skew-symmetric matrix, and whereI3

corresponds to the identity matrix of size 3. More particularly,
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Figure 2. SKETCH OF THE ROBOTIC SYSTEM AND TARGET, AS

WELL AS INVOLVED CARTESIAN FRAMES AND VARIABLES.

uṖe = (uṫ⊤e
uω⊤

e ) ∈ R
6, such thatuṫe anduωe represent the trans-

lational and rotational velocity of{Re} with respect to{Ru}, re-
spectively. This velocity can in fact be expressed as a function
of joints velocityq̇∈ R

n of the manipulator through its Jacobian
matrix Je by uṖe = Je(q) q̇. Finally, plugging the latter into (6),
and the result into (4), we obtain

ṡr = Lr q̇, Lr = L̄r
sRuJr Je(q) ∈ R

2×n. (7)

Notice thatLr is a function of the virtual image coordinates
(xr , yr), depthZr , orientationuRe of the end-effector with re-
spect to the robot base frame, manipulator joint vectorq, and
known constantsetr andsRu. To summarize,Lr depends only on
the manipulator odometry.

In order to achieve the desired task, we propose in [19] to
nullify the following error:

ec = sr − so ∈ R
2 (8)

for each pair(pri , poi)|i=1,..,m, wherem is the number of target
points. This error characterizes a newimage-basedvisual ser-
voing paradigm. Indeed, similarly to classical visual servoing
whereso is the real image information of the target, whilesr on
the other hand represents virtual image features of the actuated
structure. Moreover, both these two informations vary in the im-
age to finally superimpose for the error to be null. So far in the
field of visual servoing, only the features of the target vary in or-
der to superimpose on constant prior learnt image features. No-
tice that with this new paradigm we present, there is no need to
learn the target image. We refer to this paradigm asSVS, standing
for Self Visual Servoingto mean that the visual servoing scheme
“inherently seeks” (self) for the superimposition of the image
features of the observed target with those of the actuated object
to position.

Differently from [19], the current objective is that the struc-
ture (or assembly part) approaches the target with a desired be-
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havior, e.g. the structure moves perpendicularly to the targetbe-
fore it reaches it. However it does not seem evident to achieve
this goal by directly employing image coordinates errors, as (8).
To deal with this and thus achieve our objectives, we propose the
adoption of image moments [17] because of their geometrical
interpretation.

3 IMAGE MOMENTS
Low order image moments provide physical interpretation,

as the area, center of gravity, and the orientation of an observed
object in the image. This shows to be of great interest since it
allows intuitively selecting a set of visual features yielding the
robotic system decoupled. Therefore the objective stated above
can for instance be achieved by forcing the area error to be the
last converging to zero. This is more detailed in Section 3.3.

In [20] [21] image moments are employed as feedback vi-
sual features foreye-in-handconfiguration. The interaction ma-
trix (Jacobian) relating the time variation of such features to the
robotic system velocity is analytical derived. It is assumed that
the surface of the target object is a priori known. That constraint
is relaxed in the present paper, where we calculate the exact in-
teraction matrix.

3.1 DEFINITION
Let Sbe the image section of an observed object (see Fig. 3).

The corresponding image moment of orderp+q is given by [17]

mpq=

∫∫

S

xpyqdxdy (9)

In [22], a relationship to calculate the image moments for
polygonal shapes using their contour points is provided. Let
si|i=0,m

= (xi ,yi) be image points characterizing the contour ofS

(see Fig. 3), where(xi ,yi) are their image coordinates. The points
are arranged in the counter-clockwise sense, wheresm = s0 to
close the contour. Momentmpq is thus expressed [22]

mpq =
m
∑

i=1
(yi − yi−1)

p+1
∑

k=0

q
∑
j=0

ak j xk
i xp+1−k

i−1 y j
i yq− j

i−1

with ak j =
1

(p+q+2)(p+1)

(

p+1
k

)(

q
j

)

(

p+q+1
k+ j

) ,

(10)

where
(

·
·

)

denotes the binomial coefficient. For calculus conve-
nience we re-write (10) as

mpq=
m

∑
i=1

(yi − yi−1)σi,pq , (11)

image plane

Z

Y

X
{Rs}

pi

si
S

Figure 3. OBSERVED CAMERA IMAGE. BOTH POINT si AND SEC-

TION SLIE IN THE IMAGE PLANE.

with











σi,pq =
p+1
∑

k=0

q
∑
j=0

ak j fx fy

fx = xk
i xp+1−k

i−1 , fy = y j
i yq− j

i−1

. (12)

In the following, time variation ˙mpq of momentmpq is expressed
as a function of the robotic system velocity. Hence this will al-
low us to design a controller at the velocity-level with image mo-
ments as feedback visual features.

3.2 INTERACTION MATRIX RELATIVE TO IMAGE MO-
MENTS

Time differentiating (11) yields

ṁpq =
m

∑
i=1

[(ẏi − ẏi−1)σi,pq+(yi − yi−1)σ̇i,pq] , (13)

with



























σ̇i,pq=
p+1

∑
k=0

q

∑
j=0

ak j( ḟx fy+ fx ḟy)

ḟx = kxk−1
i xp+1−k

i−1 ẋi +(p+1− k)xk
i xp−k

i−1 ẋi−1

ḟy = jy j−1
i yq− j

i−1 ẏi +(q− j)y j
i yq− j−1

i−1 ẏi−1

. (14)

Note thatzβ = 0 for β < 0 is considered. Taking back the expres-
sion ofsj introduced above in Section 3.1, and using results (1)
and (7), we write for conciseness

ṡj =

(

ẋ j

ẏ j

)

=

(

Lxj

Lyj

)

ζ̇, (15)

whereLxj andLyj ∈R
1×ń andζ ∈R

ń, such that

(ζ̇, ń) =
{

(q̇,n) for s= sr

(v,6) for s= so
. (16)
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Adopting (15), ḟx and ḟy of (14) are expressed as follows:

{

ḟx = kxk−1
i xp+1−k

i−1 Lxi ζ̇+ (p+1−k)xk
i xp−k

i−1 Lxi−1ζ̇

ḟy = jy j−1
i yq− j

i−1 Lyi ζ̇+(q− j)y j
i yq− j−1

i−1 Lyi−1ζ̇
, (17)

and thus we get

ḟx = L fx ζ̇ , ḟy = L fy ζ̇ , (18)

with

{

L fx = kxk−1
i xp+1−k

i−1 Lxi + (p+1−k)xk
i xp−k

i−1 Lxi−1

L fy = jy j−1
i yq− j

i−1 Lyi +(q− j)y j
i yq− j−1

i−1 Lyi−1

. (19)

Similarly σ̇i,pq of (14) is derived as follows:

σ̇i,pq =
p+1
∑

k=0

q
∑
j=0

ak j( fyL fxζ̇+ fxL fyζ̇)

=
p+1
∑

k=0

q

∑
j=0

ak j( fyL fx + fxL fy)ζ̇

=

[

p+1
∑

k=0

q
∑
j=0

ak j( fyL fx + fx L fy)

]

ζ̇

= Lσi,pq ζ̇ ,

(20)

such that

Lσi,pq =
p+1

∑
k=0

q

∑
j=0

ak j( fyL fx + fx L fy) ∈ R
1×ń. (21)

Finally, coming back to the expression of ˙mpq given by (13),
plugging those oḟσi,pq and ẏ j given by (20) and (15), respec-
tively, we obtain

ṁpq=
m
∑

i=1

[

σi,pq(Lyi −Lyi−1)ζ̇+(yi − yi−1)Lσi,pqζ̇
]

=

{

n
∑

i=1

[

σi,pq(Lyi −Lyi−1)+ (yi − yi−1)Lσi,pq

]

}

ζ̇

= Lmpq ζ̇ ,

(22)

with

Lmpq=
m

∑
i=1

[

σi,pq(Lyi −Lyi−1)+ (yi − yi−1)Lσi,pq

]

∈ R
1×ń. (23)

Notice thatLmpq is obtained for both the target image and the
actuated structure by replacing (15) with (1) and (7), respectively.

3.3 VISUAL FEATURES BASED ON IMAGE MOMENTS
As highlighted earlier, image moments afford visual features

with physical interpretation. Accordingly, in order to yield a de-
coupled robotic system, the following set of visual features is
proposed

sm =
(√

a xg yg η11 I1
√

I2
)⊤ ∈ R

6, (24)

wherea is the area of the observed sectionSin the image, (xg, yg)
its gravity center,η11 second order moment invariant to transla-
tion and scale, and (I1, I2) are moments invariants to both area,
translation, and orientation. They are given as a function of im-
age momentmpq as follows [17]







a= m00, xg = m10/a, yg = m01/a

I1 = η20+η02, I2 = 4η2
11+(η20−η02)

2
, (25)

with µpq the centered image moments of orderp+ q and ηpq

the moments invariants to both translations and scale. They are
calculated as follows [17]:











µpq=
∫∫

S

(x− xg)
p (y− yg)

qdxdy

ηpq = µpq/a(1+
p+q

2 )

. (26)

As one can notice,µpq can easily be expressed as a function of
image momentsmi j ’s up to the(p+ q)-th order. Notice that
in (24)

√
a and

√
I2 are employed instead ofa and I2, respec-

tively, in order to have unit consistency. Finally, we can also
notice thats as defined by (24) endows decoupling properties.
Indeed, areaa and thus

√
a are mainly affected by motions or-

thogonal to the camera plane, whilexg,yg are affected by the mo-
tion parallel to the image plane. As forη11 it is mainly related to
the section’s main angleα, that strongly depends on the rotation
around the image plane. Finally,I1 andI2 are invariant to both
scale, translation, and rotation in the image. Thus, they should be
affected mainly by the remaining motions: the rotations around
image X- and Y-axis. Remark that in factα has been replaced
by η11 since we noticed that the former induces shakiness in the
system behavior.

4 CONTROL LAW
Let So be the image section whose contour is formed by the

image pointssoii=1,..,m of the target. Featuresmo corresponds to
the moments vector computed onSo according to (24). Similarly,
sectionSr ’s contour is formed by virtual pointssri |i=1,..,m

, where
smr is the corresponding moments-feature vector. Accordingly,
consider the following visual error

em = smr − smo∈R
6. (27)
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Achieving the desired task comes to nullifyem. A suitable con-
troller is now derived to this aim. Time variations ˙smr andṡmo of
smr andsmo, respectively, are derived by time differentiating (24)
according to (25) and (26). Substituting with result (22) yields

ṡmr = Lmr q̇, Lmc∈ R
6×n

ṡmo= Lmov , Lmo∈ R
6×6.

(28)

Then, time variation ˙em of em given by (27) is obtained by plug-
ging the above relationship, which yields

ėm = ṡmr− ṡmo= Lmrq̇−Lmov. (29)

All the joints of the manipulator can be directly controlled in or-
der to achieve the task. Thus, ˙q is considered as a control input
for our visual control scheme. As for the UAV, it is in fact an
under-actuated system, where only four of its DOFs can be in-
dependently controlled. Therefore, onlyv= (vx vy vx)

⊤ andωz

are added to the visual control inputs. Accordingly, matrixLmo

is expressed in this block formeLmo=
[

Lmov Lmoωx Lmoωy Lmoωz

]

,
where each block element is related tov, ωx, ωy, andωz, respec-
tively. Therefore, (29) is recast as follows:

ėm=(Lmr −Lmov −Lmoωz)









q̇
v

ωz









−
(

Lmoωx Lmoωy

)

(

ωx

ωy

)

= Jm ξ̇−Lmω ω,

(30)

with ξ̇=(q̇ v ωz)
⊤ ∈R

n+4 representing the generalized velocity,
ω = (ωx ωy)

⊤ ∈ R
2 and Lmω = (Lmoωx

Lmoωy
) ∈ R

6×2. Vectorξ̇
can thus be exploited as a control input nullifyingem.

4.1 MAIN TASK: NULLIFYING THE IMAGE MOMENTS
ERROR

From (30), the following control law is derived in order
to yield em exponentially converges to zero according to ˙em =
−λ1em with λ1 a positive control gain:

ξ̇ := J+m (−λ1em+Lmω ω)+ (In+4− J+mJm) ξ̇2. (31)

J+m is a pseudo-inverse ofJm, and ξ̇2 corresponds to system’s
motions afforded by its redundancy to achieve a secondary task.
Notice thatξ̇2 does not affect the main taskem since it is pro-
jected into null space(In+4− J+mJm) of JacobianJm, whereIn+4

is the identity matrix of sizen+4. The described robotic system
is intrinsically endowed with the mobility afforded by the UAV,
and the manipulability and dexterity afforded by the manipula-
tor. In order to exploit these capabilities, we employ a weighted
pseudo-inverse. MatrixJ+m thus takes on this form

J+m =WJ⊤m
(

JmWJ⊤m
)−1

, (32)

whereW ∈ R
(n+4)×(n+4) represents the weighting matrix. When

the UAV is close enough to the target, it gives more weight and
thus priority to the manipulator to achieve taskem. On the other
hand, when the UAV is far from the target, more weight is as-
signed to it. Inspired by [11,23], we propose the following diag-
onal weighting matrix

Wii =



















tanh





εh

( | ∂H(q)
∂qi

|+ εh)





λwεe

(e‖+ εe)
i=1,n

e‖ i=n+1,n+4,

(33)

whereWii is the i-th diagonal element ofW, ande‖ denotes the
absolute value of image area error, i.e. the first element ofem.
H(q) is a continuous function with its minimum at the optimal-
chosen joints configuration, and it increases to infinity when
reaching the joints limits. It is given by [23]

H(q) =
1
4

n

∑
i=1

(qiM −qim)
2

(qiM −qi)(qi −qim)
, (34)

whereqim andqiM represent the minimum and maximum limits
for i-th joint qi of q, respectively. We can first notice that when
the UAV is far from the target, errore‖ is large and thus the UAV
is prioritized accordingly. The manipulator in contrast is penal-
ized with the inverse εe

e‖+εe
. Parameterεe is added to the denomi-

nator in order to avoid infinity when visual error is reaching zero.

On the other hand, we can note thatεh/
(

| ∂H(q)
∂qi

|+ εh

)

blocks a

joint reaching its limits since in this case it decreases towards
zero. It however increases as soon as the joint moves away from
the limit. We employed tanh(·) function for saturation since we
noticed thatH(q) can vary to largely different values. The joint
is therefore prioritized accordingly. Finally, to summarize,W
yields the system exploiting the mobility of the UAV when far
from to the target, while in contrast the manipulator dexterity is
made use when close to the target.

Let us come back to moments-based feedbacksm as defined
by (24), and also the features employed for instance in [20]. As-
sume the targeted object forms a rectangle lying in a plane. We
noticed in fact that the system converged well in case the final
configuration implies the plane of the camera image parallel to
that of the target. In the scenario of a final orientation angle be-
tween the two planes, although errorem converged to zero, we
noticed an offset in the 3D space. The issue consists in the fact
that for two different images, we obtained equal values of im-
age moments features, i.e. redundancy in the image space with
respect to image moments. In order to overcome this problem,
we propose to usėξ2 involved in (31) to nullify the error on im-
age coordinates, namelyec introduced by (8). This allows us to
resolve the ambiguity caused by image redundancy without al-
tering the objective motivating the use of image moments. In
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fact, sinceξ̇2 lies in the null space of JacobianJm related to im-
age moments, the latter and thus the main task are not affect by
it. Therefore, the desired behavior that image moments confer to
the system is preserved.

4.2 SECONDARY TASK: NULLIFY THE ERROR ON IM-
AGE POINTS COORDINATES

Let us take back image points coordinates erroreci ∈ R
2

given by (8), but with including indexi to refer to each of the
m pairs(pri , poi)|i=1,m

. Time variationėci of eci can be expressed

as a function of generalized velocityξ̇ as follows [19]

ėci = Jci ξ̇−Lωi ω , (35)

with

Jci =
(

Lr −Lov −Loωz

)

∈R
2×(n+4)

Lωi =
(

Loωx Loωy

)

∈ R
2×2,

(36)

such thatLo =
(

Lov Loωx Loωy Loωz

)

∈ (R2×3
R

2×1
R

2×1
R

2×1).
We recall thatLo andLr are given by (2) and (7), respectively.

Let ec = (e⊤c1 e⊤c2 . . . e⊤cm)
⊤ ∈ R

2m be the error on image co-
ordinates for the wholem pair of points. The objective is thatec

converges to zero, which consists the secondary task. Using (35),
time variationėc of ec is

ėc = Jc ξ̇−Lω ω , (37)

with Jc = [J⊤c1 J⊤c2 . . . J⊤cm]
⊤ ∈ R

2m×(n+4), and Lω =

[L
⊤
ω1 L

⊤
ω2

. . . L
⊤
ωm

]
⊤ ∈ R

2m×2. The desired value of generalized

velocity ξ̇ can now be derived from (37) to nullifyec. Since the
latter is considered as the secondary task, we have

ξ̇2 := J+c (−λ2ec+Lω ω)+ (In+4− J+c Jc) ξ̇3 , (38)

whereλ3 is a positive control gain,J+c is the weighted pseudo-
inverse ofJc expressed similarly as (32), andξ̇3 corresponds to a
generalized velocity to achieve a tertiary task with the available
system DOFs.

4.3 THIRD TASK: ALIGNING THE MANIPULATOR
WITH THE UAV’S CENTER OF GRAVITY

The objective is to limit the momentum of the manipulator
on the UAV, which thence might be destabilized. LetD be the
straight line in the gravity direction passing through the UAV
center of mass. It is clear that when the end-effector is onD
the momentum is decreased. Letb,ste be the translational vec-
tor from {Rs}’s origin to end-effector pointe expressed in base

frame{Rb} (whoseZ-axis is assumed parallel to the gravity di-
rection)

b,ste =





tx
ty
tz



 = bRs
ste =

bRs
sRu

ute (39)

where we recall thatute is the translational vector from the arm
base frame’s origin to the end-effector. In order to havee onD ,
the following constraint needs to be satisfied:

(tx, ty) := 0. (40)

Time differentiating (39), we have

b,sṫe =
bṘs

sRu
ute+

bRs
sṘu

ute+
bRs

sRu
uṫe. (41)

Using the classical relationshipbṘs=
bRs [ω]×, recalling thatsRu

is constant, and thatuṫe = Jte q̇, yields1

b,sṫe =
bRs[ω]× sRu

ute+
bRs

sRuJteq̇. (42)

Let t̄ = (tx, ty)⊤ ∈R
2, then we have

t̄ = I2×3
b,ste, with I2×3 =

(

1 0 0
0 1 0

)

. (43)

Thus, by using (42) it follows that

˙̄t = I2×3
bRs[ω]× sRu

ute+ I2×3
bRs

sRuJteq̇

= t̄0+ Jt q̇,
(44)

with t̄0 = I2×3
bRs[ω]× sRu

ute ∈ R
2 and Jt = I2×3

bRs
sRuJte ∈

R
2×n. Desired value ˙qg of joint velocity q̇ in ordert̄ converges to

zero can be derived as follows2

q̇g := J+t (−λ3 t̄ − t̄0)+ (In− J+t Jt) q̇l , (45)

whereλ3 is a positive control gain, and ˙ql ∈R
n represents joints

velocity not affecting task̄t. Therefore, desired valuėξ3 of ξ̇ to
achieve the tertiary task is

ξ̇3 =
(

q̇⊤g 0⊤4
)⊤ ∈R

n+4, (46)

with 04 the(4×1) null vector.

1Matrix Jte corresponds to the first blok ofJe relating the translational mo-
tions.

2In order to have consistency with the paper developments and to include
other potential subtasks, relationship (44) can be expressed as a function ofξ̇
instead ofq̇ as˙̄t = t̄0+ J̄t ξ̇ with J̄t =

(

Jt 02×4
)

.
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Figure 4. UAV/ARM SYSTEM AUTOMATICALLY POSITIONS AN ASSEMBLY PART (STRUCTURE) ON A VISUAL TARGET: DOCKING.

4.4 FOURTH TASK: KEEPING THE JOINTS IN DE-
SIRED CONFIGURATIONS

Finally, the last subtask consists in keeping the joints in cer-
tain desired configurations. For instance, thei-th joint qi is de-
sired to remain centered between its too limitsqim andqiM . To
achieve this, we set desired value ˙qli of q̇’s i-th element to

q̇li =−λ4

[

qi −
1
2
(qmi+qMi)

]

, (47)

with λ4 a positive control gain.

5 SIMULATION RESULTS
The methods developed in this paper are implemented in

C++ programming language. In this section we present simu-
lation results, where the scenario consists in automatically po-
sitioning a structure on a its corresponding target observed by
an onboard camera. A five DOF (n= 5) robot arm manipulator
endowed with rotational joints is considered. Each of the struc-
ture’s part and the target, to which the former should be plugged
in, consists in four (m= 4) points forming a rectangle, namely
pri andpoii=1..4

(e.g. see Fig. 1). The target rectangle is tilted by
(60◦, 60◦) around theX andY axes of base frame{Rb}.
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We consider errorem on image moments as the main task
for the robotic system by employing (31). We impose that the
structure perpendicularly approaches the target before they su-
perimpose. Thanks to the physical meaning of image moments
highlighted earlier in this paper, this can be achieved by impos-
ing area error (first element ofem) to be the last converging to
zero. This behavior can be achieved by setting its gain rela-
tively low. Command (31) generates nine desired values: five
for the manipulator joint velocity and four for the UAV transla-
tional and yaw velocities. These values are sent at the frequency
of the camera streaming rate: 25 Hz, as commonly provided by
the current video cameras. For the UAV to achieve each set of
these desired velocities between two captures images, i.e. 40 ms,
a Cartesian velocity low-level controller generates the necessary
thrust and propeller torques. We employ a controller similar to
that presented in [24], and assume that the measures of the ve-
hicle translational velocity is provided or estimated using for in-
stance [25–27]. The quadrotor accepts commands at 1 KHz.

As described in Section 4.2, the secondary task consists in
nullifying error ec on image coordinates using (38) in order to
overcome the highlighted image redundancy. Moreover, in or-
der to avoid eventual momentum that could be generated by the
manipulator, (46) is used. Finally, and in line with the prece-
dent subtask, we constrain the manipulator to have a “V” form
by forcing the first and third joint ofq to keep onπ

4 and− π
2 rad,

respectively, by using (47).

The involved control gains are empirically set toλ1 =
0.2λΛ, Λ = diag(0.1,1,1,1,1,1), λ2 = 0.2λ, λ3 = 0.5λ, and
λ4 = 0.05λ. Parameterλ is an exponentially raising gain from
0.01 to 1, with value equal to 0.4 at the 200-th iteration. The cor-
responding results are shown in Fig. 4. We can see that moments-
based visual errorem converges to zero exponentially (Fig. 4(a)).
We can also note that the error on areaa decreases relatively with
a low pace, as expected. Doing so in fact allows approaching the
target roughly perpendicularly. Especially, Fig. 4(d) shows the
variation in the image of each of the target points and structure
points, respectively denotedso andsr . We can see how each of
thempairs(sri ,soi) vary in the image to finally superimpose. The
final polygon in the image corresponds to the two oriented rect-
angles, which represent the superimposing target and structure
images. One can notice that in contrast to the classical or so far
adopted visual servoing schemes where only the image of the tar-
get varies, the paradigm (SVS) we present in this paper implies
the variation of both target and the carried object image features.
In addition, no desired image has been learnt.

Figure 4(b) plots the evolution of the error between the actu-
ated structure and the target. More precisely, it shows the norm of
the error between, i.e.1m

m
∑

i=1
‖btri − btoi‖, wherebtri andbtoi ∈R

3

correspond to the 3D position of pointspri andpoi in base frame
{Rb}, respectively. We can seen indeed that this error converges
to zero, which means that the structure has been correctly posi-
tioned on the target. This can also be concluded from Fig. 4(e),
that depicts the motions of pointspri andpoi. The roll and pitch

angles of the quadrotor are depicted in Fig. 4(g).
We can see on Fig. 4(h) the evolution of weighting matrixW

given by (33). As desired, while the UAV weights decrease when
approaching the target, the manipulator’s weights raise thus tak-
ing the lead to position the platform.

Concerning the third task, Fig. 4(j) plots the first two ele-
ments ofb,ste given by (39). We can note indeed that they con-
verge to zero, which means that the manipulator end-effector is
aligning with UAV’s center of gravity. Finally, the fourth task is
also achieved, where the manipulator’s first and third angle keep
on π

4 and− π
2 rad, respectively, as can be seen on Fig. 4(c).

6 CONCLUSIONS
This paper presented a new visual servoing paradigm,

namely SVS, applied for aerial manipulation. The developed
methods endow a UAV equipped with a robot manipulator to au-
tomatically position structures on visual targets. The latter are
sensed thanks to a video camera attached to the UAV. We have
shown that employing image moments allows considering fur-
ther requirements, that the desired task could benefit from. The
proposed developments have been validated with computer sim-
ulations.
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