A Systematic Approach to 3D Pose Estimation for
Robotic Applications Based on a Multi-Camera
Hybrid Visual System

Abstract— An algorithm for the estimation of the position and cameras to be used at the same time, without any kind of
orientation of a moving object using an hybrid eye-in-hand/eye- “a priori” discrimination. Moreover, a suitable image-feature
to-hand multi-camera system is presented in this paper. Based gg|action algorithm is adopted for the dynamic selection of the

on the extended Kalman filter, this approach exploits the data data required for the execution of a specific task dependin
provided by all the cameras without “a priori” discrimination, a P p 9

allowing real-time object pose estimation. The proposed formula- ON the current configuration of the workspace. Only the
tion can be used with different kinds of image features. Moreover, selected features are grabbed and elaborated to achieve the

different kinds of representation of the object orientation can be measurements, and thus the computational time spent for
adopted. A simulation case study is reported to test the feasibility image processing is independent of the number of cameras.
and the effectiveness of the proposed technique. - .

The above approach is based on image features represented
by points, i.e., the projections on the image plane of the corners
of objects of polyhedral shape. This paper is aimed at gener-

The interest on visual servoing, both in industrial angdlizing the above formulation to the case of different kinds of
in service robotics, is growing in the last years. The twfeatures (edges, areas, etc.) usually adopted in visual servoing
most adopted camera configurations for robotics applicatioggplications [6]. To this purpose, a systematic formulation of
are known as eye-in-hand configuration, where one or maffe extended Kalman filter for a multi-camera hybrid system
cameras are rigidly attached to the robot end effector, aRfpresented. One interesting feature of the proposed algorithm
eye-to-hand configuration, where the cameras are fixed in {gehat it allows to use any kind of image feature, as well as
workspace [1]. The first one guarantees good accuracy and #iféerent kinds of features for different cameras, with a simple
ability to explore the workspace although with a limited sightnodification of the linearized output equation of the Kalman
the second one ensures a panoramic sight of the workspdggr based on the computation of suitable image Jacobian
but a lower accuracy. Hence, the use of both configurationspaétrices. The equations relating these image Jacobians to
the same time makes the execution of complex tasks easier ke used in image-based visual servoing (see, e.qg., [6], [1])
offers higher flexibility in the presence of a dynamic scenariare evidenced. Moreover, with the presented formulation, any

Recently, some effort has been made to design visual sergarametrization of the object orientation, including the unit
ing systems based on hybrid eye-in-hand/eye-to-hand camguaternion, can be adopted.
configurations. In [2] an eye-to-hand camera is in charge of theSimulation results are presented to test the effectively of
robot tool positioning while an eye-in-hand camera is in charglee pose estimation algorithm for the simple case of a mono-
of the robot tool orientation. A similar approach is used in [Stkamera system. Experimental tests are under development to
where an eye-to-hand camera is employed to estimate the rofpdity exploit the capability of the proposed approach using an
tool pose with respect to the workspace and an eye-in-hagbrid eye-in-hand/eye-to-hand camera configuration.
camera is employed as data source for object pose estimation.

Further, in [4], a camera mounted on the end effector of a Il. MODELING
robot has been adopted as an eye-to-hand camera for anoth@onsider a system ofi; video cameras fixed in the
robot to benefit of the advantages of a mobile camera.  workspace (eye-to-hand cameras) ang, video cameras

All the above approaches do not fully exploit the potentialounted on the end effector of one or more robots (eye-in-
ities of hybrid camera configurations. In fact, the informatiohand cameras), with = n s +n,,. In the following, the index
provided by different types of cameras (fixed or mobile) is will be used to denote the quantities referred to a frame
employed for different goals. Hence, a complete integratiah.—x.y.z. attached to the camera (eye-to-hand or eye-in-
is not really achieved. Moreover, the possibility to adopt laand), withc € {1,--- ,n}. The camera frame is chosen
multi-camera visual system for both camera configurationsusth the z.-axis aligned to the optical axis and the origin in
not considered. the optical center of the lens. The sensor plane is parallel to

Recently, a new approach based on the Extended Kalnthe x.y.-plane at a distance-)\. along thez.-axis, where
Filter (EKF) has been proposed to achieve a complete datais the effective focal length of the lens. The image plane
fusion in a multi-camera eye-in-hand/eye-to-hand visual syis- parallel to thex.y.-plane at a distance. along thez.-
tem [5]. This approach allows the data provided by all thaxis. The intersection of the optical axis with the image plane

I. INTRODUCTION
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Let H. denote the homogeneous transformation matrix
cl-th mobile representing the pose of the camera frameeferred to the
camera base frame. For the eye-to-hand cameras, the méffixis
constant, and can be computed through a suitable calibration
procedure [7], while for the eye-in-hand cameras (see Fig. 1)
this matrix depends on the camera current pase i.e.,
H.= H_.(z.), and can be computed as:

Hc(wc) = HT‘THC (Twe)eHc
ck-th fixed

camera where H ,. is the homogeneous transformation matrix of the
base frame of the robetcarrying the camerawith respect to
the common base fram&H .. is the homogeneous transforma-
tion matrix of the end effectar with respect to the base frame
of the robotr, and °H . is the homogeneous transformation
matrix of the camera: with respect to the frame of the
end effector where the camera is mounted. Notice #Hat
Fig. 1. Eye-in-hand/eye-to-hand cameras. and °H . are constant and can be estimated through suitable
calibration procedures (see [8]), whilé&Z. depends on the
current end-effector posec. and may be computed using the
defines the principal optical poir@’,, which is the origin of robot kinematic model.
the image frame.—X.X. whose axesY. andY. are taken  Therefore, the homogeneous coordinate vectoPofvith

Base
frame

parallel to the axes. andy,. respectively. respect to the camera framecan be expressed as
Assuming that the projective geometry of the camera is ¢ _ g 0~ 2
modeled by perspective projection, a poiRtof the object p="Ho(xo,x)’p 2)

with coordinatesp = [z y z]T with respect to the camerawhere °H ,(x,, z.) = ‘H *(x.)H,(x,). Notice thatx.. is
frame is projected onto the point of the image plane wittonstant for eye-to-hand cameras; moreover, the mékfix

coordinates does not depend om. andx, separately but on the relative
{X] _ Ac F] ) (1) Pose of the object frame with respect to the camera frame.
Y z Y The @ x 1) vector “p corresponding top in (2) is the

Without loss of generality, the case of a single rnOvirr:?roordinate vector of the poinP with respect to the camera

object is considered. The position and orientation of a fra Qme c. Henge, Its time c_ienvagvép has the meaning of
attached to the objecO,—x,y.z, With respect to a base relative velocity of the pointP with respect to the camera

coordinate frameO—zyz can be expressed in terms of thér‘?‘me © gxpressed in the frame. If the camera 13 fixed, .
. . T this velocity represents also the absolute velocity of the point
coordinate vector of the origio, = [z, ¥, 2] and of ) .
. . . P with respect to the base frame, expressed in the camera
the rotation matrixR,(¢,), Where ¢, is a (p x 1) vector . .
. . . . . frame, denoted byvp. When the camera frame is moving,
corresponding to a suitable parametrization of the 0r|entat|Q(H.e contribution tdv » due to the motion of the camera must
In the case that a minimal representation of the orientation IS vr

- oo .. be taken into account.
adppted, €., Euler angles, it js= 3, while it is p = 4 if The velocity of the camera frame with respect to the
unit quaternions are used. Hence, the X 1) vectorxz, =

T 1T e tati f the obiect .base frame can be characterized in terms of the translational
[00 "0“] efines a representation of the object pose W'(/ locity of the originvo_ and of angular velocityw.. These

respect (o the base frame ".1 termsyof= 3 +f para%meters_ vectors, expressed in the camera framelefine the velocity
The homogeneous coordinate vecfoe= [p” 1]~ of the screw v, = [*v]  “wT]T. Then, the absolute velocity of
point P with respect to the base frame can be computed ag,¢ pointP can be combuted as

p= Ho(xo)of)v ‘vp=°p+ A(CP)CVC 3)

where °p is the homogeneous coordinate vector Bfwith with A(-) = [Is —S(-)], whereI; is the @ x 3) identity
respect to the object frame anH, is the homogeneous matrix andS(-) denotes the3(x 3) skew-symmetric matrix
transformation matrix representing the pose of the object fraraperator. Notice that the second term in the sum (3) represents

referred to the base frame: the velocity of the pointP due to the motion of the camera.
R.(p,) o Equation (3) holds for any poinP of the object, hence it
H,(z,) = { "0}‘00 1"] , can be applied to the origi@, of the object frame. This yields

3

where03 is the § x 1) null vector. Notice that, if the object vo, =00 + A"0,) Ve, “)

is rigid, the vector’p is constant and can be computed fromvhereco, is the vector of the coordinates 6f, with respect
a CAD model of the object. to the camera frame, o, is the relative velocity oD, with



respect to the camera frame while v, is its absolute  Taking into account the velocity composition (6), the equa-
velocity; all the quantities are expressed in the camera fraiti@n (9) can be rewritten in the form

c. On the other hand, the absolute angular velotity of the .
object frame expressed in the camera frangan be computed fe

as whereJ, . is also the Jacobian corresponding to the contribu-
‘Wo = “Wo e + “we (5) tion of the absolute velocity screw of the object frame while

= Jovo— J Ve (10)

where ‘w, . represents the relative angular velocity of the J.=J,.I'(°o,) (11)
object frame with respect to the camera frame. The two '

equations (4) and (5) can be rewritten in the compact formiS the Jacobian corresponding to the contribution of the abso-
lute velocity screw of the camera frame. The Jacobian (11) is

Vo = Vo +T(0,) Ve (6) known in the literature as interaction matrix [6].

where ‘v, = [C’Ug ch]T is the velocity screw corre- IV. EXTENDED KALMAN FILTER

° o . .
ip%ndl?thO}h? ai)hsolutel m.?t|0n of the object fr3m=ct :th In this work, the problem of the estimation of the pose
[0, wo,c] IS the velocily screw corresponding fo %/ectorwo of the object with respect to the base frame from

relative motion of the object frame with respect to the camejg. - casurements of the image paramefersbtained using
framec, and the matrdd’(-) is defined as a system of: eye-in-hand/eye-to-hand cameras is considered.
() — I, —-S() The proposed solution is based on the Extended Kalman
()= Os; Is |’ filter. To this purpose, a discrete-time state space dynamic

whereO; denotes thedx 3) null matrix. An useful expression model has to be considered, c_iescrlbmg.the object motion.
. S . . The state vector of the dynamic model is chosenuas=

of the relative velocity°p can be obtained observing th&t T .1 T o . L

is a point fixed in the object frame which is characterizehto :”0] - For simplicity, the object vglocny IS "?‘Ssu_me‘_j 0

by a relative velocity screwr, . with respect to the camerabe constant over one sample perifid This approximation is

framec. Hence, the following equality holds for the rigid body’easonable.in the hyppthesis t}.ﬂa’t Is sufficiently smaII: The
corresponding dynamic modeling error can be considered as

motion . . . . .
p=A(p — °0,)°v ) an input disturbance described by zero mean Gaussian noise
p ol Toe with covarianceQ. The discrete-time dynamic model can be
[1l. 1 MAGE FEATURES written as
An image feature is any structural feature that can be wi = Awg—1 + 7y, 12)

extracted from an image, corresponding to the projection @here A is the @m x 2m) block matrix
a physical feature of the object onto the camera image plane.

An image feature can be characterized by a set of parameters A= [I m Tl m] )
that can be calculated from the image. Examples are, e.g., Onm I

the image plane coordinates of points, the distance betweerrhe output of the Kalman filter is the vector of the image

two points in the image plane and the orientation of th@ature parameters measured on the image planes of. the
line connecting those two points, the area of the projectgdmeras at the timg7.

surface, the parameters of lines in the image plane. The image T

feature parameters for the cameracan be grouped in a Co=1[Cin” 0 Cun']

vector f. = [fe1--- fex]T, where f. ; is a real value and here ., = f.. + veg ¢ = 1, .n, being voy the

k is the dimension of the image feature parameter space. -I\-r,ﬁgasurgrfwent nociée of tﬁé,camera"he rﬁeésuremer;f’ hoise is
mapping from _the .position and orientation of the object ssumed to be zero mean Gaussian noise with covaridpce
thg correspopdmg image feature parameters can be ComF’%‘RQ covariance matrix can be evaluated during the calibration
using the projective geometry of the camera and can be Wmtﬁl‘bcedure of the cameras or by means of specific experiments.

in the form . Taking into account the equation (8), the output model of
fe=h(Ho(@o, ), (®)  the Kalman filter can be written in the form:

where only the dependence from the relative pose of the object
frame with respect to the camera frame has been explicitly
evidenced. Usually, for visual tracking and visual servoingherec; = [z{, ...} 7, v, = V], ...v] ]" and
applications, it is required the computation of the differential
mapping g1 (Wi, 1 k)

fo=JocVore 9) g(wi, Te k) = : (13)

gn(wka wn,k)

Cr = g(wg, k) + Vg,

where the matrixJ, . is the Jacobian mapping the relative
velocity screw of the object frame with respect to the camewdth g (wy,zcx) = h(“Ho(wg, zck)), ¢ = 1, ,n.
frame into the variation of the image feature parameters. Notice thatx. ; is the pose of the camera framaat timekT;



this quantity is known and constant for eye-to-hand cameriiaxible and can be applied with straightforward modifications

while it can be computed from the robot direct kinematics fdo different kinds of image features, using both eye-in-hand

eye-in-hand cameras. and eye-to-hand cameras and any kind of parametrization of
Since the output model is nonlinear in the system state, ttie object orientation.

EKF must be adopted. The first step of the EKF algorithm In the following the expression of the Jacobian matridgs

provides an optimal estimate of the state at the next sampled“L will be given for different kinds of image features and

time according to the recursive equations orientation representations.
Wy k-1 = AWg—_1,k—1 V. IMAGE JACOBIAN
T . . .
Prr1=APp 11 1A +Q 4, The computation of the image Jacobidi . depends on

where Py, ., is the covariance matrix of the estimate statg“? type of image feature parameters and can be performed

error. The second step improves the previous estimate by usi g a pro_cedure _sX|Im|I?r tﬁ ﬂ;altl ad_optetr:i] in [6] tofcor_npute
the input measurements according to the equations th€ Interaction matrix.. In t 1€ Toflowing, the case of points
and segments and are considered as examples.

Wik = Wep—1 + Ki(C), — g(We k1))

A. Points
Py =Pyi1—KCpPpp_1, ) . ) ) . )
_ _ . Consider a pointP of the object with coordinategp with
where K, is the (12 x 2ns) Kalman matrix gain respect to the camera frame The image feature parameters
Ky =Py C (R + CrPrrCT) L, are chosen.as the coordinates of the projection of the point
k= Pra1Cp (B + CpPrpa O ) P on the image plane, that can be computed using the
being C}, the Jacobian matrix of the output function equations 12, i.e.

_ 9g(w) _ [og(w) X
- Ow ‘w_wk,kl - |: awo O:| uJ:’l])k,k717 fc n |:Y:| - hc( p)'

whereO is a null matrix of proper dimension corresponding t&ifferentiating these equations with respect to the time and
the partial derivative of with respect to the velocity variables,taking into account the expression 6p given in (7), the
which is null because functiog does not depend on thefollowing equality holds

Cy

velocity. ) Ohe,. Ohe, . .
In view of (13), the computation of’), requires the com- fe=2_-"P=_A("P—0,) Vo, (15)
) . ; . o°p o°p

putation of the Jacobian matrix @f. with respect tox,. In ) ) )

the case of eye-in-hand cameras, it is hence the image Jacobian has the expression:
. . ahc . ahc . J _ 8hCA c c

— = _ o,c — c P — Op).

g.=h, Ja. 2ot g e (14) 7°p ( )

On the other hand, the time derivative lof can be computed Being

also according to (10) as a function 6&, and “v.. The oh. _ A [1 0 fﬂ/Z] :

velocity screws can be expressed in the form op =z |01 —y/z

the following explicit expression can be found fdy, .:

where°L(-) is a Jacobian matrix depending on the particularjoyczl [)‘C 0 -X =y X A e X —ryAc} ’
choice of coordinates for the orientation. Hence, comparing 2 [0 A YV —mAc—m)Y Y TaAc
(10) with (14), the following noticeable equality can be foungynere °p—<0, = [rs 7, r.]7 is a vector depending on

dg. Oh, . the orientation of the object frame with respect to the camera
oz, Om, Joe Lo frame.

where the Jacobiad. . depends on the choice of ima By virtue of (11), the same result can be obtained starting
oc d€PE 9%om the interaction matrix/ . for point features derived in [6]
features for the camera while “L(x,) depends on the

parametrization used to represent the orientation of the oabrld using the equality:

ject frame. Obviously, the same result holds for eye-to-hand Joo= 1‘—1(000)‘]6.
cameras (in this case. = 0 and‘v,. = 0). )

The above equality allows to separate the computation 9f! the other hand, starting form (15) and computipgrom
the Jacobian dependent on the choice of the image feat®sWith “vp = 0, the following expression can be found for
(hereafter referred aisnage Jacobianfrom the computation Je oh
of the Jacobian dependent on the object pose representation J. = ——°
(hereafter referred gaose representation JacobipmBy virtue o°p
of this property, the Kalman filter formulation becomes quite/hich is the same used in [6].

Vo = L(xo)@e, Vo= L(x.)k.

A(°p)



B. Segments A. RPY angles

Consider a segment connecting the poifitse P, of the A minimal representation of orientation can be othained
object, with coordinate$p; = [z; y; z;]7, with j =1,2, by using a set of three Euler anglgs — 0 9 y] .
respectively. The image feature parameters are chosen asAn@ng the12 possible definitions of Euler angles, the RPY
two coordinates of the medium point of the projection of theepresentation can be considered leading to the rotation matrix
segment on the image plane, its length and its angle with

. e J : R(¢) = R.(6) Ry (0) Ry (¢)

respect to the axiX., that can be computed as follows
whereR, R,, R, are the matrices of the elementary rotations
Xm (X1 +X3)/2 about three independent coordinate axes of successive frames.
f.= Yo - (1 +Y5)/2 =h(f,, f2) The RPY angles can be extracted from a given rotation matrix

L %5(2 +AY? by using closed-form inversion formulae [9]. The matfx
] tan™" (AY/AX) in (16) is
—1
0 —s CHCy
where AX = X; — Xo, AY =Y, =Yy, f; = [X; vil", = vy
with j = 1,2. i) = (1) [ I
O

Differentiating these equation with respect to the time, the
following equality holds with ¢, = cosa and s, = sin(a). Notice that this matrix is
singular whenevet) = +7/2 (representation singularity).

. Oh, - Oh, -
fe = of, Fit aifoQ B. Unit quaternion
oh, oh, An alternative description of the orientation can be obtained
= 7.]14‘7.]2 Vo,c b . f _ . larity-f .
of, of, y resorting to a four-parameter singularity-free representation

. . _ _ in terms of a unit quaterniop, = [ €’]” with
where J; is the image Jacobian for the point featuR,

computed as in the previous section. Therefore, the image n=cos~, €=sin QT, (17)
Jacobian for the segment is 2 2
whered andr are respectively the rotation and tts=q1) unit
Jyo = Ohe Jq+ %']27 vector of an equivalent angle/axis description of orientation
' of, of corresponding taR,. Notice that the quaternion components
where are constrained by
1/2 0 ool =n"+€e"e=1. (18)
Oh. _ 0 1/2 Several algorithms exist to extract the quaternion from a given
of1 AX/L2 AY/L2 rotation matrix; an efficient one is reported in [10]. The matrix
|—AX/L* AX/L T in (16) is
1/2 0
oh. | 0 1/2 T(p,)=2[-€ nI-S(e)],
of o —AX/L  —AY/L |~ which is a ¢ x 4) matrix.
| AY/L? —AY/L?

VIl. SIMULATION

VI. POSE REPRESENTATIONACOBIAN The proposed estimation algorithm has been tested in a

The pose representation Jacobidi(z,) depends on the simulation case study. For the purpose of this work, the case
paramtrization of the orientation. In fact, the following ex®f @ fixéd mono camera visual system has been considered, by

pression can be found using the 'quatern.ion representation .for the object orientation
and two kinds of image features: points and segments.
. R O][I (0] The effective focal length of the adopted camera isim,
L(z,) = [0 RCT} {0 T((PO):| the pixel dimensions aré0 x 10 um, the resolution of the
sensor is500 x 500 pixel, and the sample rate is 50 Hz.
where R, is the rotation matrix of the camera framewith The target object is a planar square with a dimension of
respect to the base frame afit{y,) is the matrix defining 10x10 cm. A suitable feature extraction algorithm is employed
the mapping to extract four image features (the four corners in the case of
wo =T ()P, (16) points and the four sides of the square in the case of segments)

at each sampling time.
which depends on the coordinate vegtgrchosen to represent  The object moves according to a spiral trajectory for the
the orientation. In the following, the case of the RPY (Rollposition that, starting from the background of the scene, comes
Pitch-Yaw) angles and of the unit quaternion are consideretbhwards the camera. The axis of the spiral is the optical axis
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Fig. 2. Time history of the position components of the object frame trajectoifyig. 4. Object trajectory (solid lines) and estimated trajectory (dotted lines)
on the image plane.
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Fig. 3. Time history of the orientation components of object frame trajectory
(RPY angles). Fig. 5. Time history of the estimation error in the image plane in the case
of point features.

of the camera (Fig. 2). The trajectory for the orientation is_. : . L
shown in Fig 3( 9. 2) J y trajectory. In fact, from the time history of the estimation error
Notice that, although the orientation trajectory is assignér(]j th_e image pla_ne, reported in F_|g. 5, it can be seen that the
: maximum error is lower thar-2 pixel, corresponding to the
in terms of RPY angles, the model used by the Kalman .
filter is based on unit quaternions, to avoid any occurrenggded noise range. .

' In order to appreciate the error due to the dynamic model

of representation singularities, roximation, in Fig. 6 the time history of the estimation
White independent Gaussian noise has been added to FRR'O ' 9. . ry .
rror in the absence of noise added to the measurements is

true projections of the object on the cameras image plane. The

variance of the noise has been set tpixel, corresponding to reported.
. . o ' The simulation results obtained using segments (the sides of
spatial sampling and quantization errors.

i the square) as image features are very similar to those obtained
The output measurement covariance mafflx has been q ) g Y

: . . sing the points. However, the simulation does not take into
chosen according to the variance of the noise added to the g P

i , : account that, in real applications, the feature extraction process
measurements. The state noise covariance matrix has bge

. : N the case of segments may be more accurate and robust than
selected so as to give a rough representation of the error

due to the simplification introduced on the model (consta'nr{Sthe case of points. For brevity, only the e_st|mat|on errors
. S Lo . oh the image plane have been reported in Figure 7.
velocity), by considering only velocity disturbance, i.e.
VIIl. CONCLUSION

An algorithm for the estimation of the position and orien-

The corresponding image trajectory of the object cornetation of a moving object using an hybrid eye-in-hand/eye-to-
is represented in Fig. 4 (solid lines). The estimated imag@and multi-camera system has been presented in this paper.
trajectory obtained using point features (the object corners)Based on the extended Kalman filter, this approach exploits

shown in the same figure (dotted lines). Notice that the estite data provided by all the cameras without “a priori”

mated trajectory cannot be distinguished from the real objatiscrimination, allowing real-time object pose estimation. The

Q = diag{0,0,0,0,0,0,0,500,500,50,1,1,1,1} x 107°.
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Fig. 6. Time history of the estimation error in the image plane in the case
of point features, without measurement noise.
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Fig. 7. Time history of the estimation error in the image plane in the case
of segment features.

proposed formulation can be used with different kinds of
image features. Moreover, different kinds of representation
of the object orientation can be adopted. Experimental tests
are under development to fully exploit the capability of the
proposed approach using an hybrid eye-in-hand/eye-to-hand
camera configuration.
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