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Abstract— Manipulation tasks carried out with aerial plat-
forms composed of a UAV and a robotic arm involve cross-
coupled dynamics between these subsystems. This paper pro-
poses a new controller for this class of aerial robotic systems
that allows regulating on velocity commands generated by an
outer image-based visual-servo scheme. The controller, that
considers the full dynamics of the system, is designed based on
the integral backstepping approach. Visual feedback provided
by an onboard camera is employed into a new visual servo
scheme to simultaneously generate velocity commands for the
UAV and the manipulator so that a visual target is reached. The
control system takes into account the under-actuation related
to rotary-wing vehicles, while at the same time it exploits the
functionality system redundancy to achieve the task. Simulation
results validate the proposed control system, as well as its
robustness to large modeling error and measurement noise.

I. INTRODUCTION

Robotic systems are being brought to operate on remote

regions of interest for applications ranging from sensing to

manipulation. Certain regions, as for instance an electrical

tower on a top of a mountain, can be difficult to access

by land. Aerial robotics systems (ARS) are able to address

this issue with the advantage that no scaffolding nor crane

tower would be required [1]. Rotary-wing unmanned aerial

vehicles (UAVs) present the advantage of hovering capabil-

ities and thus allow a potential physical interaction with the

environment. While most of the reported research works have

focused on using UAVs for sensing [2], only recently few are

investigating aerial manipulation [3].

In [4] a controller is developed so that a quadrotor can

exert a desired force on the environment. The effects of an

extra mass when carried by a micro helicopter have been

investigated in [5]. In [2], a control system for autonomous

load transportation with three small-scale helicopters has

been proposed. The cooperative 3D manipulation of an object

cable-towed to three UAVs is presented in [6] such that micro

quadrotors have been employed for indoor experiments with

the guidance of VICON capture system. In [7] a motion plan-

ner for 6 degrees-of-freedom (DoFs) object manipulation is

shown. Note nevertheless that none of these aforementioned

works considers direct manipulation.
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In [3] an ARS composed of a quadrotor and a parallel

manipulator is proposed for wall inspection. An impedance-

based controller is designed to deliver the necessary torques

to the quadrotor in order to position a carried probe at a

desired position, while at the same time exerting a force

against the wall. The adoption of an ARS composed of a

rotary-wing UAV carrying a 7 DoFs manipulator for peg-

in-hole insertion tasks has been proposed in [8], but only

the kinematic interaction was considered. In [9] the authors

deal with the cross-dynamics effect within an ARS composed

of a helicopter carrying two symmetrical manipulators. A

low-level controller is proposed to stabilise the UAV attitude

when the manipulators are moving.

In the present paper we deal with an ARS composed of

a rotary-wing UAV, namely a quadrotor, endowed with an

n DoFs robotic manipulator (see Fig. 1). Our contributions

are twofold. We first present a nonlinear low-level motion

controller for the ARS that considers the full internal cross-

dynamics. The controller more precisely endows the ARS

with the capability of following velocity commands: three

translational and yaw (heading) velocities for the UAV, and

a joint rate for each of the manipulator n DoFs. It is designed

based on the integral backstepping approach [10]. Then we

present a high-level image-based visual servoing scheme

that endows the ARS with the capability of reaching visual

targets, i.e. pre-grasping phase. As can be seen later, the

scheme is based on a new visual error definition, such that

it allows considering simultaneous control of both the UAV

and manipulator for task achievement. The visual control

scheme operates at the kinematic level such that is generates

velocity commands to both the UAV and the manipulator

simultaneously. It takes into account the peculiarity of under-

actuation of rotorcrafts and, on the other hand, it exploits

the redundancy afforded by the whole system. In addition,

avoidance of the manipulator joint limits is guaranteed.

The generated velocity commands are then achieved by the

ARS thanks to the low-level controller we introduced above.

To the authors knowledge this is the first time that the

simultaneous control of a quadrotor and the manipulator it

carries is addressed taking into account the internal cross-

dynamics.

II. DYNAMIC MODEL

Let pb and φb be the UAV’s position and orientation

Euler angles in fixed Cartesian base frame {Rb}, respec-

tively. Let q be the joint-angles vector of the n DoFs

robot manipulator attached to the vehicle. Denoting ξ as a
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Fig. 1. Quadrotor equipped with a robot manipulator holding an assembly
part. The objective is to automatically position the latter on the visual target.

generalised system state vector, such that

ξ =
(
p�
b φ�

b q�
)�

∈ R
6+n, (1)

the equations of motions can be described by the following

analytical model [11], that takes into account the dynamic

cross-coupling between the UAV and the manipulator:

B(ξ) ξ̈ +C(ξ, ξ̇) ξ̇ + g(ξ) = ū ∈ R
6+n, (2)

where ū represents the generalised control input [11]. It en-

closes total thrust u ∈ R and torque Γ̄ ∈ R
3 input commands

to the UAV, and torque τ a ∈ R
n input command to the

manipulator. Matrices B, and C ∈ R
(6+n)×(6+n) represent

the generalised inertia and Coriolis matrices, respectively,

while g ∈ R
6+n the generalised gravitational vector.

III. LOW-LEVEL CONTROL

The objective is to design a controller so as to endow the

system with the capability of following velocity references.

More precisely, let bv = ṗb be the vehicle translational

velocity, bωz its yaw (heading) velocity also in {Rb}, and

q̇ the time variation of q. The objective is to analytically

derive u, Γ̄, and τ a such that bv, bωz , and q regulate to their

respective desired commands bv∗, bω∗
z , and q∗. To achieve

this we propose in the following a nonlinear controller

leveraging the integral backstepping approach. Note that

backstepping techniques have already been considered for

image-based control of quadrotor UAVs, e.g. in [12][13].

In the present work, bv∗, bω∗
z , and q∗ are generated by

a high-level visual servoing scheme. This scheme updates

at the onboard camera’s frequency, typically 25 Hz, while

the nonlinear controller is more faster and generates torque

commands roughly at 1 KHz. In addition, the velocity

commands are expected to be continuous and smooth in such

a way the system slowly approaches and enter in contact

with the assembly part. Thus, at the nonlinear controller

pace, these velocity commands would appear as very slowly

varying. Accordingly, the assumption d
dt

bv∗ ≈ 0 holds. We

first formulate the generalised input command involved in (2)

as follows:

ū =
(
(u bRu e1)

� Γ̄� τ�
a

)�
, (3)

where bRu is the rotation matrix defining the orientation

of UAV body frame {Ru} with respect to {Rb} and e1 =
(0 0 1)� ∈ R

3. First, let the regulation error on the

translational velocity be δ1 = bv− bv∗ ∈ R
3, and consider

the following Lyapunov storage function:

V1 =
1

2
|δ1|

2 +
1

2
α1 |σ1|

2 where σ̇1 = δ1, (4)

with α1 a constant positive gain, and where | · | denotes

the Euclidean norm. Element σ1 corresponds to the integral

of δ1. It is inserted within V1 in order to compensate for

modeling errors and perturbations that can be caused by wind

gust, battery depletion, temperature change, etc.

Let us take back relationship (2) describing the system

dynamics, and recast the involved matrices as follows:

B =

(
B11 B12 B13

B

)
, C ξ̇ =

(
c1
c

)
, g =

(
g1

g

)
, (5)

such that (B11, B12) ∈ R
3×3, B13 ∈ R

3×n, c1 ∈ R
3, and

g1 ∈ R
3. Accordingly, the first three rows of (2) can be

written as follows:

B11
bv̇ +B12 φ̈b +B13 q̈ + c1 + g1 = u bRu e1. (6)

Taking this into account, time variation of error δ1 writes

δ̇1 = bv̇ = B−1
11 B11

bv̇

= B−1
11

(
u bRu e1 − c1 − g1 − ε1

)
,

(7)

where ε1 = B12 φ̈b + B13 q̈ ∈ R
3. Note that B11 is

invertible since it simply corresponds to the total mass of

the system (see [11]). Substituting equation (7) into the time

derivative of (4) yields

V̇1 = δ�
1 δ̇1 + ασ�

1 σ̇1

= δ�
1 B−1

11

(
u bRu e1 − c1 − g1 − ε1

)
+ α1σ

�
1 δ1.

(8)

We consider ε1 as an unknown force perturbing the system.

It would be compensated for thanks to integral error σ1 as

described in Appendix. Therefore, by setting

u bRu e1 := B11 (−k1δ1 − α1σ1) + c1 + g1 (9)

where k1 is a positive control gain, (8) becomes:

V̇1 = −k1|δ1|
2 − δ�1 B11ε1. (10)

Notice that control command (9) cannot be directly achieved.

Indeed, it represents a set of three desired values, where

only the thrust u, which is a scalar, can be directly accessed

and controlled. A second control error thus needs to be

introduced. In order to achieve (9), we set

δ2 = δ1 +
α1

k1
σ1 +

1

k1
B−1

11 u bRu e1 + a2 ∈ R
3, (11)

with a2 = − 1
k1

B−1
11 (c1 + g1) ∈ R

3. In order to nullify

both δ2 and δ1, the following Lyapunov storage function is

considered:

V2 = V1 +
1

2
|δ2|

2 +
1

2
α2 |σ2|

2, with σ̇2 = δ2 (12)
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where α2 is a positive gain. Vector σ2 corresponds to the

integral of error δ2. Similarly as for V1, it is employed to

compensate for modeling errors and eventual perturbations.

From (11), time variation δ̇2 of δ2 is derived as follows:

δ̇2 = δ̇1 +
α1

k1
σ̇1 +

1

k1
B−1

11

d

dt

(
u bRu e1

)
+ ȧ2. (13)

We assume ȧ2 = ε2 as an unknown force disturbing the

system which would be compensated for thanks to integral

term σ2. Using the classical kinematic relationship [14]
˙bRu = bRu [

uωu]×, where uωu =
(
ωx ωy ωz

)�
∈ R

3

corresponds to the UAV angular velocity expressed in its

body frame {Ru}, and [a]× denotes the skew-symmetric

matrix associated with vector a, we have

δ̇2 = k1(δ2 − δ1)− α1σ1 +
α1

k1

δ1 + ε2 +
1
k1

B−1
11 F

with F = bRu

(
uωy −uωx u̇

)�
∈ R

3.
(14)

Vector F is considered as the control input to nullify δ1

and δ2. This holds since u̇ can be directly specified, while

the attitude rate (ω̄x, ω̄y) can be achieved with an inner-

loop controller, after assuming a time-scale separation. This

is more detailed thereafter in the next section. We thus set

the desired value of F as follows:

F
∗
:= k1B11

(
α1σ1 − (k1 + k2)δ2 −

α1

k1

δ1 − α2σ2

)
with F

∗
= bRu

(
uω∗

y −uω∗
x u̇∗

)�
,

(15)

such that k2 is a positive control gain. As for u̇∗, it corre-

sponds to the desired value of thrust time variation u̇, where

ω∗
x and ω∗

y are the desired values of the UAV roll and pitch

angular velocities ωx and ωy , respectively. Notice that when

F = F
∗

one would have

V̇2 = −k1|δ1|
2 − k2|δ2|

2 − δ�1 ε1 − δ�
2 ε2

� −(k1 −
1
2 )|δ1|

2 − (k2 −
1
2 )|δ2|

2 + 1
2 |ε1|

2 + 1
2 |ε2|

2

(16)

where the remaining error (offset) terms |ε1| and |ε2| are

expected to be compensated for thanks to the integral actions

α1 σ1 and α2 σ2 involved in F
∗

above. More details can be

found in Appendix.

A. Inner-loop control

Control law (15) defines an outer loop that assumes the

UAV roll and pitch angular velocities reaches their desired

values in relatively short period of time compared to the

frequency at which this outer loop runs, i.e. the camera frame

rate. Such an assumption referred to as time-scale separation

is commonly adopted for rotary-wing vehicles control [12].

In the following, we derive the low-level controller to achieve

these angular velocities as well as the regulation of the

manipulator joint velocities.

Let us recall that the yaw velocity also needs to be

regulated, as described above. In a general visual servoing

framework [15], the yaw velocity ωz is expressed in the

Cartesian frame of the camera attached to the vehicle. Let

{Rs} denote this sensor frame. In our configuration, UAV

body frame {Ru} is set such that in the hovering case

(horizontal) it points upward, while {Rs} has its z-axis

pointing downward. The vehicle angular velocity expressed

in {Rs} as ω = (ωx ωy ωz)
� writes as function of its value

uωu in vehicle body frame {Ru} as follows:

ω = sωs =
sRu

uωu =
(
−ωx ωy − ωz

)�
. (17)

where sRu = diag(−1, 1,−1) is the rotation matrix from

{Rs} to {Ru}. It is clear that we have ω = (−ωx ωy ωz)
�.

Finally, the desired value ω∗ of the vehicle angular velocity

in sensor frame is expressed in terms of ω∗
x, ω∗

y , and ω∗
z . Let

us recall that the objective of the inner-loop is to regulate

both ω and q̇ to reach ω∗ and q̇∗. To this aim we rewrite

model (2) as follows:

ξ̈ + h = B−1 ū, (18)

with h = B−1 C ξ̇ +B−1 g ∈ R
n+6. Let

B−1 =

⎛
⎝B11 B12 B13

B21 B22 B23

B31 B32 B33

⎞
⎠ , and h =

⎛
⎝h1

h2

h3

⎞
⎠ . (19)

Considering the last two block equations of (18), one has{
φ̈b + h2 = uB21

bRu e1 +B22Γ +B23τ a

q̈ + h3 = uB31
bRu e1 +B32Γ +B33τ a.

(20)

Time variation φ̇b of Euler angles vector can be expressed

as a function of the vehicle angular velocity as [14] φ̇b =
T−1 bRs ω. Time differentiating yields

φ̈b = −T−1Ṫ T−1 bRs ω + T−1 bRs ω̇. (21)

Then, substituting (21) into (20) yields{
T−1 bRs ω̇ + h2 = B22 Γ +B23 τ a

q̈ + h3 = B32 Γ +B33 τ a ,
(22)

where{
h2 = h2 − T−1Ṫ T−1 bRs ω − uB21

bRue1

h3 = h3 − uB31
bRu e1.

(23)

Finally, (22) can be recast as follows:

Gη̇ + b = Aτ (24)

with⎧⎪⎪⎪⎨
⎪⎪⎪⎩

η =

(
ω

q̇

)
∈ R

3+n τ =

(
Γ
τ a

)
∈ R

3+n b =

(
h2

h3

)

G =

(
T−1 bRs 0

0 In

)
, A =

(
B22 B23

B33 B33

)
(25)

where In denotes the identity matrix of size n. Notice that

G is always invertible (except when the UAV roll or pitch

attitude reaches ±π
2 , a rare case that might happen only if

the UAV destabilizes). The objective is to achieve the desired

value η∗ = (ω∗� q̇∗�)� of η. Thus, consider control error
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η̃ = η − η∗ ∈ R
3+n, while σr is its integral. Accordingly,

based on the following Lyapunov function:

Vr =
1

2
|η̃|2 +

1

2
αr |σr|

2, (26)

where αr is a (3 + n) diagonal positive gain matrix, we

derive this command

τ = A−1 b+A−1 G (−Krη̃ −αr σr) , (27)

with Kr ∈ R
(n+3)×(n+3) a positive control gain (diagonal)

matrix. We obtain V̇r = −η̃�Kr η̃ definite negative. Notice

that the integral term αr σr is employed to compensate for

modeling errors and eventual unknown perturbing forces.

IV. VISUAL SERVO CONTROLLER

Consider an aerial robotic manipulator with a camera

attached to the UAV (see Fig. 1). Such a configuration is

referred to as “onboard-eye-to-hand” [16]. As sketched in

Fig. 1, the manipulator actuates an assembly part that needs

to be positioned on a visual target automatically. To achieve

this, we propose in [16] an image-based servo scheme that

simultaneously controls the UAV and the manipulator at the

velocity level, such that a novel feedback error is proposed.

Let the target and the assembly part be characterised by

a set of m 3D points each. Let poi and pri be the i-th
point of the target and assembly part, respectively. Let soi
be the image coordinates of poi, while sri be the pseudo

image coordinates1 of pri. Thus consider feedback error e

characterised as follows:

e = [e�1 e�2 ... e
�
m]�, such that ei = sri − soi. (28)

It is worth noting that although ei, and hence e, bares

resemblance to classical visual servoing error definition,

there is in fact a large difference. Definition (28) implies that

both target image soi and carried assembly image sri vary

to finally superimpose on each other. In contrast, in classical

visual servoing [15][17][18] only the image features of the

observed target vary to reach a pre-defined (learned) position.

Note in addition that with this new definition there is no need

to learn the desired image features. Since only four DoFs of

the quadrotor can be servoed, we express ė as a function of

a new system generalised-velocity ˙̄ξ as follows [16]2:

ė = J ˙̄ξ − L̄ω ω̄, ˙̄ξ = (q̇� v� ωz)
� ∈ R

n+4 (29)

where v is the UAV velocity expressed in camera frame

{Rs}
3. Matrix J represents the system Jacobian, which is a

function of image coordinates soi|i=1,..,m
of the visual target

points, their corresponding scale factors (image depth), and

the manipulator odometry. As for matrix L̄ω, it is a function

of image coordinates soi’s, where ω̄ = (ωx, ωy)
� represents

1Term “pseudo” is employed since sri is emulated and computed from
the manipulator odometry and not necessarily from the image.

2Notice the difference between ˙̄ξ, that represents the control inputs to the

visual-servo scheme, and system state ξ̇ involved in (2).
3We have v = bR�

s
bv, where bRs represents the rotation matrix from

{Rb} to {Rs} and is obtained from the UAV attitude angles provided by
the onboard IMU.

the rate of the UAV attitude (roll and pitch) expressed in the

camera frame. To nullify e, and thence automatically position

the assembly part on the visual target, we can use [16]

˙̄ξ := J+(Lω̄ ω̄ − λe) + (In+4 − J+J) ˙̄ξN , (30)

where λ is a positive control gain, and ˙̄ξN corresponds

to desired motions to achieve secondary tasks. The above

controller generates desired value ˙̄ξ∗ of ˙̄ξ given by ˙̄ξ∗ =
(q̇∗� v∗� ω∗

z)
� ∈ R

n+4, which consists of desired trans-

lational velocity and yaw angular velocity reference signals

to the UAV, and desired joint velocities for the manipulator.

These desired values are then inputs to a low-level controller.

We use the controller described in the previous section.

Matrix J+ is a weighted pseudo inverse of Jacobian J given

by J+ = WJ�(JWJ�)−1. Diagonal weighting matrix W

is inserted for two main reasons. It blocks a joint that reaches

its limits, thus guaranteeing joint-limits avoidance. Secondly,

il allows automatically exploiting only the UAV mobility

when far from the target, since otherwise the manipulator

would outstretch without any benefit to the task. In fact it

allows exploiting the dexterity of the manipulator only when

close to the target. Details on the design of W can be found

in [16].

V. RESULTS

The control methods developed in this paper have been

implemented in C++ programming language. The present

section reports computer simulation results showing the

performance of the low-level controller to achieve desired

velocity for the ARS, in addition of the high-level visual

servo scheme for visually-guided aerial manipulation. It is

assumed that both the UAV and manipulator update at a rate

of 1 KHz, and that the onboard camera updates at a rate of

25 Hz as typically afforded by the state-of-the-art hardware.

The robotic arm has n = 5 anthropomorphic joints.

A. Velocity control

The effectiveness of the proposed low-level controller,

defined by (15) and (27), is verified in the following. To

do so, sinusoidal reference velocities are sent to the ARS

system. The gains for the outer-loop controller are set to

k1 = 3, α1 = 5, k2 = 10, α2 = 5. As for the inner-loop

control, Kr = 10 diag(I3, 100 I5), and integral gain matrix

to αr= 5diag(1, 1, 1, 500, 500, 2500, 2500, 500). We first

consider an ideal scenario, where neither modeling errors

nor external forces perturb the system. The corresponding

results are shown in Fig. 2. In Figs. 2(a), 2(b), and 2(c) we

can see that the commands bv∗ for the UAV translational

velocity, ω∗
z for the yaw velocity, and q̇∗ for the manipulator

joint rates, respectively, are well achieved. Now the case of

modeling errors, and external forces perturbing the system

is considered. To do so, the parameters involved in dynamic

model (2) are corrupted with roughly 30% of modeling

errors. In addition, an extra mass 100 times larger than the

last link of the manipulator is added, to the end-effector

more precisely, at time t =9 s. This is aimed at mimicking

the arm grabbing an object of roughly 150 g weight. The
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corresponding results are shown in Fig. 3. We can see the

effect of this extra mass on velocity vz , while the thrust

compensates for it. The extra mass also affects the tracking

of the joint rates as can be seen in Fig. 3(c). Nevertheless,

the controller compensates well for this perturbation, and

the tracking is resumed. This is afforded by the inserted

integral terms in the control scheme. These results validate

the robustness of the developed control system to both

modeling errors and external forces.
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Fig. 2. Control of the ARS’ velocity in an ideal case. The UAV and
manipulator are simultaneously servoed.

B. Visual servoing

The robotic task now consists in automatically positioning

an assembly part carried by the ARS on a visual target

(Fig. 1). The target is characterised by four points that form

a square of 20 cm segment length. Note that the square

is tilted by an angle of 30 deg from the horizontal plane,

in order to make the task even more complex. The control

scheme proposed in Section IV is applied, such that the low-

level control of the system is realised with the law derived

in Section III. More precisely, the high-level image-based

controller generates velocity references according to (30),

references to be achieved by the low-level controller that

outputs thrust and torque commands to the UAV, and torque

commands to the manipulator according to (15) and (27).

We first consider an ideal scenario where neither noise

nor modeling errors occur in the system. This allows to
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Fig. 3. Velocity control in a scenario of roughly 30% modeling errors,
with an external force at time 9 s. This force mimics object grasping. Term
“OG” is an abbreviation of “Object Grasped”.

verify the validity of the derived controller and the effect it

induces on the robotic system. Since the convergence rate is

proportional to λe as can be noticed from (30), we select

gain λ as λ = max
[
λm, λM tanh

(
β

‖e‖

)]
. This allows

λ to compensate for the otherwise low convergence rate

when e is small, such that it takes maximum value λM .

In contrast, it decreases to λm when e is large. Parameter β
defines the transition between λm and λM according to the

error norm. In this simulation λM = 1 , λm = 0.01, and

β = 0.1. As for the gains of the low-level controller defined

by (15) and (27), they are set as follows: k1 = 1, α1 = 1,

k2 = 10, α2 = 3, kr = 10 diag(1, 1, 1, 10, 20, 10, 10, 10),
αr = diag(I3, 10I5). The corresponding simulation results

are shown in Fig. 4. Visual error e converges to zero as

can be seen from Fig. 4(a), and the assembly part is well

positioned on the target [Fig. 4(i)] where the corresponding

error is shown in Fig. 4(f). The latter plots in fact the

positioning error between 3D points pri’s of the carried

assembly part and points poi’s of the target. As can be seen,

this error goes to zero which means that the assembly part is

well positioned on the visual target. The evolution of image

points sr and so are shown in Fig. 4(e), such that we can

see both these two features varying to finally converge on

each other. Such a behaviour characterises our new control

paradigm which is, as highlighted earlier, quite different from
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classical visual servoing. Also, we can see from Fig. 4(c) that

the elements of weighting matrix W related to the UAV are

higher at the beginning, but then decrease while those related

to the manipulator start increasing. This, as desired, means

that since at the beginning the ARS is far from the target

(≈ 5 m), the control system exploits first the UAV mobility

to reach the target and, once in the vicinity, the dexterity

of the manipulator is exploited to finally reach (grasp) the

target. These results clearly show the effectiveness of this

novel visual servo scheme along with the low-level controller

to track its generated reference velocities.

Now a more realistic scenario is considered, such that large

modeling errors and measurement noises are introduced and

added to all the measurements used in the control system.

The attitude of the UAV and its angular velocity, both

provided by the onboard IMU, are corrupted with additive

white Gaussian noises (WGN)’s of 2 deg and 5 deg/s
standard deviation (SD), respectively. Likewise the measure

of the translational velocity is corrupted with a WGN of

5 cm/s. Also, the image coordinates of the visual features

are corrupted with WGN’s of 1 cm SD, while their image

depths are corrupted with 5 cm SD. Notice that the latter

noise is roughly large, since the image depth is typically

a more complex value to extract from a 2D image. It is

also important to note that the control system is provided

with only an approximate of the dynamic model, such that

large modeling errors of roughly 30% the nominal value

are introduced. This allows us to test, in addition to sensor

noises, the robustness of the control system with respect

to dynamic and kinematic parameter errors. Corresponding

results are shown in Fig. 5. We can deduce that the assembly

part is well positioned on the target since the positioning

error converges to zero. In addition, the behaviour of the

system is smooth, considering the large modeling errors and

noises corrupting the controller. This can be seen from the

plotted thrust, UAV attitude, and the manipulator joint angles.

These results clearly show the robustness of the proposed

control system to both dynamic and kinematic modeling

errors as well as to large measurements noise.

VI. CONCLUSIONS

A new image-based visual-servo scheme that endows a

flying manipulator with the capability of positioning with

respect to visual targets has been proposed. The control

scheme takes into account the full cross-coupled dynamics

of the ARS, while a nonlinear integral backstepping control

ensures low-level servoing. By proposing a new visual error

definition, the high-level controller can command both the

UAV and manipulator simultaneously. Results from simu-

lations provide a proof of concept of the approach, such

that even an approximate of the dynamic model shows to be

sufficient for the control. The control system is also robust

to large measurements noise.

APPENDIX

In the following section, an analysis on the convergence

of δ1 is provided. First, it can be concluded from (27) that q̇
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Fig. 4. Image-based control of the aerial robotic manipulator carrying an
assembly part to automatically position on a visual target. The scenario is
ideal in the sense that no modeling errors nor measurement noises exists.

converges to constant q̇∗. This means that q̈ becomes null.

Taking this into account, and replacing (11) into (7) we have

δ̇1 = −k1(δ1 − δ2)− α1σ1 −B−1
11 B12 φ̈b. (31)

Since the inner-loop is faster we can assume F
∗

given by

(15) as achieved. Using this in (14) yields

δ̇2 = −k2 δ2 − k1 δ1 + ε2 − α2 σ2. (32)

4832



-6

-4

-2

0

2

4

6

0 5 10 15 20 25 30 35 40 45 50

time [s]

Arm points error [m]

(a)

16
17
18
19
20
21
22
23
24
25
26
27

0 5 10 15 20 25 30 35 40 45 50

time [s]

Thrust u [Nm]

(b)

-140
-120
-100
-80
-60
-40
-20
0

20
40

0 5 10 15 20 25 30 35 40 45 50

time [s]

Arm joints q [deg]

q1
q2
q3
q4
q5

(c)

-15

-10

-5

0

5

10

15

0 5 10 15 20 25 30 35 40 45 50

time [s]

UAV attitude [deg]

yaw/10
pitch
roll

(d)

Fig. 5. Image-based control of the ARS in the scenario of large
measurement noises and 30% modeling errors on the dynamic model.

It is clear that δ2 converges to zero thanks to integral term

σ2. Time derivative of F from (14) can write in this form

Ḟ = uAφ̈b + ε3, (33)

with ε3 a bounded term. Subsequently, since F = F
∗
,

then Ḟ can be obtained from the time derivative of the first

relationship’s right hand in (15) as follows

Ḟ = k1 B11

[
α1 δ1 −

α1

k1
δ̇1 − α2 δ2

− (k1 + k2)(−k2 δ2 − k1δ1 + ε2 − α2 σ2)

]
.

(34)

Notice that due to the fact that δ2 converges to zero as high-

lighted above, where perturbation force ε2 is compensated

for by integral σ2, we drop both σ2 and δ2 for simplicity

of analysis. Then φ̈b can write after plugging (34) into (33)

φ̈b=
1

u
A+

(
B11

(
k21(k1+k2+

α1

k1
)δ1−α1δ̇1

)
−ε3

)
, (35)

with A+ a pseudo-inverse of A. Finally, substituting φ̈b with

its above relationship in (6) yields(
I3 −

α1

u
B12 A

+

)
δ̇1 + α1

(
I3 − k1 B12 A

+ G

)
σ1

+ k1

(
1 +B12 A

+ 1

u

(
k1(k1 + k2) + α1

))
δ1 = d,

(36)

with d a small term (d ≈ 0). Recalling that δ̇1 = σ̈1, the

above relationship takes on this form

a σ̈1 + b σ̇1 + cσ1 = d. (37)

Accordingly, the only condition yielding δ1 converging to

zero is that both a and b needs to be positive. This means

that the subsequent conditions need to be satisfied:

α1
1

u
|B12 A

+| and [k1(k1+k2)+α1]
1

u
|B12 A

+| < 1. (38)

Notice that at the hovering (stabilisation) we would have

u ≈ |B11| g, where g (≈ 9.8) is the gravity term. As for

matrix A, its Frobenius norm is equal to 2. And since B11

is k times larger than B12, condition (38) summarizes to

the following gain limits 0 < k1(k1 + k2) + α1 < 2 k g. In

the reported simulations we found k of roughly 1e2 order

minimum. Accordingly, k1(k1+k2)+α1 needs to have limits

of roughly 1e3 order.
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