Mapping Grasps from the Human Hand to the
DEXMART Hand by Means of Postural
Synergies and Vision
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Abstract This work aims at defining a suitable postural synergies zaues for
the DEXMART Hand from observation of human hand graspingyres. Previ-
ous works were carried out on a preliminary prototype (thetd 1V), without
neither proprioceptive integrated sensors nor extermaas, by means of a joint-
to-joint mapping technique. Using an RGB camera and deptdosdor 3D motion
capture, the human hand palm pose and fingertip positiorestheen measured for
a reference set of grasping postures. The proposed methttefdetermination of
the synergies subspace is based on the kinematics mappmgte human hand to
the robotic hand using data from experiments involving fiviejscts. The subjects’
hand configurations have been mapped to the robotic hand ghing the hand
pose and fingertip positions and applying a closed-loopréa/kinematic algorithm.
Suitable scaling factors have been used to adapt the DEXMA&I kinematics to
the subjects’ hand dimension. By means of Principal CompbAralysis (PCA),
the kinematic patterns of the first three predominant syiaeiigave been computed
and a brief comparison with the previous method and kinersasi reported. Fi-
nally, a synergy-based control strategy has been useddtingethe efficiency of
the grasp synthesis method.

1 Introduction

Recent studies on neuroscience and robotics have showimiteting human pre-
hension is a promising way to simplify and improve grasp piag and control
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issues related to high multiple Degree-of-Freedom (DoW)jo#s such as anthro-
pomorphic robotic hands. In [22], the authors measure afsgatic human hand
postures by recording 15 joint angles and, by means of the, B&4% show that the
first two principal components account fo80% of the hand postures. Thus, the
use of the principal components, also called postural gjyegrholds great poten-
tial for robot hands control, implying a substantial redoictof the grasp synthesis
problem dimension. Transferring human hand motion to atiolhmnd is a quite
challenging problem due to the complexity and variety ofchkimematics and the
dissimilarity with the robotic hand. Indeed, in order to @ibta thorough human
hand posture estimation, a reliable kinematic hand mod&hégh-accurate motion
tracking instrumentation are required. A synergies mapfiom the human hand
to the robotic hand has been addressed in [12]. The propoapging strategy be-
tween the synergies of a paradigmatic human hand and a cdi®otd is carried out
in the task space and it is based on the use of a virtual spingEl] three syner-
gies have been extracted from data on human grasping exgrgsrand mapped to
a robotic hand. Thus, a neural network with the features @bijects and the co-
efficients of the synergies has been trained and employeahtoat robot grasping.
Recently, Kinect technology is increasingly used for hanragking, since it inter-
prets 3D scenes thanks to the depth sensor, consisting nfraneid laser projector,
combined with an RGB camera. In [16] a model-based methodefmvering and
tracking the 3D position, the orientation and the full artition of a human hand
has been proposed from marker-less visual observatiorj40lra heuristic hand
tracker has been developed for the animation of the handravethe virtual reality
and for the implementation of the force rendering in wearddalptics. In this work
we propose a model-based method to map grasps from the hurtae DEX-
MART Hand by means of vision. The Kinect sensor is used for 3héan hand
fingertips detection and a closed-loop inverse kinemagordhm is used for hu-
man grasp mapping. A reference set of grasps have beeneskledd five subjects
have been involved in the experiments. The inverse kinemafgorithm is based on
the DEXMART Hand kinematics that is linearly scaled accogdio the subjects’
hand dimensions.

2 Technical Approach and Motivation

According to recent grasp taxonomy literature [21], in [88d9] a set of 36 human
hand grasp configurations was selected and adopted foriees carried out
on a preliminary prototype of the DEXMART Hand [18], the UB htalV [2].
The mapping of the human grasps to the robotic hand was @at&iyn means of a
joint-to-joint mapping technique, i.e. the fingers’ joirdgition of the DEXMART
Hand prototype were manually adjusted in order to imitatenash as possible
the human hand desired configuration. Obviously, this niettimngly depends on
the interpretation of the reference grasp by the operatdraemhis/her ability to
reproduce the grasp with the robotic hand.
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Fig. 1 Reference set of comprehensive human grasps and open-traiglications used for PCA.

In this work, the same reference set of 36 human hand graspsesented in
Fig. 1, has been considered. Notwithstanding, a new methaskd on fingertip
mapping from human hand grasps to the robotic hand, has lolegteal using mea-
sures in 3D space of the fingertip positions and inverse katies) A computer
vision system, able to detect the position in 3D real worldrdinates of each point
in the scene, has been adopted in order to make the methqueindent of the char-
acteristics and skills of the operator. As a matter of faw, obotic hand grasping
postures used for PCA are obtained from measurements pexdodirectly on the
hand of several subjects while they execute the grasps oéfaeence set. A com-
mercial low-cost RGB+Depth (RGBD) camera, such as the Kifreen Microsoft
Corp., has been adopted since this device achieves sufiadaision (about 1mm)
for space and distance in the range of interest of our messuns (an area of about
0.6x0.6 m at a distance of about 0.5 m). Moreover, a large numbepefi-source
software for both the use of the Kinect sensor and compusatviapplications are
freely available. Therefore, we produced very easily anidkigyia customized ap-
plication for the execution of the required measures. htsteapturing the motion
of all the phalanges and the position of the joints duringesgiby means of a single
camera is a very challenging task because of evident ooclpsbblems. Moreover,
the reconstruction of the human hand joint angular posstimplies the knowledge
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Fig. 2 Diagram of the methodological approach.

of its kinematics, not completely consistent in anatonlitadature [13, 7], and may
cause problems when the acquired information must be mappadiifferent kine-
matic structure.

The DEXMART Hand is designed with a human-like kinematicsl antotal
amount ofh = 15 joint angles describes the whole robot hand configuraiibare-
fore we directly map the human fingertip position measurederpalm frame to the
robot hand kinematics by means of a suitable scaling of thetreand dimensions.
The fingertip positions and the palm pose in the Cartesianesand the fingers
length of the human hand are all the measurements we neethfsute the 15 joint
angles of the robotic hand by means of kinematic inversioninierse closed-loop
kinematic algorithm has been adopted also to minimize therethat affect the
measures of the fingertip and palm positions, performed&Kthect, due to noise
and limited precision. Since significant differences exiatboth the size and the
kinematics of the human hands [15], the method has beerealtplb different sub-
jects. For each of the 36 grasps in the table (Fig.1), mapmed the five subjects
to the robotic hand, the mean value has been computed aizedfibr deriving the
postural synergies by means of PCA. Finally, the graspsimdference set has then
been performed with the DEXMART Hand by controlling the waatotion during
reach to grasp using a linear combination of the selectedrgigs. A schematic
representation of the whole procedure for postural syesrglibspace computation
is represented in Fig. 2.
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3 The DEXMART Hand

The DEXMART Hand [18] is an innovative anthropomorphic hatelveloped
within the DEXMART project [1]. Based on a previous protogyghe so-called
UB Hand IV (University of Bologna Hand, version 1V) [2], theEXMART Hand
has been designed with an improved thumb kinematics. Thedesign aims at a
human-like manipulation capabilities and mobility, aliog the opposition of the
thumb with the other four fingers. For this purpose, the thkmbmatics has been
differentiated with respect to the other fingers and pravioedifferent joint limits.
In particular, the adduction/abduction base joint and tfs¢ fliexion joint have been
inverted in the kinematic chain order. Furthermore, the &@rHartenberg (D-H)
parameters, reported in Tab. 1, are different for all theefingn order to fit bet-
ter with the human hand kinematics. The DEXMART Hand is algoigped with
a wide set of sensors which comprise joint position sensergjon force sensors
[20] and fingertip tactile sensors [6]. Moreover, the twils$tring actuation concept
[19] has been adopted for driving this robotic hand. As inghevious version, the
maximum design simplification and reduction of the devia®st production and
development has been held. To this end, the DEXMART Hand kag bonceived
by taking into account the following driving issues:

e The hand mechanics is based on an endoskeletal structimdated by means
of pin joints integrated into the phalanx body simply cotisgsin a plastic shaft
which slides on a cylindrical surface [2, 5, 14].

e Remotely located actuators with tendon-based transmissiouted by sliding
paths @liding tendons) [17] have been adopted for the joints actuation.

e A purposefully designed soft cover mimicking the human qKin3] has been
introduced for improving the grasping capabilities of tled.

e The mechanical structure of the hand has been manufactdogdiag additive
technologies (Fused Deposition Manufacturing).

Taking inspiration from the biological model and in orderéduce the complexity
of the hand control, an internal non-actuated (passive)demas been introduced
to couple the movements of the last two joints of each fingerttie medial and the
distal joint. Hence, only three angles are considered feridex, the middle, the
ring and the little finger, i.e. the base (adduction/abdwntangled; ;, the proximal
angle6,; and the medial anglés;. About the thumb, the angles are progressively:
the base (proximal angle) angda, the adduction/abduction anghe and the me-
dial angleBs;. Therefore, a total amount bf= 15 joint angles is needed to describe
the robotic hand configuration. The joint angles rangesdchdinger are mechani-
cally constrained by stroke limiters within the intervals:

01t € [-10,10, 6,1 €[0,90, 63t €[0,11(0 [deq] (1)
and for the thumb within the intervals:

Oy €[0,90, 6x (0,60, 64c[0,90 [deg] )
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Table 1 Denavit-Hartenberg parameters of the DEXMART Hand fingers.

Link (Thumb)|d [mm] 0 a[mm]|a [deg]
1 7.53 | 6:+85 [19.64 | —110
2 -425| 6,—80 |18 —-90
3 -1.65 |63+ 10.62|24.57 | 70.32
4 4.89 | 6,—3.61|30 0
5 0 64 30 0
Link(Index)|d [mm]| 6 |a[mm]|a [deg]||Link (middle)]d [mm]{ 6 |a[mm]|a [deg]
1 40.75| 6, |82 —95 1 1434 6, |86 —86
2 -2.91 (6, —20|18 90 2 -491( 6, |18 90
3 0 6; |38 0 3 0 6; |40 0
4 0 6, |28 0 4 0 6, |28 0
5 0 6, |285 0 5 0 6, |285 0
Link (Ring)[d [mm][ 6 |a[mm]|a [deg]|| Link (Little) [d[mm]| 6 |a[mm]|a [deg]
1 -11.16] 6, |82 —80 1 -36.1( 6, |68 —75
2 -1.93(6,—-5/|18 90 2 4.24 |16,+15(18 90
3 0 6; |38 0 3 0 6; |35 0
4 0 6, |28 0 4 0 6, |28 0
5 0 6, [285 0 5 0 6, [285 0

4 Mapping the Human Hand Grasps

The Kinect RGBD camera has been used to provide the RGB cukge and the
corresponding depth image of the hand for 3D fingertip pmsitiand palm pose
detection. After the calibration [24], it is possible to oestruct the 3D real world
coordinates (in meters) with respect to the camera framis.flihctionality is em-
bedded in the OpenCV library that has been used for the Kinege elaboration,
whereas the freenect driver has been used for low-level agmation with the
RGBD camera. For the purpose of this work, we developed alicagipn that al-
lows collecting and saving the information coming from thaéct. The points to be
detected are selected by clicking with the mouse on the RGB@&and by matching
information from the RGB data and depth data. To obtain thyefitip positions with
respect to the hand reference frame (the palm frame), thet ragition and orienta-
tion (the palm pose) with respect to the RGBD camera has tmbek. As a matter
of fact, the measures provided by the sensor are represientieel camera frame,
thus, for inverse kinematic computation, the homogene@unstormation between
the camera frame and the palm frame has to be known. Thisgedched by mea-
suring a set of points fixed to the palm. Since the palm candieimi by the grasped
object, a rigid panel with five reference points has beercla#d to the opisthenar
(the back of the hand). Thus, before starting the mappingguhore, each subject
was instructed first in wearing the rigid support and therssuaning an open hand
posture corresponding to the DEXMART Hand configurationerozjoint angles.
The distance of the fingertips from the palm base in the open lanfiguration
was measured with the aim of defining suitable scaling fadtetween the subject
hand and the robot hand size. The finger lengths of the 5 dslgee reported in
Table 2.
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Fig. 3 Open Hand Configuration corresponding to the DEXMART Haridtjangles set to zero.

Table 2 Finger lengths (in mm) of the five subjects and of the DEXMARAnNd.

Finger|Subject 1Subject 2Subject 3Subject 4Subject $DEXMART Hand|
Thumi 115 120 130 125 140 126

Index | 165 170 173 180 190 217
Middle| 170 175 180 185 200 216

Ring 160 165 173 175 185 210

Little 140 140 155 150 165 198

As shown in Fig. 3, ten points have been detected in the opefigowation:
the fingertips and the five points on the support. The obtafimgertip positions,
expressed in the camera frame, have been then matched withnés of scaled
version of the robot hand kinematics expressed in the rohod meference frame
(the palm frame), obtaining in this way the affine transfaioraT; between the
camera and the hand reference frame forittiesubject. The position of the panel
reference pointp; ., j = 1,...,5 with respect to the hand frame has been then
computed on the basis of the transformafian

OnceT; andp; j ., have been determined, each subject has been asked to achieve
each of the 36 reference postures using the right hand alodviog the approach
depicted in Fig.1. The fingertip position and the positiontted panel reference
points have been acquired as shown in Fig. 4. By matchingdbiipn of the panel
reference points measured by the Kinect with,, the new affine transformation
Tik, k=1,...,36 between the camera and the hand reference frame durieg-the
ecution of each grasp can be computed together with theigosif the subject
fingertipsp; ; expressed in the hand frame.

The mapping from the human hand fingertip positipnsand the robotic hand
joint positions is then performed by scaling the robot hamddimensions to fit with
the human subject and by inverting the robot hand kinemtiticgigh a closed-loop
algorithm. For each subject, the DEXMART Hand kinematicdifeerently scaled
for each finger by multiplying the linear D-H parameters (Tabfor the ratio be-
tween the human finger length and the corresponding robogefilength (Tab. 2).
A closed-loop inverse kinematic (CLIK) algorithm [23], leason the transpose of
the DEXMART Hand Jacobian matrix, has then been implemeintedder to map
the subject fingertip position to the robotic hand joint cguafation. For each grasp
of the reference set (Fig. 1), the average of the five robaiedhconfigurations
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Fig. 4 RGB and depth image from Kinect.

¢ € R mapped from the five subjects performance has been computestaed

in a configuration matrixC. Once the mapping procedure has been completed, the
PCA analysis has been computed on the obtained DEXMART Hanfiguration
matrix.

5 Postural Synergies Subspace of the DEXMART Hand

The procedure reported in [9] has been adopted for deriViagpbstural synergies
of the DEXMART Hand on the basis of the data obtained by mappiman hand
grasps to the robot hand kinematics, as reported in thequre\gection. Once the
matrix C = {¢ | i = 1,...,36} of the DEXMART Hand configurations has been
built, the vectorc representing the mean hand position in the grasp configusati
space (the zero-offset position) and the makix {ci—c | i =1,...,36} of the
grasp offsets with respect to the mean configuration have temputed. The PCA
has then been performed on the maffiand a base matrik = {e; e ez} of the
postural synergies subspace has been found selecting#eepitedominant compo-
nents form the PCA. In the following, the three synergiesiascribed, with further
considerations about the differences with respect to tegipus results obtained
with the previous prototype reported in [9], especiallyttoe motion of the thumb.

5.1 Kinematics Assessment and Comparison

We refer to the minimum and maximum configuration of each syyas the robot
hand configurations spanned by, & andes by means of, respectively, the min-
imum and maximum value of the corresponding synergy weiglitsout violat-
ing the joint limits reported in (2) and (1). When the weigbfghe synergies are
zero, the hand posture corresponds to the zero-offsetiqgoginean positiong,
see Fig. 5 where a frontal and a lateral view of the robot hardmposition are
shown. In Figs. 7, 8 and 9 the minimum and maximum configunatia frontal
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and lateral views of the three postural synergies are repted. The vectors of the
three synergies and the zero-offset vector are reporteain3l The synergies sub-

Table 3 First three eigenpostures and zero offset (data in degveet)rs of the DEXMART Hand
postural synergies subspace.

e & & | cldeq]
adduction/abductior0.1270[ 0.1078|-0.316618.7184
Thumb| proximal -0.0224-0.141Q 0.4633|35.2794
medial 0.0363| 0.0086| 0.6401|38.4707
adduction/abductigr0.019Q-0.0037-0.1267-1.120§
Index proximal 0.1610]-0.04710.1775|20.6411
medial 0.2960| 0.2785| 0.3858|45.6014
adduction/abductiorD.0428( 0.0272|-0.0714-1.9326
Middle proximal 0.5254{-0.1617-0.047749.3691
medial 0.1751] 0.4205| 0.1212(29.144(
adduction/abductigrD.0599| 0.0283|-0.097§-1.420Q
Ring proximal 0.5674{-0.2750-0.136856.5121
medial 0.1724] 0.5216(-0.036626.2534
adduction/abductigr0.0345(-0.0105-0.0794 -3.8122
Little proximal 0.3789|-0.3453 0.0410|44.4781
medial 0.2440] 0.4659(-0.139031.0406

Fig. 5 Mean position of the DEXMART Hand configuration.

space derived in [9] on the basis the previous robot hanaiy by means of the
joint-to-joint mapping is now compared with the resultsabéed with the DEX-
MART Hand kinematics and the mapping method reported inghger by means
of appropriate graphical tools. The circular graphs in Bigwre a graphical repre-
sentation of the postural synergy vecterse, andes reported in Tab. 3 and identify
the joints whose rotations are more involved in each syné&mgpm left to right, the
joint position variation is represented for the first, theas®l and the third synergy
respectively. On the top of the figures, the graphs corradipgrio the DEXMART
Hand are reported, whereas on the bottom the ones corrésgdodhe UB Hand
IV prototype are shown for comparison. The three fundaneytzergies derived
for the DEXMART Hand are here briefly described.
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Fig. 6 Graphical representation of the postural synergy vecearse, and es. The adduc-
tion/abduction, proximal and medial flexion joints are cated from 1 to 3 for the thumb, from 4
to 6 for the index finger, from 7 to 9 for the middle finger, frof tb 12 for the ring finger and
finally from 13 to 15 for the little finger. On the top of the figuthe graphs are referred to the
DEXMART Hand, on the bottom to the UB Hand IV prototype.

First Synergy

With reference to the first postural synergy (colueatn Tab. 3, Fig. 7), in the min-
imum configuration the proximal and medial flexion joint segybf all the fingers
are all almost zero and increase their value during the matizvard the maximum
configuration. The adduction/abduction movements of the fiogers are not very
involved in this synergy.

Second Synergy

The second postural synergy (colurenin Tab. 3, Fig. 8) is characterized by a
movement in opposite directions of the proximal and medglidin joints. The
adduction/abduction movements of the four fingers are not weolved also in
this synergy.

Third Synergy

In the third postural synergy (columes in Tab. 3, Fig. 9) the movement involves
especially the index and the thumb. The movement of adduetiimuction of the
thumb and of the index increases with respect to the first fmergies. This char-
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acteristic is important for correct index/thumb oppositthat allows increasing the
grasp accuracy, and thus achieving more stable grasps.

Fig. 7 From left to right, front and lateral view of the first postlusgnergy in the minimum and
the maximum configuration.

Fig. 8 From left to right, front and lateral view of the second poaksynergy in the minimum
and the maximum configuration.

Fig. 9 From left to right, front and lateral view of the third posalisynergy in the minimum and
the maximum configuration.

By observing the circular graphs it emerges that the basicacheristics of the
three synergies are quite similar for both the kinematickraathods. Nevertheless,
with reference to the kinematics of the DEXMART Hand, eveth& excursion of
the thumb motion is greater in the third synergy, the diffieess with the previous
two synergies are less evident if compared to the resulte®previous robot hand
prototype. Since the three predominant postural synedgesed for the DEX-
MART Hand account for-86% of the hand postures, i.e. the percentage of the total
variance of the data described by the first 3 principal coreptsof the= covariance
matrix, it is expected that a control strategy that usesetsgaergies for robot hand
motion allows obtaining very good grasping performance aoafiguration space
of highly reduced dimensions with respect to the DoFs of tiet hand itself.
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5.2 Control with postural synergies

As in our previous work [9], the first three postural synesgiave been used to
control the hand in order to perform selected grasps fronréference set. Each
hand grasp posturg can be approximated, by a suitable selection of the postural
synergy weightsa; a» as|" € R3, as the projectiod; on the postural synergies

subspace
_ Ay
¢ =c+E azi | - 3

aszji

Thus, the value of the three eigenpostures weightsxr; 03]T are computed from
the desired grasp posture as

auji
[Gzyi ] = EJr (Ci — _) (4)

asj

whereE" is the Moore-Penrose pseudo-inverse of the base nfatihe temporal
value of the weightsr1, a2, az during grasp operations has to be chosen in such a
way that, starting from the zero-offset positiofii.e. a; = a, = a3z = 0), the hand
opens during the reach in preparation for object grasp, la@id tloses reaching a
suitable shape determined from (4) and depending on th@aligrasp configura-
tion ¢;. In the open-hand configuration, namety all the flexion joint angles are
close to zero, and the corresponding valuesrgfa, and as can be determined
from (4) by posingsi = ¢

The intermediate values of the synergy weights have beemrdigted by assum-
ing a suitable time interval for the grasp operation (sixosels for the whole reach
to grasp phase, three seconds for both the opening andglpkases) and by lin-
ear interpolation of thex;, a, and a3 values in the three reference configurations

{c, &, &}

6 Experimental Evaluation of the Synergy-based Grasp Contl

In the experiments, starting from the zero-offset posittbe hand moves continu-
ously in the synergies configuration subspace and goes ip@m-loand configura-
tion. Then, it closes reaching a configuration that dependb® particular grasp to
be performed. During the closing phase, the weights of theethostural synergies
are obtained by linear interpolation from those corresjpuntb the open-hand con-
figuration to those suitable values unique for each objedtcmputed using (4).
The linear combination of the three synergies allows a pgresp of both cylinders
and spheres of different dimensions by means of suitablesifipn of the thumb,

see Fig. 10.
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Fig. 10 Reproduced power grasps from the reference set of postsirgsthe first three synergies.

In Fig. 11, the performance corresponding to precise gragpabions are re-
ported considering both prismatic and circular objects grasps involving from
two to five fingers.

The reproduced intermediate side grasps from the refersgicef postures is
depicted in Fig. 12. Table 4 reports the first three synergigite computed by

Fig. 11 Reproduced precision grasps from the reference set ofesstising the first three syn-
ergies.

projection of the reference set of postures in the synesgibspace, and indicates
the contribution rate of each synergy to achieve the finafigaration.

Fig. 12 Reproduced intermediate side grasps from the referencef getstures using the first
three synergies.
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Table 4 Synergy weights of the grasps from the reference set of pEsstu

Conf.| C1 C2 C3 | C4| C5|[C6 | Cr| C8| C9|Cl0|Cl11|C12
oy [6.853| 46.23|49.31|59.63| 25.91|-22.48 23.33| 46.92|-15.63 29.30| 40.92| 53.38
o |-38.23 -9.027|-27.78-16.81] 89.32| 94.38|-38.39 34.18|-31.73-3.989-21.4(-22.79
az |9.587| 13.77|13.45|-13.61{-1.344 38.53| 21.57(-18.98 13.45|-23.41f-26.13-12.12

Conf| C13 | Cl14 [ C15 | Cl6 | Cl17 [ C18 | C19 | C20 | C21 | C22 | C23 | C24
oy [0.379] 23.39|-63.11] 63.99| 23.05( 51.46| 64.84| 10.45| 24.91| 37.85(-0.793-71.15
oy [-13.23 11.83|1.973|26.72|-0.912 10.02| 29.73|-3.443-5.23§ 6.500|-3.208 9.748
a3 |6.449| -2.747] 23.69|-5.729-26.83-3.781}-14.49 10.40| 3.79 |-4.464 9.452| 11.09

Conf.] C25 | C26 [ C27 | C28 | C29 | C30 | C31 | C32 | C33 | C34 | C35 | C36
oy [0.552|-31.042 12.68|-2.231|-37.17 6.858| 49.08| 106.4|-102.5-94.19-100.9-103.4
a, |-30.5§ -3.642|-1.075-7.637 8.701|-50.77 8.869|-5.661 3.314| 10.97(-2.11(-8.587
a3 [-6.857] 18.39|4.446|8.478| 25.41| 12.38|-6.857-32.2(-33.54-32.88 2.810| 1.624

7 Conclusion

In this work, a model-based method for mapping grasps fraemhtbman hand to
the DEXMART Hand has been presented. The method comprisgerfips detec-
tion, using a commercial low-cost RGB+Depth (RGBD) cameichsas the Kinect
sensor, and a closed-loop inverse kinematics algorithat,ishbased on the DEX-
MART Hand kinematics. The robotic hand kinematics is lilgacaled according
to the hands dimension of five subjects involved in the expenits. The kinematic
patterns of the first three postural synergies of the DEXMARIhd are computed.
A comparison with the synergies corresponding to the UB Hahglrototype, ob-
tained using a joint-to-joint mapping, reveals that theibabaracteristics of the
three synergies are quite similar for both the kinematicsrapethods. Experimen-
tal evaluation of the computed synergies subspace has leegrmed testing the
synergy-based control during reach to grasp. The resuttseeaéxperiments reveals
that hand succeeded on grasping various objects throughmumplete taxonomy.
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