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Abstract Force and vision play a fundamental role to increase thenanty of a
robotic system, especially in the presence of humans. lardalavoid dangerous
collisions, suitable interaction control strategies lolase force and visual feedback
can be used, while tracking human motion during such intenac

1 Introduction

The extension of application domains of robotics from faet®to human environ-
ments leads to implementing proper strategies for cloggantion between people
and robots. On the one hand, small-scale industrial rolants to learn to get along
with human co-workers in factories, and, on the other hasjse robots are a so-
lution for automatizing common daily tasks in domestic eowiments, due to lack
or high cost of human expertise.

The size of an industrial robot, or the necessary autonorbehbaviour of a ser-
vice robot, can result in dangerous situations for humarexésting in the robot
operational domain. Therefore, physical issues must befldér considered, since
“natural” or unexpected behaviours of people during intdom with robots can
result in injuries, which may be severe, when considerirgdhrrent mechanical
structure of robots available on the market [1].

One possible issue to consider, in order to increase sadettye proper use of
the two main “senses”: vision and touch. Vision and forcesbasontrol for physi-
cal interaction may include collision avoidance, contriotiose interaction, fusion
with other sensory modes, which all may lead to improvinglafsée robots’ per-
formance, without necessarily considering a novel medahdesign.

However, the need for safety suggests complementing thteatsgstem with the
adoption of compliant components in the structure. Compkacan be introduced
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at the contact point by a soft covering of the whole arm widteielastic materials
or by adopting compliant transmissions at the robot jointseasing in this way the
robot mechanical compliance while reducing its overallappt inertia can been re-
alized through different elastic actuation/transmisgsimangements which include:
relocation of actuators close to the robot base and trasgmisf motion through
steel cables and pulleys, combination of harmonic drivesleghtweight link de-
sign, and use of parallel and distributed macro-mini [2] ariable-impedance [3]
actuation. Other improvements for anticipating and reacto collisions can be
achieved through the use of combinations of externalfiaierobot sensing, elec-
tronic hardware and software safety procedures, whiclligegatly monitor, super-
vise, and control manipulator operation.

This paper focuses on techniques for augmenting safety baysnaf control sys-
tems. Human-like capabilities in close interaction can dwes@ered as mimicking
sensing and actuation of humans. This leads to considgrifiiigrated vision and
force based control. Thanks to the visual perception, thetiosystem may achieve
global information on the surrounding environment that barused for task plan-
ning and obstacle avoidance. On the other hand, the pesoegitihe force applied
to the robot allows adjusting the motion so that the localst@ints imposed by
the environment during the interaction are satisfied. Megeovision system may
substitute the complex infrastructure needed for “ingeltit environments” [4] to
detect and track people in the operational domain.

In the last years, several papers on this subject have besemied. Some of
them combine force of vision in the same feedback contrgb|@uch as hybrid
visual/force control [5], shared and traded control [6, 7¥Bual impedance con-
trol [8, 9]. These algorithms improve classical interagtimontrol schemes [10],
e.g., impedance control, hybrid force/position contr@ltgilel force/position con-
trol, where only force and joint position measurements asslu

The approach presented here, for the part concerning ati@naontrol based on
force and vision, was developed in previous conference@unth@l papers [11, 12].
The collision avoidance technique is based on the “skelatgorithm” presented
in [13].

2 Modelling

For physical human-robotinteraction (pHRI) it is neceg$amodel or track human

motion, to get a model of robot motion and of the objects teratt with. Consider

a robot in contact with an object, a wrist force sensor andraeca mounted on

the end-effector (eye-in-hand configuration) or fixed inwtekspace (eye-to-hand
configuration). In the following, some modelling assumptimncerning the human
user, the environment, the robot and the camera are iltastra
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Fig. 1 Exemplification of the
skeleton algorithm for the
DLR lightweight arm

2.1 Human user

Positioning of critical parts of a human body may be additdges for robots, con-
sidering the kinematics of the structure. However, joineswes are not available
on the human body; therefore, exteroceptive sensing by snefacameras is used,
obtaining the position in the space of some relevant featiivends, head etc.). This
leads to finding a simplified kinematic model, to be updateckal time, with the
novel “skeleton algorithm” [13]. This algorithm considexrskeleton, composed of
segments, as a simplified model of a human (or a robot or evebjact), exploit-
ing the simple geometric structures in order to evaluatdytinally the distances
between the segments, which can be used for collision ano@aonsidering all
the points of the articulated structure of humans and rolvbtsh may collide. For
every link of the skeleton of a human figure, the closest parthe robot or the
object to be avoided is computed. The distance informata&wéen the two clos-
est points of human and obstacle can be used to avoid a eollissing “spheres”
located in the selected closest points as protective hhkése spheres can have a
finite or infinite radius and can be the source of repellingésrshaped as effects of
virtual springs or potential fields. Summarizing, the stepthe algorithm are:

e Create a skeleton of the human body, by using vision, andeofdhot, by using
direct kinematics in order to find the extremal point of thgraents.

e Compute analytically the distances between the differegtrents, finding also
the two closest points for each pair of links.

e Define intensity and shape of repelling forces between tivesg@oints and use
them as reference values in the position/force controksyst

Almost all structures can be encapsulated by a finite skeleith spheres, as
sketched in Fig. 1 for the DLR arm [14]. The position of thesast point on each
link (continuous curves) varies continuously, presendgagtinuity of reference val-
ues for any kind of control scheme. The key point of the prepagpproach is that
only the two closest points (on each link) of the structuee@nsidered each time,
leading to a simple generation of the Cartesian desirectitgl(or force) for only
one of these points, which eventually is transformed in threesponding joint tra-
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jectory via proper inverse kinematics (or kinetics). Anyrion the structure can be
considered as a control point. To simplify the problem,g¢hsialso the possibility to
choose only a subset of control points, e.g., the articuiatf the robot [15]. More-
over, it is possible to use an inverse kinematics, an impsglaantrol or whatever
is desired, since the algorithm just adds with continuipeténg forces or velocity,
preserving stability of the control loops used for the syste

2.2 Environment

The position and orientation of a fran—x.YyoZ, attached to the environment (as-
sumed as a rigid object) with respect to a base coordinateeféaxyz can be ex-
pressed in terms of the coordinate vector of the origimnd of the rotation matrix
Ro(po), Whereyp, is a (p x 1) vector corresponding to a suitable parametrization
of the orientation. In the case that a minimal represemniatiothe orientation is
adopted, e.g., Euler angles, itgs= 3, while it is p = 4 if unit quaternions are used.
Hence, therfix 1) vectorz, = [of gog]T defines a representation of the object
pose with respect to the base frame in termsef 3+ p parameters.

The homogeneous coordinate vectoe="Tp" 1]T of a pointP of the object
with respect to the base frame can be computed asH(x,)°p, where% is the
homogeneous coordinate vector ®fwith respect to the object frame ard, is
the homogeneous transformation matrix representing tse pbthe object frame
referred to the base frame.

It is assumed that the geometry of the object is known andttigainteraction
involves a portion of the external surface which satisfiegieg differentiable scalar
equationg (°p) = 0. Hence, the unit vector normal to the surface at the piand
pointing outwards can be computed as:

o, 0 _ (00(%P)/0%)"
P = o) /o]

where®n is expressed in the object frame.

Notice that the object pose, is assumed to be unknown and may change during
the task execution. As an example, a compliant contact candekelled assuming
thata, changes during the interaction according to an elastic law.

A further assumption is that the contact between the robdtthe object is of
point type and frictionless. Therefore, when in contada,tip pointP; of the robot
instantaneously coincides with a polof the object, so that the tip positidpg
satisfies the surface equatigti®pq) = 0. Moreover, the (X 1) contact forc€h is
aligned to the normal unit vect8r.

(1)
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2.3 Robot

The case of &-joints robot manipulator is considered, with> 3. The tip position
Pq can be computed via the direct kinematics equatige= k(q), wheregq is the
(nx 1) vector of the joint variables. Also, the velocity of thebot's tip vp, can be
expressed asp, = J(q)q WwhereJ = dk(q)/dq is the robot Jacobian matrix. The
vectorvp, can be decomposed as

OUPq = Oi?q + A(Opq)ol/m ()

with A(-) =[Is —S(-)], whereIs is the (3x 3) identity matrix andS(-) denotes
the (3x 3) skew-symmetric matrix operator. In Eq. (&) is the relative velocity
of the tip pointP, with respect to the object frame whifer, = [°vl,  °wd E
the velocity screw characterizing the motion of the objeatrfe with respect to the
base frame in terms of the translational velocity of theiarigh, and of the angular
velocity wo. When the robot is in contact with the object, the normal congmt of
the relative velocitypq is null, i.e.,nT (%pq)°pq = 0.

2.4 Camera

A frame O¢—xcYcZ: attached to the camera is considered. By using the clagsical
hole model, a poinP of the object with coordinat€ép =[x vy z]T with respect
to the camera frame is projected onto the point of the imageeplith coordinates
[X Y]"=Ac[x/z y/z]" whereA. is the lens focal length.

The homogeneous coordinate vectoPolvith respect to the camera frame can
be expressed &9 = °Hy(xo,xc)°p. Notice thatx. is constant for eye-to-hand
cameras; moreover, the matfild, does not depend an; andx, separately but on
the relative pose of the object frame with respect to the carfnrame.

The velocity of the camera frame with respect to the basedraam be char-
acterized in terms of the translational velocity of the brigo, and of angular
velocity we. These vectors, expressed in camera frame, define the tyesotew
Cve = [0 w!]". It can be shown that the velocity scréw, = [Cvl ~ Cwg ]’
corresponding to the absolute motion of the object framebeaexpressed as

Cl/() = CVQC —+ F(COO)CVC (3)

where vy = [C0f CwaC]T is the velocity screw corresponding to the relative
motion of the object frame with respect to camera frame, hadhtatrixI"(-) is

()= [(I)z ?3(.)} :

beingOs3 the (3x 3) null matrix.
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The velocity screwvs of a frames with respect to a framecan be expressed in
terms of the time derivative of the vectog representing the pose of frarathrough
the equation

"ws="L(xs)Ts 4)

where" L(+) is a Jacobian matrix depending on the particular choice ofdinates
for the orientation.

3 Useof vision, force and joint positions measurements

When the robot moves in free space, the unknown object pas¢harposition of
the head of a human user can be estimated online by using tagdavided by
the camera; when the robot is in contact to the object, alsddite measurements
and the joint position measurements are used. Joint vaheessad for evaluating
the position of the links for collision avoidance. In theléoling, the equations
mapping the measurements to the unknown position and atientof the object
are derived.

3.1 Vision

Vision is used to measure the image features, charactdrizadet of scalar param-
etersf; groupedinavectof = [f; --- fi]T. The mapping from the position and
orientation of the object to the corresponding image feayector can be computed
using the projective geometry of the camera and can be wiittéhe form

f:gf(CHo(mo,mc)), 5)

where only the dependence from the relative pose of the tioggue with respect to
camera frame has been explicitly evidenced. For the estmat the object pose, it
is required the computation of the Jacobian matffix= dgt /dx,. To this purpose,
the time derivative of Eq. (5) can be computed in the form

f= g—i;io‘f' g—iiiba (6)
where the second term in the right hand side is null for eykaiod cameras. On
the other hand, the time derivative of Eq. (5) can be expdeatm in the form

f = Jocvoc Where the matrixJ,c is the Jacobian mapping the relative velocity
screw of the object frame with respect to the camera franwtim variation of
the image feature parameters. The expressiafy@fdepends on the choice of the
image features; examples of computation can be found in TE&ing into account

the velocity composition (3), vectgf can be rewritten in the form
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f = Jo,cc’/o - Jcc’/c (7)

where J. = JocI'(C0o) is the Jacobian corresponding to the contribution of the
absolute velocity screw of the camera frame, known in tkeediure as interaction
matrix [16]. Considering Eq. (4), the comparison of Eq. (ThviEq. (6) yields

Jt = JoCL (o). (8)

3.2 Force

In the case of frictionless point contact, the measure ofdhee h at the robot tip
during the interaction can be used to compute the unit verional to the object
surface at the contact poify, i.e.,

nh = h/||hl|. (9)

On the other hand, vecter, can be expressed as a function of the object pgse
and of the robot positiopq in the form

np = Ro"n(%q) = gn(xo,pq), (10)

being%yq = R! (pq — 0o). For the estimation of the object pose, it is required the
computation of the Jacobian mattfx = dgn/dx.. To this purpose, the time deriva-
tive of Eq. (10) can be expressed as

: Ogh. . Ogn.
=== == 11
= oot Gpg P (11)
but also as _
nh = Roon(opq) + ROON(Opq)opq, (12)

where® N (%pq) = 9°n/ 3%, depends on the surface curvature §pgican be com-
puted as
%pq = R (Pq— 00+ S(pq— 00) wo).

Hence, replacing the above expression in Eq. (12) and takiogiccount the equal-
ity Ro°n(°pq) = —S(nn)wo, the following equality holds:

nh = Npg— Noo— (S(nn) — NS(pg— 00))wo (13)

whereN = R,°N (°pq) R!. Considering Eq. (4), the comparison of Eq. (11) with
Eq. (13) yields

Jh=—[N S(nn)—NS(pg—00)] L(o)- (14)
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3.3 Joint Positions

The measurement of the joint position vecgocan be used to not only to evaluate
the configuration of the robot, which can possibly collidehaa user, but also to
evaluate the position of the poiRtof the object when in contact with the robot’s tip
pointPy, using the direct kinematics equation. In particular, gignificant comput-
ing the scalar

Shq = 1, Pq = Ghq(To, Pq), (15)

using also the force measurements via Eq. (9). This quamdiiyesents the compo-
nent of the position vector of the robot’s tip point along tie@strained directiony,.
The corresponding infinitesimal displacement is the saméhfrobot and for the
object (assuming that contact is preserved). This is netfouthe other components
of the tip position, which do not provide any useful inforinaton the object motion
because the robot’s tip may slide on the object surfaceetbes, these components
are not useful to estimate the pose of the object.

For the estimation of the object pose, it is required the agaton of the Jaco-
bian matrixJhq = dghq/dxo. The time derivative o,y can be expressed as

_ 99nq
o 0:130

aghq .

5rlq dpq pQ7

Zo (16)
but also asdhq = 7 pq+ 1 Ro(®pq + A(°pq)°vo) Where the expression of the
absolute velocity of the poiny in Eq. (2) has been used. Using the identity
°nT (%q)%q = 0, this equation can be rewritten as

5hq = pghh + nEA(pq — 00)Vo. a7)

Hence, comparing Eq. (16) with Eq. (17) and taking into aotdtgs. (12), (14),
(4), the following expression can be found

Jhq ZPth‘i‘n;A(pq—Oo)L(fBo)- (18)

4 Vision-based pose estimation
4.1 Human operator’s pose estimation

In order to use the skeleton algorithm [13] for collision @Eance, simple fixed
cameras are employed to detect the positions of face andshdrath operator in
the operational space of the robot. In assembly tasks inezatipn with the robot,
the operator does not move fast, simplifying the trackingri®ans of cameras. In
preliminary experiments, markers are used to help the tleteand tracking. The
detected positions of the human operator are to be trackedier to keep a safety
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volume around him/her, repelling the robot when it appreadoo much. Cameras
mounted on the robot can be used as well. Potential fieldstonization techniques

are then to be designed, in order to create modificationseiadhot’s trajectory

aimed at avoiding dangerous approaches. Simple virtualgpor more complex

modifications to trajectories, using null-space motionaggible, can be adopted
also while using an interaction control with an object, whis considered in the

following. The shape of the computed repelling force or e#jomust preserve

continuity of reference values for the robot controllers.

4.2 Object pose estimation

The pose vectot, of the object with respect to the base frame can be estimated
using an Extended Kalman Filter (EKF).

To this purpose, a discrete-time state space dynamic maedetdbe consid-
ered, describing the object motion. The state vector of yimahic model is chosen
asw = [xf &I]". For simplicity, the object velocity is assumed to be comista
over one sample perioft. This approximation is reasonable in the hypothesis that
Ts is sufficiently small. Hence, the discrete-time dynamic elazhn be written as
wk = Awy_1+ Yk Wherevy is the dynamic modelling error described by zero mean
Gaussian noise with covarian@eand A is the (2n x 2m) block matrix

_ | Im  TsIm
A=l ]

The output of the EKF, in the case that all the available datel®e used, is the
vector¢x = [¢f ik thykT}T of the measurements at tinkds, where(t x =
S+ 1t ko Chk = Pk + phx @nddhgk = & + Mgk, beingu the measurement noise,
which is assumed to be zero mean Gaussian noise with covati@n

Taking into account Egs. (5), (10), (15), the output equetibthe EKF can be
written as

Ck = g(wk) + p;

. T T
with [y Bhx Higk) andg(wy) = [g7 (wk)  gp(wk) ghg(wk)] , where
only the explicit dependence on the state veeigrhas been evidenced. The EKF
requires the computation of the Jacobian matrix of the digguation

Ci— 99(w) _ {59(11)) 0}
Jw W:VA\IkJ(,l dwo W=Wic k1 ,

whereQ is a null matrix of proper dimensions corresponding to théigladerivative
of g with respect to the velocity variables. The Jacobian malgxw)/dxo, in
view of Egs. (8), (14), (18) has the expressidp(w)/dzo = [J{ Jy Jth]T.
The equations of the recursive form of the EKF are standaddaae omitted here
and can be found, e.g., in [17].
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Fig. 2 Hybrid force/position control

5 Interaction control

The proposed algorithm can be used to estimate online the gban object in
the workspace; this allows computing the surface equatitimnespect to the base
frame in the formg (R (pq — 00)) = ¢(q,t) = 0, where the last equality holds in
view of the direct kinematic equation of the robot. In thddaling, it is assumed
that the object does not move; the general case of movingwisjenore complex
but can be analyzed in a similar way. Hence, the constraimtmn is¢ (g) = 0;
moreoverJy (q)g = 0, whereJy = d¢ /dq is a (1x n) vector.

The dynamic model of the manipulator in contact with the emwvinent is

B(q)g+n(q,q) =1 —J4(q)A,

whereB is the (1 x n) symmetric and positive definite inertia matrix(q, q) is the
(nx 1) vector taking into account Coriolis, centrifugal, fiart and gravity torques,
T is the f1x 1) vector of the joint torques, andis the lagrangian multiplier associ-
ated to the constraint.

The online computation of the constraint equations can hatsy exploited for
interaction control. In the following, the case of the hybforce/position control
and of the impedance control are considered.

5.1 Hybrid Force/Position Control

Following the formulation presented in [18] the configusatbf the robot subject
to the constraint (q) = 0 can be described in terms of a suitable veetorf (n —
1) independent variables. From the implicit function thesor this vector can be
defined asr = v (q), wherev(q) is any (n— 1) x 1) twice differentiable vector
function such that then(— 1) components of/(g) and functiong (g) are linearly
independent at least locally in a neighborhood of the opegaioint. This implies
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the existence of an(x 1) vector functionp(r) such thatg = p(r), at least locally.
Moreover, the Jacobiad, = dp/dr of the differential mapping = Jp(r)r is a
full-rank matrix. The matrices

Sf :JiT(q)Jg(q), SV:J(q)JP(T)a

by virtue of the equalities = StA andwvg, = Syr, play the role of selection matri-
ces.

An hybrid force/position control task can be assigned byc#piag the desired
force A4(t) and then— 1 components of the vectory(t). An inverse dynamics
control law can be adopted, by choosing the control toteas

T=B(q)a+n(q,q)q+Jj(q)Sthy,
with o = J~1(q)(Svawy + Syir — J q),
avZil“d—i-KDr(?'“d—’i’)—i—Kpr(Td—T) (19)

and .
M = As-+hin | (Ra() = A (D), (20)

whereKp,, Kp; andk;, are suitable feedback gains.

From the block scheme of Figure 2 it can be observed that twitim has a
inner/outer structure, where the inner loop implementsidytontrol whereas the
outer loop computes the estimation of the object pose asasétle desired force and
motion trajectories, on the basis of force, joint and vismehsurements. Usually,
the outer loop runs at a frequency lower than the inner loop,td the limitation in
the maximum camera frame rate (between 25 Hz and 60 Hz foctstcameras
used in standard applications).

5.2 Impedance Control

The above scheme can be easily modified by replacing theliyheid force/position
control with a different interaction control scheme. Fastance, a position-based
impedance control algorithm, based on the concept of campliame [10], can be
adopted (see Figure 3).

In detail, on the basis of the current estimate of the comgtexjuation, the
Dynamic Trajectory Planner generates a pose trajectorg fbesired end-effector
frame specified in terms of the position of the origipand orientation matrixRy.
Moreover, a compliant frameis introduced, specified in terms pf andR;. Then,
a mechanical impedance between the desired and the cotrfdiane is considered,
S0 as to contain the values of the interaction fdgg@nd momenin. In other words,
the desired position and orientation, together with thesuezd contact force and
moment, are input to the impedance equation which, via alsleiintegration, gen-
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Fig. 3 Position-based visual impedance control

erates the position and orientation of the compliant fraoneet used as a reference
for the motion controller of the robot end effector.

As far as the compliant frame is concerned, the posjtiooan be computed via
the translational impedance equation

MpApgr + DpApyr + KpApgr = h, (21)

whereApgr = pg — pr, andM,, Dp and K, are positive definite matrices repre-
senting the mass, damping, and stiffness characterizengrthedance.

The orientation of the reference franf® is computed via a geometrically con-
sistent impedance equation similar to Eq. (21), in termsafréentation error based
on the (3x 1) vector'eq,, defined as the vector part of the unit quaternion that can
be extracted frohRy = R Ryq. The corresponding mass, damping and inertia ma-
trices areM,, D, and K, respectively. More details about the geometrically con-
sistent impedance based on the unit quaternion can be fajaa]i

It is interesting noticing that the above scheme is able toage both contact
and free-space motion phases. In fact, during free spademtte position-based
impedance control is equivalent to a pose control and théerduhieme corresponds
to a classical position-based visual servoing algorith8].[For this reason, this
scheme can be classified as position-based visual impedantrel.

6 Case studies

The proposed approach has been tested in a number of siomuatil experimental
case studies. The setup (Figure 4) is composed by a 6-DORBtimlurobot Co-
mau SMART-3 S with an open control architecture based on RIAlX operating
system. A six-axis force/torque sensor ATI FT30-100 wittcéorange of-130 N
and torque range of10 N-m is mounted at the arm'’s wrist, providing readings
of six components of generalized force at 1 ms. A visual sgystemposed by a
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Fig. 4 Experimental setup

PC equipped with a Matrox GENESIS board and a Sony 8500CE Eleca is
available. The camera is fixed and calibrated with respetiiedase frame of the
robot.

6.1 Interaction with an object

Experimental tests have been carried out to check the peafoce the impedance
control scheme. The environmentis a planar wooden hotsntface, with an es-
timated stiffness (alon@y) of about 46000 N/m. The object features are 8 landmark
points lying on the plane at the corners of two rectangleof 20 cm size (as in
Figure 4).

The impedance parameters are chosetMig= 4013, D = 26.3I3 and K =
1020QI3, My = 1513, Dy = 17.413 and K, = 3I3; a 1 ms sampling time has been
selected for the impedance and pose control. Notice thatiffreess of the object is
much higher that the positional stiffness of the impedascéhat the environment
can be considered rigid.

The desired task is planned in the object frame and consistsstraight-line
motion of the end effector along thg-axis keeping a fixed orientation with the
stick normal to theyo-plane. The final position i%p; = [0 0 OOS]T m, which
is chosen to have a normal force of about 50 N at the equililbrivith the selected
value of the impedance positional stiffness. A trapezoig#dcity profile time-law
is adopted, with a cruise velocity of@ m/s. The absolute trajectory is computed
from the desired relative trajectory using the current cbfse estimation. The
final position of the end effector is held for 2 s; after, a aitmotion in the opposite
direction is commanded.

In the EKF, the non null elements of the matd¥ have been set equal to
2.5 pixeP for f, 5:10~* for n and 10°m? for &. These values have been set
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Fig. 6 Measured force (left) and moment (right) in the second erpet

on the basis of the calibration errors of the camera. The si@ise covariance ma-
trix has been selected so as to give a rough measure of thes eue to the sim-

plification introduced in the model (constant velocity),dpnsidering only velocity

disturbance, i.e.

Q = diag{0,0,0,0,0,0,0,10,10,10,1,1,1} - 10°°.

Notice that the unit quaternion has been used for the otientan the EKF. More-
over a 38 ms sampling time has been used for the estimationithlg, correspond-
ing to the typical camera frame rate of 26 Hz.

Two different experiments are presented, to show the éffautss of the use of
force and joint position measurements, besides visual uneasents.

In the first experiment only the visual measurements are U$eztime history of
the measured force and moment in the sensor frame are reéfoRgure 5. Notice
that the force is null during the motion in free space and bexodifferent from zero
after the contact. The impedance control keeps the fordeelihduring the transient
while, at steady state, the force component along tinds reaches a value of about
—65 N, which is different from the desired value 60 N. This is caused by the
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presence of estimation errors on the position of the plametdcalibration errors
of the camera. Moreover, the moment measured by the serdiffeient from zero
due to the misalignment between the estimated and the realahdirection of the
plane.

The same task is repeated using also the contact force arjditthgoosition
measurements for object pose estimation; the results poetesl in Figure 6. It can
be observed that the benefit of using additional measurenettie EKF results in
a force along the vertical direction which is very close te tiesired value, due to
the improved estimation of the position of the plane; moeggthe contact moment
is also reduced because of the better estimation of the ndireation of the plane.

6.2 Vision-based head avoidance

During a task involving interaction with an object, therétie possibility that a hu-
man operator is present in the workspace. In such a cas@fibehas to reconfigure
in order to avoid the body of the operator, tracked by a camera simple case, it
is possible to consider the head and the arms of a persompiagbe workspace
as a source of a repelling elastic force. A volume is createdral the head and the
arms: the robot is pushed with continuous reference valives ¢p force or velocity
for a point on each link which is the closest to the considésatety volume”.
Results of an experiment with the Comau SMART 3S industoabt are re-
ported in Fig. 7. The planned trajectory (dotted line) isradmned for the presence
of the arm (segment parallel to the axjswvith y = 1 andz= 0.5). The bold trajec-
tory is the path followed with an elastic constdht= 0.5 for planning the desired
velocity v of the closest points with the formuwe= K (det —d) for d < dref, where
dref is the radius of the protective sphere and d is the distanteckea the robot
links and the center of such a sphere. The thin path in Figtracked forKk = 0.5.
This simple case study shows the robustness of the skellgtorithm, which gives
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continuous references to different inverse kinematicess (one for each link of
a robot) in order to push a robot in a certain direction dugng kind of operation
and with any kind of motion/force controller.

7 Conclusion

The integration of force and visual control to achieve safman-robot interaction
has been discussed. An hybrid force/position control sehand a position-based
visual impedance control scheme have been presented, @mpéopose estimation
algorithm on the basis of visual, force and joint positiotedd he addition of colli-
sion avoidance facilities with the so-called skeleton &t gives the opportunity
of sharing the workspace with a human operator.
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